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Introduction
MIDDLE-BOXES	
NETWORK	FUNCT ION	VIRTUALIZAT ION

VNF SERVICES	IN 	CLOUD
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Middle-Boxes
“any	intermediary	device	performing	functions	other	than	the	normal,	standard	functions	of	an	
IP	router	on	the	datagram	path	between	a	source	host	and	destination	host”	[1]

Expensive hardware

Hard to	deploy

Hard to	modify

Hard to	scale

Provision	for	peak-load

[1]	CARPENTER,	B.,	AND	BRIM,	S.	Middleboxes:	Taxonomy	and	Issues.	RFC	3234,	https://tools.ietf.org/rfc/	rfc3234.txt,	2002.
[2]	V.	Sekar,	N.	Egi,	S.	Ratnasamy,	M.	K.	Reiter,	and	G.	Shi.	Design	and	implementation	of	a	consolidated	middlebox architecture.	In	Proceedings	of	NSDI	12,	2012.	

𝑠𝑟𝑐 𝑡𝑟𝑔𝑚

Source	host

Middle-box

Destination	hostIDS
Firewall
IPS
…

for in-network capabilities [9]. The lack of extensibil-
ity in middleboxes today inevitably leads to further ap-
pliance sprawl, with associated increases in capital and
operating expenses.

Despite these concerns, administrators reiterated the
value they find in such appliances, particularly in sup-
porting new applications (e.g., teleconferencing), in-
creasing security (e.g., IDS), and improving performance
(e.g., WAN optimizers).

3 CoMb: Overview and Opportunities
The previous discussion shows that even though middle-
boxes are a critical part of the network infrastructure,
they remain expensive, closed platforms that are diffi-
cult to extend, and difficult to manage. This motivates us
to rethink how middleboxes are designed and managed.
We envision an alternative architecture, called CoMb,
wherein software-centric implementations of middle-
box applications are consolidated to run on a shared
hardware platform, and managed in a logically central-
ized manner.

The qualitative benefits of this proposed architecture
are easy to see. Software-based solutions reduce the cost
and development cycles to build and deploy new mid-
dlebox applications (as independently argued in paral-
lel work [12]). Consolidating multiple applications on
the same physical platform reduces device sprawl; we
already see early commercial offerings in this regard
(e.g., [3]). Finally, the use of centralization to simplify
network management is also well known [31, 21, 15].

While the qualitative appeal is evident, there are prac-
tical concerns with respect to efficiency. Typically, mov-
ing from a specialized architecture to one that is more
general and extensible results in less efficient resource
utilization. However, as we show next, CoMb introduces
new efficiency opportunities that do not arise with to-
day’s middlebox deployments.

3.1 Application multiplexing
Consider a WAN optimizer and IDS running at an enter-
prise site. The former optimizes file transfers between
two enterprise sites and may see peak load at night when
system backups are run. In contrast, the IDS may see
peak load during the day because it monitors users’ web
traffic. Suppose the volumes of traffic processed by the
WAN optimizer and IDS at two time instants t1, t2 are
10,50 packets and 50,10 packets respectively. Today
each hardware device must be provisioned to handle its
peak load resulting in a total provisioning cost corre-
sponding to 2 ⇤ max{10,50} = 100 packets. A CoMb
box, running both a WAN optimizer and the IDS on the
same hardware can flexibly allocate resources as the load
varies. Thus, it needs to be provisioned to handle the
peak total load of 60 packets or 40% fewer resources.
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Figure 1: Middlebox utilization peak at different times
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Figure 2: Reusing lower-layer software modules across
middlebox applications

Figure 1 shows a time series of the utilization of four
middleboxes at an enterprise site, each normalized by its
maximum observed value. Let NormUtiltapp denote the
normalized utilization of the device app at time t. Now,
to quantify the benefits of multiplexing, we compare the
sum of the peak utilizations Âapp maxt{NormUtiltapp}= 4
and the peak total utilization maxt{Âapp NormUtiltapp}=
2.86. For the workload shown in Figure 1, multiplexing
requires 4�2.86

4 = 28% fewer resources.

3.2 Reusing software elements
Each middlebox typically needs low-level modules for
packet capture, parsing headers, reconstructing session
state, parsing application-layer protocols and so on. If
the same traffic is processed by many applications—e.g.,
HTTP traffic is processed by an IDS, proxy, and an appli-
cation firewall—each appliance has to repeat these com-
mon actions for every packet. When these applications
run on a consolidated platform, we can potentially reuse
these basic modules (Figure 2).

Consider an IDS and proxy. Both need to recon-
struct session- and application-layer state before running
higher-level actions. Suppose each device needs 1 unit
of processing per packet. For the purposes of this ex-
ample, let us assume that these common tasks contribute
50% of the overall processing cost. Both appliances pro-
cess HTTP traffic, but may also process traffic unique
to each context; e.g., IDS processes UDP traffic which
the proxy ignores. Suppose there are 10 UDP packets
and 45 HTTP packets. The total resource requirement is
(IDS = 10+45)+ (Proxy = 45) = 100 units. The setup

Middle-box	 utilization	peak	at	different	times	[2]	
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Network	Function	Virtualization
Virtualization	(Softwarization)	of	middle-boxes

Software	middle-boxes	are	called	Virtual	Network	Function	(VNF)

NFV	”involves	the	implementation	of	network	functions	in	software that	can	run	on	a	range	of	
industry	standard	server	hardware,	and	that	can	be	moved to,	or	instantiated in,	various	
locations	in	the	network	as	required,	without	the	need	for	installation	of	new	equipment.”[1]

[1]	"Network	Functions	Virtualization".	ISG	web	portal:	https://portal.etsi.org/nfv/nfv_white_paper.pdf

𝑣𝑠𝑟𝑐 𝑡𝑟𝑔

Source	host

VNF

Target	host
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Network	Function	Virtualization
MIDDLE-BOXES

Expensive hardware

Hard to	deploy

Hard to	modify

Hard to	scale

Provision	for	peak-load

VIRTUAL	NETWORK	FUNCTIONS

Low-cost	software

Easy to	deploy

Easy to	modify

Easy to	scale

Scale	resources	on	demand
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VNF	Services	in	Cloud
Offered	by	cloud	providers
◦ IBM	Bluemix
◦ Microsoft	Azure
◦ Amazon	EC2

Services
◦ Riverbed	STEELHEAD	WAN	optimizer	 [1]
◦ McAfee	Next	Generation	firewall	[2]
◦ Virtual	LoadMaster load	balancer	[3]

[1]	http://media-cms.riverbed.com/documents/Spec+Sheet+-+Steelhead+Family+-+05.06.2015.pdf
[2] https://kc.mcafee.com/resources/sites/MCAFEE/content/live/PRODUCT_DOCUMENTATION/25000/PD25151/en_US/NGFW_57_HW_Requirements.pdf
[3] http://kemptechnologies.com/files/downloads/documentation/Datasheets/VLM-AWS.pdf

Client Cloud-Provider

VNF	Service	
Request
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VNF	Services	in	Cloud
WHAT	CLOUD	PROVIDER	SHOULD	SUPPORT

Pay	per	use
◦ Clients	pay	only	 for	real	used	resources

Elasticity
◦ Scale	resources	on	demand
◦ Upon	arrival	or	departure	of	service	request
◦ Variation	of	workload	of	admitted	service	request

CHALLENGES	OF	CLOUD	PROVIDER

Minimizing	Costs:
◦ Trade-off between	Host	&	Bandwidth	Resources

Elasticity
◦ Which	mechanisms	to	apply
◦ Elasticity	benefit	vs.	its	overhead
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VNF	Services	in	Cloud
Where to	place	VNF	instances?

Which	request	must	be	assigned to	which	VNF	instance?

𝑠𝑟𝑐( 𝑡𝑟𝑔(

𝑠𝑟𝑐)

𝑡𝑟𝑔) 𝑠𝑟𝑐* 𝑡𝑟𝑔*𝑠𝑟𝑐+ 𝑡𝑟𝑔+

𝑣 VNF instance

𝑠𝑟𝑐 Source of Service Traffic

𝑡𝑟𝑔 Target of Service Traffic

Network Switch

Host
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VNF	Services	in	Cloud
A	solution	can	be
◦ 𝑣) serves	the	first	and	second	service	traffics
◦ 𝑣( serves	the	third	and	forth	service	traffics

𝑠𝑟𝑐( 𝑡𝑟𝑔(

𝑠𝑟𝑐)

𝑡𝑟𝑔) 𝑠𝑟𝑐* 𝑡𝑟𝑔*𝑠𝑟𝑐+ 𝑡𝑟𝑔+

𝑣) 𝑣(

𝑣 VNF instance

𝑠𝑟𝑐 Source of Service Traffic

𝑡𝑟𝑔 Target of Service Traffic

Network Switch

Host

10 /	30



State	of	the	Art
COMPARISON	OF	STATE	OF	THE	ART
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Comparison	of	State	of	the	Art
Paper Host	Res.	Cost Bandwidth	Res. Cost Elasticity

Elastic	Virtual	Network Function	Placement	(EVNFP) ✔ ✔ ✔

Elasticity	in	Cloud	 [1,	2,	3] ✔ ✕ ✔

Dynamic VM	Placement	[2,	4] ✔ ✕ ✔

Network	Aware	VM Placement	[5,	6,	7] ✔ ✔ ✕

Virtual	DPI	Placement	[8] ✔ ✔ ✕

[1]	Z.	Gong,	X.	Gu,	and	J.	Wilkes.	Press:	Predictive	elastic	resource	scaling	for	cloud	systems.	In	IEEE	CNSM,	2010
[2]	U.	Sharma,	P.	Shenoy,	S.	Sahu,	and	A.	Shaikh.	A	cost-aware	elasticity	provisioning	system	for	the	cloud.	In	IEEE	ICDCS	2011.
[3] Z.	Shen,	S.	Subbiah,	X.	Gu,	and	J.	Wilkes.	Cloudscale:	Elastic	resource	scaling	for	multi-tenant	cloud	systems.	In	ACM	SoCC,	2011.
[4] A.	Verma,	P.	Ahuja,	and	A.	Neogi.	pmapper:	Power	and	migration	cost	aware	application	placement	in	virtualized	systems.	In	ACM/IFIP/USENIX	Middleware,	2008.
[5]	O.Biranetal.A stable	network-aware	vm placement	for	cloud	systems.	In	CCGRID,	pages	498–506,	2012.
[6] V.	Mann,	A.	Kumar,	P.	Dutta,	and	S.	Kalyanaraman.	Vmflow:	Leveraging	vm mobility	to	reduce	network	power	costs	in	data	centers.	In	IFIP	NETWORKING,	2011.
[7] X.	Meng,	V.	Pappas,	and	L.	Zhang.	Improving	the	scalability	of	data	center	networks	with	traffic-aware	virtual	machine	placement.	In	IEEE	INFOCOM,	2010.
[8]	M.	Bouet,	J.	Leguay,	and	V.	Conan.	Cost-based	placement	of	vdpi functions	in	nfv infrastructures.	In	NetSoft,	2015.
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Problem:
Elastic	Virtual	Network	Function	
Placement	(EVNFP)
SCOPE	AND	ASSUMPTIONS
CONFLICT ING 	OBJECT IVES

ELAST IC ITY	MECHANISMS	AND	OVERHEAD
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Scope	and	Assumptions
SCOPE

Single	cloud	provider

Single	data-center

Centralized	optimization

ASSUMPTIONS

One	VNF	instance-type

Multi-tenancy

Elasticity	Mechanisms
◦ Horizontal	Scaling
◦ Migration	of	VNF	instances
◦ Reassignment	of	workload
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Conflicting	Objectives
Minimizing	the	bandwidth	cost,	and

Minimizing	the	number	of	installed	VNFs

𝑠𝑟𝑐( 𝑡𝑟𝑔(

𝑠𝑟𝑐)

𝑡𝑟𝑔) 𝑠𝑟𝑐* 𝑡𝑟𝑔*𝑠𝑟𝑐+ 𝑡𝑟𝑔+

𝑣 VNF instance

𝑠𝑟𝑐 Source of Service Traffic

𝑡𝑟𝑔 Target of Service Traffic

Network Switch

Host
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Conflicting	Objectives
Minimizing	the	bandwidth	cost:
◦ 12 Unit	of	Bandwidth	over	12 Links
◦ 4 VNF	instances

𝑠𝑟𝑐( 𝑡𝑟𝑔(

𝑠𝑟𝑐)

𝑡𝑟𝑔) 𝑠𝑟𝑐* 𝑡𝑟𝑔*𝑠𝑟𝑐+ 𝑡𝑟𝑔+
𝑣)

𝑣+𝑣( 𝑣*

𝑣 VNF instance

𝑠𝑟𝑐 Source of Service Traffic

𝑡𝑟𝑔 Target of Service Traffic

Network Switch

Host
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Conflicting	Objectives
Minimizing	the	number	of	installed	VNFs
◦ 1	VNF	instance
◦ 34 Unit	of	Bandwidth	over	20 Links

𝑠𝑟𝑐( 𝑡𝑟𝑔(

𝑠𝑟𝑐)

𝑡𝑟𝑔) 𝑠𝑟𝑐* 𝑡𝑟𝑔*𝑠𝑟𝑐+ 𝑡𝑟𝑔+

𝑣)

𝑣 VNF instance

𝑠𝑟𝑐 Source of Service Traffic

𝑡𝑟𝑔 Target of Service Traffic

Network Switch

Host
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Elasticity	Mechanisms	and	Overhead
MECHANISMS

Horizontal	Scalingof	VNF	instance
◦ Installing a	new	VNF	instance
◦ Removing	an	existing	VNF	instance

Migration	of	a	VNF	instance

Reassignment of	workload	to	another	VNF	
instance

OVERHEAD

Migration overhead

Reassignment overhead
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Elasticity	Mechanisms	and	Overhead
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Solution:
Simple	Lazy	Facility	
Location(SLFL)
IDEA

SLFL:	SIMPLE	LAZY	FACILITY	LOCATION
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Idea
Arrival	and	departure	of	a	request,	or	workload	variation	alter	the	locality

SLFL	locally	optimizes the	placement	of	VNF	instances	in	a	greedy	manner

𝑠𝑟𝑐( 𝑡𝑟𝑔(

𝑠𝑟𝑐)

𝑡𝑟𝑔) 𝑠𝑟𝑐* 𝑡𝑟𝑔*𝑠𝑟𝑐+ 𝑡𝑟𝑔+

𝑣) 𝑣(

𝑣 VNF instance

𝑠𝑟𝑐 Source of Service Traffic

𝑡𝑟𝑔 Target of Service Traffic

Network Switch

Host

𝑠𝑟𝑐*

𝑡𝑟𝑔*
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SLFL:	Simple	Lazy	Facility	Location
UPON	REQUEST	ARRIVAL	OR											
WORKLOAD	INCREASE
Installation	potential
◦ Installing a	VNF	instance
◦ Set	of	reassignments
◦ The	difference	of	operational	cost	before and	
after installing	 the	VNF	instance	and	
reassignments

Migration	potential
◦ Migration of	a	VNF	instance
◦ The	difference of	operational	cost	before and	
after migration	of	the	VNF	instance

UPON	REQUEST	DEPARTURE	OR											
WORKLOAD	DECREASE
Removing	potential
◦ Removing a	VNF	instance
◦ Set	of	reassignments
◦ The	difference of	operational	cost	before and	
after removing	the	VNF	instance	and	
reassignments

Emigration	potential
◦ Migration of	a	VNF	instance
◦ The	difference of	operational	cost	before and	
after migration	of	the	VNF	instance
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SLFL:	Simple	Lazy	Facility	Location
UPON	REQUEST	ARRIVAL	OR											
WORKLOAD	INCREASE
Apply	the	best	action	among:
◦ Installing	a	VNF	instance
◦ Considering	 the	installation	potential

◦ Migrating	a	VNF	instance
◦ Considering	 the	migration	potential	of	the	VNF	instance

◦ Assign	 to	one	of	existing	VNFs
◦ Considering	 bandwidth	cost

UPON	REQUEST	DEPARTURE	OR											
WORKLOAD	DECREASE
Apply	the	best	action	among:
◦ Removing	a	VNF	instance
◦ Considering	 the	installation	potential

◦ Migrating	a	VNF	instance
◦ Considering	 the	emigration	potential	of	the	VNF	instance
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Evaluation
EXPERIMENTAL	SETUP	AND	OBJECT IVES
ACCEPTANCE	RAT IO	AND	OPERAT IONAL	COST

RESOURCE	UT ILIZAT ION
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Experimental	Setup	and	Objectives
EXPERIMENTAL	SETUP

Network
◦ Fat-tree	of	99	nodes
◦ 54	hosts	with	8	Core	CPU
◦ 1	GB	full	bisection	bandwidth

VNF
◦ Bro	IDS	[2]:	80	Mbps,	1	vCPU,	1GB	of	memory

Requests
◦ 20,000	requests
◦ Arrival:	Poisson	distribution
◦ Duration:	Exponential	distribution

OBJECTIVES

Evaluating	
◦ The	acceptance	ratio
◦ Operational	cost	
◦ Balancing	bandwidth	 and	host	resource	costs

◦ Resource	Utilization
◦ Balancing	bandwidth	 and	host	resource	utilization	?

Comparison	to
◦ Random	Placement	
◦ First-Fit	Placement
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Acceptance	Ratio	and	
Operational	Cost
ACCEPTANCE	RATIO TOTAL	OPERATIONAL	COST
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SLFL	accepts	~2×workload	vs	basic	algorithms
SLFL 97% acceptance	ratio
Random	 48% acceptance	ratio
FirstFit 45% acceptance	ratio

SLFL	accepts	~2×workload	with	less	cost
9%	operational	cost less	than	Random	
4% operational	cost	less	than	FirstFit
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Resource	Utilization
BANDWIDTH	RESOURCE	UTILIZATION HOST	RESOURCE	UTILIZATION
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82% Utilization	of	bandwidth	 resources
91% Utilization	of	host	resources
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Conclusion
SUMMARY
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Summary
Elastic	Virtual	Network	Function	Problem
◦ Bandwidth	and	host	resources	cost	trade-off
◦ Elasticity	Overhead

Simple	Lazy	Facility	Location
◦ Balancing	the	bandwidth	and	host	resource	cost	trade-off
◦ Carefully	selecting	the	correct	elasticity	mechanisms
◦ Optimizing	 the	elasticity	overhead
◦ Accepting	~2× workload	vs	basic	algorithms
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Acceptance	Ratio	and	
Resource	Utilization

Bandw
idth	Resource	Util.

VNFs	Util.
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Acceptance	Ratio
Host	Resource	Util.
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Operational	Cost
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Total	Operational	Cost

Bandw
idth	Resource	Cost

Host	Resource	Cost

Elasticity	Overhead	Cost



Assumptions-Horizontal	Scaling
Why	horizontal	scaling	and	ignoring	vertical	scaling	
◦ On	the	fly	vertical	resource	scaling	is	not	supported	 in	most	cases
◦ Might	require	system	reboot
◦ SLA	violation



Assumptions-One	VNF	instance-type
Scenario One	small flavor Multiple flavors

Resource
Consumption

Host Res. ~ - Worse +	Better

Bandwidth	Res. ~ +	Better - Worse

Elasticity

Installation In	a same	machine +	Better - Worse

Removal In	a same	machine +	Better - Worse

Migration	overhead ~ +	Better - Worse

Reassign. overhead ~ =	Equal =	Equal


