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ABSTRACT

PERFORMANCE ANALYSIS AND COMPARISON OF DIRAC VIDEO CODEC

WITH H.264 /| MPEG-4 PART 10 AVC

Aruna Ravi, M.S.
The University of Texas at Arlington, 2009

Supervising Professor: K. R. Rao

Dirac is a hybrid motion-compensated state-of-the-art videeccdtioat uses
modern techniques such as wavelet transforms and arithmetiwycBbit is an open
technology, designed to avoid patent infringement and can be used with@ayiment
of license fees. It is well suited to the business model of psblidce broadcasters as it
can be easily recreated for new platforms. Dirac is aimegb@ltcations ranging from
HDTV (high definition television) to web streaming.

H.264, MPEG-4 part-10 or AVE? 1% s the latest digital video codec standard
which has proven to be superior than earlier standards in terms pfession ratio,
quality, bit rates and error resilience. However unlike Diracgquires payment of

license / patent fees.



The objective of this thesis is to implement Dirac video ca@ecoder and
decoder)! based on several input test sequences, and compare its performgmce wi
H.264 /| MPEG-4 Part 10 AVC. Analysis has been done on Dirac and H.264 using
QCIF, CIF and SDTV video test sequences as input and the reswdtdéen recorded
graphically for various parameters including compression raticatet PSNR, SSIM
and MSE. In these tests, encoding and decoding has been perforngedlity factor
ranging from 0 — 10 and for lossless compression. Apart from thigartson between
Dirac and H.264’s performance has been implemented at various rtotestget’ bit

rates ranging from 10KBps to 200KBps.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

In this era of digital communications, video compression has becontessitg
and plays an integral role that aids the widespread use of mdiiroeer the Internet.

In the digital world, with the rapid growth of the Internet anel ititroduction of high-
definition media, compression is used to exploit limited storage tearmission
capacity as efficiently as possible.

Dirac is an open and royalty-free video codec developed by the B&@ed in
honor of the British scientist Paul Dirac. It aims to provide highlity video
compression from web video up to Hfband as such competes with existing formats
such as H.264'2 - *® and WMV ¥ ] Dirac was used internally by the BBC to
transmit HDTV pictures at the Beijing Olympics in 2088 1**!

Dirac can compress any size of picture from low-resolutionFQQIF6x144
pixels) to HDTV (1920x1080) and beyond, similar to common video codecsasuble
ISO/IEC Moving Picture Experts Group (MPEG)'s MPEG-4 Part®¥?*"! and
Microsoft's WMV 924 251 However, it promises significant savings in data rate and
improvements in quality over these codecs, by some claims everosupethose

promised by the latest generation of codecs such as H.264/MPEGZ40A8BMPTE's

VC-1. 20



Dirac's implementers make the preliminary claim of "a fald-reduction in bit
rate over MPEG-2 for high definition vide6* an estimate which would put the design
in about the same class of compression capability as the ktewlards such as

H.264/MPEG-4 AVC and VC-£*.

Dirac employs wavelet compression, instead of the discosime transforms
used in most other codecs (such as H.264/MPEG-4 AVC or SMPTE's . Mirag is
one of several projects that have applied wavelets to video cssigome Wavelet
compression has already proven its viability in the JPEG 2000 cosiprestandard for

photographic image&”

There are two parts in the Dirac development process: (Adprapression
specification for the bit stream and decoder, and (B) softwaredompression and
decompression. The softwdf€*® is not intended simply to provide reference coding
and decoding - It is a prototype implementation that can freelynbdified and
deployed. The decoder in particular is designed to be fast andagit@eThe resulting
specification is simple and straightforward to implement and opsidnfor real-time
performance!!’

In this thesis, the performance of the Dirac video codec has beemghtyo
analyzed for QCIF, CIF and SDTV input video streams and compardd tingt

performance of H.264 video codec at constant bit rates.



1.2 Thesis Outline

Chapter 2 and chapter 3 give an overview of the Dirac video codethand
H.264 video codec. The architecture and the various features of @@t along with
the advantages, disadvantages, features and applications are discussed in detail.

Chapter 4 explains the process of encoding the input video sequence and
decoding of the compressed video by the Dirac encoder and decoder.

Chapter 5 presents the test data, results and conclusions obtaingdhesi

proposed method of implementation. Suggestions for future work are also outlined.



CHAPTER 2

OVERVIEW OF DIRAC VIDEO CODEC

2.1 Dirac architecture

In the Dirac codec, image motion is tracked and the motion informiatiosed
to make a prediction of a later frame. A transform is appliethe@oprediction error
between the current frame and the previous frame aided by nootiiopensation and
the transform coefficients are quantized and entropy c&ded.

Temporal and spatial redundancies are removed by motion estimatdion
compensation and discrete wavelet transform respectively. Dg@x a more flexible
and efficient form of entropy coding called arithmetic coding Whpacks the bits

efficiently into the bit streant”

2.2 Dirac encoder

The Dirac encodef! B% has the architecture as shown in Fig. 2.1. The entire
compressed data is packaged in a simple bytestream. This helkrasyzation,
permitting access to any frame quickly and efficiently - mgkediting simple. The
structure is such that the entire bytestream can be packagedni of the existing
transport streams. This feature allows a wide range of gamptions, as well as easy
access to all the other data transport systems requiredrdduction or broadcast

metadata.
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2.3 Dirac decoder

The Dirac decodel” B% performs the inverse operations of the encoder as

depicted in Fig. 2.2.

input € + Fouf
bitstream | Hntropy Invesme transfon,
7| de-coding Ly Scaling, Invetse + — -
quantization
+
F 3

¥

hioton
F Compensation

il
.

Fig. 2.2: Dirac decoder architecture

Notations P: Motion compensated previous franee,Motion compensated prediction
error (MCPE): Prediction error after inverse wavelehgfarmation and quantization;

Vout: Output video frame



2.4 Features of Dird@

The features of Dirac are listed below:

Direct support of multiple picture formats

4K e-cinema through to quarter common intermediate format (QCIF)
Supports I-frame only upto long group of picture (GOP) structures
Direct support of multiple chroma formats e.qg. 4:4:4/4:2:2/4:2:0
Direct support of multiple bit depths e.g. 8 bit to 16 bit

Direct support of interlace via metadata

Direct support of multiple frame rates from 23.97 fps to 60fps
Definable pixel aspect ratios

Definable "Clean area" for inputs within larger containers

Definable signal ranges and offsets

Multiple color spaces with metadata

Color primaries and color matrices

32 bit frame numbers (at 60 fps) in | frame

Choice of multiple wavelet filters (including filters optimized for down-
conversion)

Definable wavelet depth



Dirac 1.0.2 was released on February 12, 280%he new features of this

release are:

- Compliance with Dirac bytestream specification 2.2.3

- Improved motion estimation.

- Improved compression efficiency at low bit-rates and small pictures

- Fixed bugs in DC sub-band handling

- New 4:2:2 <-> 4:2:0 conversion utilities for interlaced video.

- DirectShow Filter to play back Dirac v2.2.3 files in Window Media Player and

MPlayer Classié”

2.5 Advantages of Dird®

The advantages of Dirac are listed below:

Dirac is an open technology - removing licensing costs on softwardware
and content flow.

Dirac's technical flexibility offers a versatile packagecilitating ease of
operation over many applications and therefore saving money.

Capability of compressing high resolution files for production, broadcas
content, and web 2.0 applications. Compression can be either losslesslby vis
lossless.

Can exploit lossy compression using long group of picture (GOP) ferfoa

broadcasting and other distribution outlets.



The quality or compression efficiency is similar to that &fGXH.264 2 but
without the encoding complexity or license burden.

Can achieve good subjective compression performance by using edéswv
guided by psycho visual criteria.

More freedom for future implementations and therefore more scopeptove
performance

Can improve quality by concentrating more on large errors and de-sizipga
high frequency errors.

Very comparable to other state-of-the-art codecs despite simple toolset.
Relative simplicity and clean architecture support high performance.

Offers good quality at low bit rates, leading to lower costs.

Offers good quality with low delay - ideal for live broadcast agpions in
studios and outside broadcasts.

Suitable for everything from internet streaming to HDTV and electronenta.

Speed of playback can be improved as the software is optimized.



2.6 Applications of Dira#

The applications of Dirac are listed below:
= Broadcasting
= Clip distribution
= Live streaming video
= Pod casting
= Creative archive
= Peer to peer transfers
= HDTV with SD (standard definition) simulcast capability
= Higher density channel packing
= Desktop production
=  News links
= Archive storage
= Digital intermediate film out file storage
= PVRs (personal video recorder)
= Multilevel Mezzanine coding (aka SMPTE VC-2): Eg - 3 GBin®il.5 GBit/s,

1.5 GBit/s into 270 MBit/s

10



Table 2.1: Algorithmic element comparison of Dirac with other cofdcs

Algorithmic MPEG-2 Video MPEG-4 AVC SMPTE VC-1 Dirac
Element
[H.262) (H.264) {Windows Media Video 5)
4x4 spatial
ntra Predicti Mone: MB encoded 16 l; tial Frequency domain x4 <oatial
ntra Prediction 16%16 spatia ¥4 spatia
DC predictors P coefficient F
I-PCM
- Frame Frame
i i Frame
Picture coding | __ Field Field -
\ Field Frame
] = FF o EF
¥R Dicture AEE icture A icture A
MB AFF MB AFF
16%16
Motion 16x8, 8x16
) 16x16 16%16
compensation | . BxB Axa
) 16xE, 8x16 BxB
block size axd, 4x8
Axa
Full pel Full pel
Motion vector |Full pel P P ,
- Half pel Half pel 1/8 pel
precision Half pel
Quarter pel Quarter pel

P Frame type

Single reference

Single reference
Multiple reference

Single reference
Intensity compensation

Single reference
Multiple reference

B Frame type

One reference

One reference each way
Multiple reference

One reference each way

One reference
each way,

each way Direct & Spatial direct )
o o Multiple reference
Weighted prediction
De-blockin
In-loop filters |Mone De-blocking 8 Mone
Overlap transform
Entropy coding |VLC CAVLC, CABAC Adaptive VLC Arithmetic coding
4x4 integer DCT
dxd integer DCT ) Axd Wavelet
Transform gx8 DCT ) B¥8 integer DCT
BXE integer DCT transform
Bxd & 4xB integer DCT
. . ) Range reduction o
Quantization Quantization scaling _|Quantization
Other Instream post-processing

scaling matrices

matrices

contral

scaling matrices

11




2.7 Summary
In this chapter, an overview of the Dirac video codec was presenhed.
architecture of the encoder and the decoder were discussed ih @b&ivarious
features, advantages and the numerous applications of Dirac werdistussed. A
detailed comparison of the algorithmic elements of Dirac withrostete-of-the-art

codecs such as MPEG-2, MPEG-4 and SMPTE VC-1 was also presented.

12



CHAPTER 3

OVERVIEW OF H.264 VIDEO CODEC

3.1 H.264/AVC - Introduction

H.264 is an open, licensed standard that supports the most effiiemat
compression techniques available today, and is equivalent to MPEG4DPant
MPEG-4 AVC (Advanced Video Codind}®. As of May 2009, it is the latest block-
oriented motion-compensation-based codec standard developed bylUdie \fideo
Coding Experts Group (VCEG) together with the ISO/IEC MovincfuPe Experts
Group (MPEG), and it is the product of a partnership effort known adaingé Video
Team (JVT). It is a standard capable of providing good video yuatlisubstantially
lower bit rates, promises better rate-distortion performandecampression efficiency
than previous standards such as MPEG-2, H.263, or MPEG-4 Part 2 Wisiualit
increasing the complexity of desi&ﬁl. It has simple syntax specifications, yet enough
flexibility to be applied to a wide variety of applications sashvideo broadcasting,
video streaming, video conferencing, D-Cinema, HDTV. It is netwoekdly and
demonstrates a balance between coding efficiency, impletiment@mplexity and cost
- based on state-of the-art in VLSI design technold§y.H.264 uses hybrid block
based video compression techniques such as transformation for sedottspatial
correlation, quantization for bit-rate control, motion compensated pdidor
reduction of temporal correlation and entropy coding for reduction atisttal

correlation.
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It includes intra-picture prediction, a 4x4 integer transform, iplaltreference
pictures, variable block sizes, a quarter pel precision for motarpensation, an in-

loop de-blocking filter, and improved entropy codil§.

H.264 /| MPEG-4 has a layered structure that consists of tvevslaietwork
Abstraction Layer (NAL) and Video Coding Layer (VCL). The NAhs&racts the VCL
data and has header information about the VCL format. It is apg@por conveyance
by the transport layers or storage media. The NAL unit (NALU)nds a generic
format for use in both packet based and bit-streaming systemsvVQheas a core

coding layer and concentrates on attaining maximum coding efficiency.

The layered structure supports 4:2:0 chroma sampling picture fomobading

QCIF and CIF formats shown in Fig. 3.1.

352

288 lines 22 26 2
144 144
lines lines
360 pels 180 pels 180 pels
2 176, 2
144 1oo&e 1 138 1
lines 75 7
lines lines
180 pels 80 pels 90 pels
Y C, C,

Fig. 3.1: Supporting picture format — 4:2:0 chroma sampling, Top: CIF, Bottom: &CIF
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3.2 H.264/AVC profiled!? 14°]

The H.264 standard is a “family of standards”, that include the following sets of

capabilities, referred to as “profiles”, targeting specific clas$epplications:

Baseline Profile (BP): The baseline profile includes I- argli¢® coding,
enhanced error resilience tools (flexible macro-block ordering QM
arbitrary slices and redundant slices), and CAVLC. Prim&wiyower-cost
applications with limited computing resources, this profile islugilely in
videoconferencing and mobile applications. Among the three profiles, it
offers the least coding efficiency.

Main Profile (MP): Originally intended as the mainstream coresuyonofile
for broadcast and storage applications. The Main profile includes &ndP-
B-slices, interlaced coding, CAVLC and CABAC. This profile is desigoed t
provide the highest possible coding efficiency.

Extended Profile (XP): The extended profile is a superset ob#seline
profile. It includes B-, SP- (switched prediction) and SI- (switcirdgra)
slices, data partitioning, and interlaced coding tools besides todiseof
baseline profile. It is thus more complex but also provides bettengodi
efficiency. It is intended as the streaming video profile, e&sively high
compression capability and robustness to data losses and seean str

switching.
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High Profile (HiP): The primary profile for broadcast and ds&orage
applications, particularly for high-definition television. There faner High

Profiles (Fidelity range extension&f!They are:

High Profile - to support the 8-bit video with 4:2:0 sampling for applications
using high resolution.

High 10 Profile - to support the 4:2:0 sampling with up to 10 bits of
representation accuracy per sample.

High 4:2:2 Profile - to support up to 4:2:2 chroma sampling and up to 10
bits per sample.

High 4:4:4 Profile - to support up to 4:4:4 chroma sampling, up to 12 bits

per sample, and integer residual color transform for coding RGB signal.

Table 3.1: H.264 profiles for particular applicatidts

Profile Applications
Baseline Video Conferencing
Videophone
i Digital Storage Media
Main . .
Television Broadcasting
Extended Streaming Video
Content contribution
_ Content distribution
High Studio editing
Post processing
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Table 3.2: H.264 / MPEG-4 Part 10 profile specificatiofls

Baseline Main Extended | High

I & P Slices X X X X
Deblocking Filter X X X X
v: Pel Motion Compensation X X X X
Variable Block Size (16x16 to 4x4) X X X X
CAVLC/UVLC X X X X
Error Resilience Tools - Flexible

MB Order, ASO, Red. Slices X X

SP/SI Slices X X
B Slice X X X
Interlaced Coding X X X
CABAC X
Data Partitioning X

The common coding parts for the profiles are listed belfgiv:
= | slice (Intra-coded slice): coded by using prediction only fdeooded samples
within the same slice
= P slice (Predictive-coded slice) : coded by using inter ptiedi from previously
decoded reference pictures, using at most one motion vector and cefareex
to predict the sample values of each block

= CAVLC (Context-based Adaptive Variable Length Coding) for entropy coding
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The common coding parts for the baseline profile are listed below:

Common parts : | slice, P slice, CAVLC

FMO Flexible macro block order: macro-blocks may not necessarily be in the
raster scan order. The map assigns macro-blocks to a slice group

ASO Arbitrary slice order : the macro-block address of the first mialoak of

a slice of a picture may be smaller than the macro-block address of the first
macro-block of some other preceding slice of the same coded picture

RS Redundant slice : This slice belongs to the redundant coded data obtained by
same or different coding rate, in comparison with previous coded data of same

slice

The common coding parts for the main profile are listed below:

Common parts : | slice, P slice, CAVLC

B slice (Bi-directionally predictive-coded slice) : the coded slice bygusiter
prediction from previously-decoded reference pictures, using at most two
motion vectors and reference indices to predict the sample values of each block
Weighted prediction : scaling operation by applying a weighting factor to the
samples of motion-compensated prediction data in P or B slice

CABAC (Context-based Adaptive Binary Arithmetic Coding) for entropy

coding
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The common coding parts for the extended profile are listed below:

= Common parts : | slice, P slice, CAVLC

= SP slice : specially coded for efficient switching between videarsgesimilar
to coding of a P slice

= Sl slice : switched, similar to coding of an | slice

= Data partition : the coded data is placed in separate data partitions, ednparti
can be placed in different layer unit

= Flexible macro-block order (FMO), arbitrary slice order (ASO)

= Redundant slice (RS), B slice

Weighted prediction

The specific coding parts for the various profiles are represented by Fgindva below:

Error
Resilience
Support Main Profile High Profile

_____ S Adaptive transfarm
(dxd) or (3=

W
/./ HY'S weighting matrices
’ Data Partitioning

residual color transform

/ Sl osli
,' SICE N[ e ) predictive logsless coding
| SP slice 1 SlEE
1 F slice
‘.
\.
A I
N, Error Resilience Tools
N !
~, /
-~ .
‘o s
T _ _ K
- [ Baseline Profile | .-
~ -
“-h__h_. -

- —— "

Fig. 3.2: Specific coding parts for H.264 profil&3
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3.3 H.264 encoder and decoder

The H.264 / MPEG-4 AVC architecture is shown in Fig. 3.3.

> Coder
Input video control
signal o Control
BEsasaanEs e > data -
L ». Transform/
=S : A - scal./quant. I » Quant.
(split into l__; _____ > Scaling & inv. !
macroblocks ‘ i transform
of 16x16 I\ | | —
pixels) ‘ | coding
| | Deblocking
! Intra-frame filter
i o® prediction
‘ ' \ l" Output
\v\oq- Motion video
Intra/lnter (€8 125 L 2. & signal
' Motion
: T > data
Motion
_> a g
estimation ¢

Fig. 3.3: Basic H.264 / AVC macro-block coding structtife

In a series of frames, video data can be reduced by methodsssdifference
coding, which is used by most video compression standards including H.264. In
difference coding, a frame is compared with a referenceefmd only pixels that have
changed with respect to the reference frame are codedsIwaly, the number of pixel

values that are coded and sent is reduced.
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The amount of encoding can be further reduced if detection and enadding
differences is based on blocks of pixels (macro-blocks) rakizer individual pixels;
therefore, bigger areas are compared and only blocks that afecaigty different are
coded. The overhead associated with indicating the location of taré@schanged is

also reduced.

The basic encoding procedure is shown in the form of block diagram in Fig. 3.4.

Input

Frames

Motion
Extimaltion

Intra

Proediction
Frame
Store
&
De-Blocking .I"':‘H.
Filtir ¥
; | Transform
Inverse Transform
4

Inverse Quantization ‘

Entropy
Coding
M. 264
Blits treanr

Fig. 3.4: Basic block diagram of H.264 enlé8der
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The functions of different blocks of the H.264 encoder are described below:

Transform: A 4x4 multiplier-free integer transform is used &hd transform
coefficients are explicitly specified in AVC and allow dt be perfectly invertible. Its
hierarchical structure is a 4 x 4 Integer DCT and Hadamamngftian. The Hadamard
transform is applied only when (16x16) intra prediction mode is uséd(dwt) integer

DCT. MB size for chroma depends on 4:2:0, 4:2:2 and 4:4:4 formats (see Fig?3.5).

Video Input Cutput
dec npu i __O =1 Transform & Entropy __p
i T Cuantization Zoding
Inverse Quantization
& Inverse Transform
-4 x 4 integer DCT fransform "
111 1 '
H=| 2 1-1-2
1-1-1 1
1-2 2-1 ]
- Hadamard transform of DC coefficients

for 16 x 16 Infra luma and 2 x 8 chrama blocks ] Deblock

@ EH Filtering

Fig. 3.5: Block diagram emphasizing transfdtth
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Fig. 3.6 shows the assignment of the DC indices to the 4 x 4 luma Bloek.
numbers 0, 1, .15 are the coding order for (4x4) integer DCT and (0,0), (0,1), (0,2),
..., (3,3) are the DC coefficients of each 4x4 block.

N 5 B 3 B

Fig. 3.6; Assignment of indices of the DC (dark samples) to luma 4 x 4 Bt8cks

The 4x4 IntDCT (see Fig. 3.7) can be applied as shown bEfw:

Y=(Cix G ") ¥ E; (3.1)
11 1 1% % % Xl 2 1 1] [,z e& 2 ab]
2 2

Y=2 I -1 2y % 6 % x|l 1 -1 2 % | ab 2 an b
I - 1y % % x|l - 12 2 2 2 4
1 2 2 A%y x5 % X1 2 1 -1 ,1 @b 2 ab

- o - N 2 2
ab bt ab b?

E3 2 4

|2

a:l_‘b:[‘d:l
2 2

where X : input pixels, Y : output coefficier ®represents element by element

multiplication.
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The inverse 4x4 DCT can be represented by the following equétion:

X'= CT(Y XE) C,

(3.2)
[ 1 28 1 b
2 2
1 1 1 1 ob B2 b B
21 -1 -2 2 4 2 4
whee C= 1 PET] e ae a0 e
2 2
12 2 -] ab Y ab bl
2 4 2 4]

The 16 DC coefficients of the 16 (4x4) blocks are transformed usinghVWiadamard

transform as shown beloW?

1
1
1
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1
1
-1
-1

1
-1
-1

1

1
-1
1

_1_

X oo

Xpin

Yoo

| X oo

Xt
Xp1
Xom

Xpm

Xz
Xpiz
Xpa

Xz

X o
Xtz
Xp

X

where // represents rounding to the nearest integer.

The Walsh — Hadamard transform can be represented as follows:

1 Toc,,
~1| DCy,

YITD_

1
1

DC,,
DC,
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18 19 22 23

20 21 24 25

Fig. 3.7: Chroma DC coefficients for 4x4 IntDE#

Scaling and Quantization: Multiplication operation for the exactdiorm is combined
with the multiplication of scalar quantization. The scale fafdio each element in each
sub-block varies as a function of the quantization parameter atsbuwith the macro-
block that contains the sub block, and as a function of the position elietinent within
the sub-block. The rate-control algorithm in the encoder controlsvéhge of

guantization parameter. The encoder performs post-scaling and quantization.

Quantization and scaling at the encoder can be represented by the followingref&ati

SF,
B = A, roun B
Ostep

whereA : quantizer inputB : quantizer outputQstep :quantization parameterSF :

(3.5)

scaling term

Fig. 3.8 shows the transform, scaling and quantization blocks antwoeler part of

H.264 /| MPEG-4.
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Input Encoder
block ouput
Post-scaling
. Forward And 1
transform —_—
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Zu2 ar <y
L
transform
Chroma o Intra-
16 Luma COnly

Fig. 3.8: Transform, scaling and quantization at H.264 en¢tidler

Entropy coding: The H.264 AVC includes two different entropy codirgghods for
coding quantized transform coefficients namely CAVLC (Contexéthaddaptive
Variable Length Coding) and CABAC (Context-based Adaptive Binarmghietic
Coding).

CAVLC handles the zero and +/-1 coefficients based on the le¥etheo
coefficients. The total numbers of zeros and +/-1 are codedh&ather coefficients,
their levels are coded:? Context adaptive VLC of residual coefficients make use of
run-length encoding.

CABAC on the other hand, utilizes arithmetic coding. Also, in ordexctoeve
good compression, the probability model for each symbol element is dpBaté MV

and residual transform coefficients are coded by CABAE.
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Adaptive probability models are used and are restricted to binahynatic
coding for simple and fast adaptation mechanism. Symbol correlatierexploited by
using contexts.

CABAC increases compression efficiency by 10% over CAVLC but
computationally more intensiV¥! Typically CABAC provides 10-15 % reduction in

bit rate compared to CAVLC, for the same PSRlRas shown in Fig. 3.9.

Mobile_D1_90frames

— With CAVLC

S| — — with CABAC

PSNR (Y)

Fig. 3.9: Comparison of CAVLC and CABAE’!

All syntax elements other than residual transform coefficiardsencoded by
the Exp-Golomb codes (Universal Variable Length Codes (UVLC3pme of the
features of the Exp-Golomb cod&¥ are:

« Variable length codes with a regular construction
» Easy to parse, optimal for one / two-sided geometric pdfs (probability ylé&mnsitions)

» Syntax elements covered — mb_type, sub_mbtype, MVD, ref_idx etc.
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The UVLC can be represented as [M Zeroes] [1] [M bitsNFQ@]. The first
codeword has no leading zeroes or trailing information. Code wom@sd 2 have a
single-bit INFO field, code words 3-6 have a two-bit INFOdfiand so on (where
INFO = code_num + 1 — 2M). The length of each Exp-Golomb codeword i$1(PM
bits where M = Floor (Log[code_num + 1])*

There are two types of scan orders to read the residual data (quantizéattna

coefficients) namely, zig-zag and alternate scan as shown in Fig!3.10.

R Ve Y
s AW
e WV

Fig. 3.10: H.264 scan orders to read residual {ata

Deblocking filter: Coarse quantization of the block-based imageforamsproduces
disturbing blocking artifacts at the block boundaries of the imageéoMobmpensation
of the macro-block by interpolation of data from previous referénacees might never
give a perfect match and discontinuities appear at the edgesaufpiee blocks. When
the later P/B frames reference these images having beagss, the blocking artifacts

further propagate to the interiors of the current block worsening the sittiatther.®”
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The best way to deal with these artifacts is to filteriiloeky edges to have a
smoothed edge. This filtering process is known as the “deblot&fifi. The In-Loop
deblock filter not only smoothens the blocky edges but also helperease the rate-
distortion performance. After this, the frame decode processansed out which
ensures that all the top/left neighbors have been fully recoresdractd available as
inputs for de-blocking the current MB. This is applied to all #i@cks except at the
boundaries of the picture. Filtering for block edges of anye stian be selectively
disabled by means of flags” Vertical edges are filtered first (left to right) follee by

the horizontal edges (top to bottom) as shown in Fig. 3.11.

18718 Macroblock 18*18 Macroblock

l

|

HH'H\. Horizontal edges
{Iurria)

——

.. Horizental edges
[ehroma’

|

AN NN N (I I
NN

ertical edges  Verlical edaes
{lurnaly fchroma’

Fig. 3.11: De-blocking filter proce$¥
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This filter operates on a macro-block after motion compensation esidiual
coding, or on a macro-block after intra-prediction and residual codinggndang
whether the macro-block is inter-coded or intra-coded. The resulte dbop filtering

operation are stored as a reference picture.



The loop filter operation is adaptive in response to several fastmh as the
guantization parameter of the current and neighboring macro-bkbekspagnitude of

the motion vector and the macro-block coding ty{Je.

Mode decision: It determines the coding mode for each macro-t\Nxke decision to
achieve high efficiency may use rate distortion optimization. Mbstésion works with
rate control algorithm and the outcome is the best-selected codidg for a macro-

block.

Intra prediction: Intra prediction is a process of using the mpia& predicted from the
neighboring blocks for the purpose of sending information. The H.264/AVC does
prediction in the spatial domain rather than in frequency domairusds the
reconstructed but unfiltered macro-block data from the neighboringorbéocks to
predict the current macro-block coefficients. Intuitively, thedgstion of pixels from
the neighboring pixels (top/left) of macro-blocks in the rastan would be much
efficient as compared to the prediction of the transform domainsiaRrediction from
samples in the pixel domain helps in better compression for hidcks in an inter
frame. It also offers flexible bit-rate control by providing titexibility to eliminate
redundancies across multiple directioff§! In High Profile, there is also adaptive
directional intra prediction for 8x8 blocks. The intra prediction blocghiswn in Fig.

3.12.
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Entropy Decoding
COMPRESSED BIT-STREAM
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Inversa Quantiz ation

— Mation Compensation—e

INTRA PREDICTON
IN LOOP De-blocking filtar \‘a.___*____ —

Referance Frame Buffers |« l\\

DISPLAY

Fig. 3.12: Intra-prediction blocR®

For luminance pixels with 4x4 partitions, 9 intra-prediction modesdafined
and when a 16x16 patrtition is used, four intra-prediction modes areedefine 16 x
16 mode is aimed to provide better compression for flat regionspuaiftare at lower
computational costs. This mode is also helpful to avoid the gradiaitstbw up in

flat regions of the picture quantized with high quantization parameters.
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The mode decisions for 4x4 blocks are shown in Fig. 3.13.
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Fig. 3.13: Mode decisions for intra predictih
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Inter prediction: The inter prediction block includes both motion edgton (ME) and
motion compensation (MC). It generates a predicted version of angedar array of
pixels, by choosing similarly sized rectangular arrays coélpikom previously decoded
reference pictures and translating the reference arcaylset positions of the current

rectangular array. Fig. 3.14 depicts inter-prediction.

O O 5 O O
S ay-V-YR YN
f i f ) \ \ \

|E| elalb[c[H] III

dle|f]g

e

nlplaglr

M [ [ [F] =]

O O

Fig. 3.14: Inter prediction in H.26#

In Fig. 3.14, half-pel is interpolated from neighboring integerspehples using
a 6-tap Finite Impulse Response filter with weights (1, -5, 20, 2Q) /532, quarter-pel
is produced using bilinear interpolation between neighboring half-ntager-pel

samples!*?
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In the AVC, the rectangular arrays of pixels that are pretliaggeng MC can
have the following sizes: 4x4, 4x8, 8x4, 8x8, 16x8, 8x16, and 16x16piXéks
translation from other positions of the array in the referenderpias specified with
quarter pixel precision. In case of 4:2:0 format, the chroma MVs aaesolution of
1/8 of a pixel. They are derived from transmitted luma MVs/4fplxel resolution, and
simpler filters are used for chroma as compared to luma. Fid illustrates the

partitioning of the macro-block for motion compensation.

16Xx16 16x8 8X16 8x8
M 0 0| 1
0 0| 1
types ; =
8x8 8x4 4x8 4x4
0 01
x5 0| 1
types 1 2 |3

Fig. 3.15: Segmentations of the macro-block for motion compengtion
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Fig. 3.16 depicts sub-pel motion compensation block of the H.264/AVC encoder.
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Fig. 3.16: Block diagram emphasizing sub-pel motion compend&tion

H.264/AVC supports multi-picture motion-compensated prediction. That is,

more than one prior-coded picture can be used as a reference i@n-ocwhpensated

prediction as shown in Fig. 3.17. In addition to the motion vector, the preiaence

parameters/A) are also transmitted. Both the encoder and decoder have to store the

reference pictures used for Inter-picture prediction in a mutupe buffer. The

decoder replicates the multi-picture buffer of the encoder, acgptdinhe reference

picture buffering type and any memory management control opesathat are

specified in the bit strearft™!
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Fig. 3.17: Multi-frame motion compensation in H.284

The H.264 /| MPEG-4 AVC decoder takes in the encoded bit stream as input and

gives raw YUV video frames as output. The header or syntax infiammatd slice data

with motion vectors is extracted by the entropy decoder block thradngth the bit
stream is passed. Next the residual block data is extragtewans of inverse scan and
inverse quantizer. Inverse transform is carried out on all the blocks in ordaptthem

from transform domain to pixel domain. Predicted block is formed usmigon vectors

and previously decoded reference frames if the block is found itdrecoded. Then

the predicted block and residual block are combined to reconstruct thesterinaime.

This decoded frame is then presented to the user after it edp@ssugh a de-blocking

filter.
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The decoding procedure is illustrated in the block diagram in Fig. 3.18.

Entropy
Decoding

Imverse
Quantization

Frediction

De- Blocking
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Fig. 3.18: Basic block diagram of H.264 decdd@r

37



The decoder performs inverse quantization and pre-scaling asaef@e in the

following equation?

Aj;. = BU. e Ostep o SF;Jf

(3.6)

where B: inverse quantizer inpufd’: inverse quantizer outpu@Qstep :quantization

parameter,SF: scaling term

Fig. 3.19 shows the transform, scaling and quantization blocks at tbdedgmart of

H.264 /| MPEG-4 Part 10.
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Fig. 3.19: Transform, scaling and quantization at H.264 deéGter
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3.4 Features of H.ZéﬂS] (50l

H.264/AVC/MPEG-4 Part 18° - *®lcontains a number of new features that allow it to

compress video much more effectively than previous standards and to prawide

flexibility for applications in a wide variety of network ersmments. Some of the

features are listed below:

vV V V VvV V

A\

Multi-picture and inter-picture prediction including - variable blodkesmotion
compensation, weighted prediction, quarter-pixel accuracy for motion
compensation, unrestricted / multiple motion vectors per macro-blogKkagsi
filtering for half-pel luma sample prediction, support for multiple refezguictures
Intra prediction in spatial domain

4*4 transform for 16 bit word length

Arithmetic coding - used to create a very powerful technique CABAC
Parameter set structure

Flexible slice size - increases coding efficiency by reducinpélaeler data

PAFF (Picture adaptive frame/field)

MBAFF (Macro block adaptive frame/field)

Lossless macro-block coding and flexible macro-block ordering

Arbitrary slice ordering

Flexible interlaced-scan video coding

New transform design features including - exact match indgérand 8x8 spatial
block transforms, secondary Hadamard transform for high compressgmooth

regions.
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» A quantization design including - logarithmic step size controlefier bit rate
management and in-loop de-blocking filter to avoid blocking artifacts.

» Entropy coding design including - Context-adaptive binary arithmetiding
(CABAC), Context-adaptive variable-length coding (CAVLC) anarisble length
coding (VLC) techniques.

» Loss resilience features including - Network Abstraction La)kL), Flexible
macro-block ordering (FMO), Data partitioning (DP), Redundires (RS), Frame
numbering.

» Support of monochrome, 4:2:0, 4:2:2, and 4:4:4 chroma sub-sampling

» Support of sample bit depth precision ranging from 8 to 12 bits per sample

> Picture order count

3.5 Applications of H.264 / MPEG-4 Part 18

The H.264 /| MPEG-4 part 10 AVC has a broad range of applications for video content.
Some of them are listed below:

0 Video streaming over the internet

o Cable TV on optical networks

o Direct broadcast satellite video services

(@)

Digital subscriber line (DSL) video services

(@)

Digital terrestrial television broadcasting, cable modem (DSL)

o Interactive storage media

(@)

Multimedia mailing
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(@)

Multimedia services over packet networks
o Real-time conversational services (videoconferencing, videophone, etc.)

0 Remote video surveillance

(@)

Serial storage media (digital VTR, etc.)

o D Cinema content distribution, studio editing, post processing

(@)

Scalable video coding (SVC) and multi-view video coding (MVC) have been

adopted as extensions to the H.264.

3.6 Summary
In this chapter, an overview of the H.264 / MPEG-4 Part-10 AVCasaqnted.
The various profiles of the encoder and the encoding and decoding procackires

discussed in detail. The various features and applications of H.264 are alsseatiscus
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CHAPTER 4
ENCODING AND DECODING IN DIRAC

4.1 Need for encoding

Video encoding is the process of preparing the video for output, vthere
digital video is encoded to meet proper formats and speainsafor recording and
playback through the use of video encoder softfdréStreaming video quality is
dependent in part upon the video encoding process and the amount of bandwidth
required for it to be viewed properly. It is usually standard macdd produce or
encode streaming video for delivery over the Internet at a miniwfustandard 56K
modem speed since many users are still connected at these $pbhielencoding a
video, a high degree of compression is applied to both the video and audictréchs
it will stream at this speef?

4.2 Wavelet transform

The 2D discrete wavelet transform provides Dirac with thalfility to operate
at a range of resolutions. This is because wavelets operate entitieepicture at once,
rather than focusing on small areas at a time. In Diracdifuete wavelet transform
plays the same role of the DCT in MPEG-2 in de-correlatiagp in a roughly
frequency-sensitive way, whilst having the advantage of presernvieglétails better.
In one dimension, it consists of the iterated application of a corepl@ny pair of half-

band filters followed by sub-sampling by a factor 2 as shown in Fig’*4.1.
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Gaf)

Fig. 4.1: Perfect reconstruction analysis and synthesis filter'ffirs

The synthesis filters can undo the aliasing introduced byatr#@mpling and
perfectly reconstruct the input. The filters split the sign& ia LH (low-high), high-
frequency (HF) part and the wavelet transform then itedgtidtecomposes the low-
frequency (LF) component to produce an octave-band decomposition of thel$ignal.

The wavelet transform is constructed by repeated filterirsggofals into low-
and high-frequency parts. For two-dimensional signals, this fifjeoccurs both
horizontally and vertically. At each stage, the low horizontal / \@ntical frequency
sub-band is split further, resulting in logarithmic frequency decomgosito sub-
bands. Wavelet transforms have been proven to provide a more efidknigue than
block transforms with still images. Within the Dirac wavdikers, the data is encoded

in 3 stages as shown in Fig. 4.2.

Subband coding

RDO | Entropy i

i | quantization " coding : ’
— R ;
! ¥ h ;
Wavelet E . RDO. . Enlrgpy |
trans form : guantization coding i
L. e i
¥ ¥

Fig. 4.2: Dirac’s wavelet transform architecttre
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Daubechies wavelet filtef8” [0 are used to transform and divide the data in
sub-bands which then are quantized with the corresponding RDO (rabetiaiist
optimization) parameters and then variable length encoded. THresestages are then
reversed at the decodé&t.

The choice of wavelet filters has an impact on compression penfaenFilters
are required to have compact impulse response in order to redgice ramtefacts and
other effects so as to represent smooth areas compacthgolthak an impact on
encoding and decoding speed in software. There are numerous dilgerted by
Dirac to allow a tradeoff between complexity and performambese are configurable
in the reference softwaré!

One filter available in Dirac is an approximation of the Dauleeci®, 7) low
pass wavelet filtef#!

5;3 = Xag

ﬂT;.E = Han+d

di = d; - (6497 -(5] +s.,,)) /4096

st=gd - (217-(d} +d_,)) /4096

di= di+(3616-(st +s1,,1) /4096

sZ= s+ (1817 -(d? +d7 1) /4098 (4.1)
where s denotes sum and d denotes difference.

The numbers are integer approximations of the Daubechies liftirficcar@s.
This makes the transform fully invertible. The implementation ignasealing
coefficients, since these can be taken into account in quantieeti@elby weighting

the quantizer noise appropriately. The problem with this filtéinas it has four lifting

stages, and so it takes longer time in softwiafe.
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At the other extreme is the (5, 3) Daubechies high pass fiffer:

dnl = d:v?_ [S:E +S,E+1]a'!2

sr= s+ (d +dL /4

" (4.2)
The discrete wavelet transform packs most of the informationoinip a few
sub-bands (at low frequency) as shown in Fig. 4.3, which allows cosigme® be

achieved.

Fig. 4.3: Stages of wavelet transforr

This process can be repeated to achieve higher levels of waasleform. In
case of two-dimensional images, wavelet filters are nornagdplied in both vertical
and horizontal directions to each image component to produce four sb-<ahdands
termed Low-Low (LL), Low-High (LH), High-Low (HL) and High-lgh (HH). In the
case of two dimensions, only the LL band is iteratively decomptseabtain the

decomposition of the two-dimensional spectrum as shown in Fig*4.4.
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HL
LH | HH

HL

LH HH

LH HH

Fig. 4.4: Wavelet transform frequency decompositibn
A Dirac-coded picture is free from block artifacts and isudiesuperior in the

case of moving image$!

4.3 Scaling and Quantization

Scaling involves taking frame data after application of wavedetstorm and
scaling the coefficients to perform quantization. Quantization ers@awte distortion
optimization algorithm to strip information from the frame ddat tresults in as little
visual distortion as possible. Dirac uses a dead-zone quantizatsiown in Fig. 4.5
which differs from orthodox quantization by making the first setudintization step

twice as wide. This allows Dirac to perform coarser quantization on smaliesya

// Cratpit IE‘E}EIS\
1 [ —
-TA2  -BA2 -3A2 - A 0 A 3A2 BAM2 TAR

[=—D ead-zone—=
Fig. 4.5: Dead-zone quantizer with quality factor (6F)
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4.4 Entropy Coding

Entropy coding is applied after wavelet transform to minintizee number of
bits used. It consists of three stages: binarization, context mgdatid arithmetic
coding® as shown in Fig. 4.6. The purpose of the first stage is to pravidiestream
with easily analyzable statistics that can be encoded usthgnatic coding, which can
adapt to those statistics, reflecting any local stasisteatures. The context modeling in
Dirac is based on the principle that whether a coefficient iallson not is well-
predicted by its neighbors and its parerdts Arithmetic coding performs lossless

compression and is both flexible and efficient.

mverse E 1 Context
wavelet fransform > madelling
&
fransform
coeflicients v
Binarization S| Arithmetic ou!juulf
T "l N—eNx0s1 " coding
MV data

Fig. 4.6: Dirac’s entropy coding architectlffe
The non-zero values in the higher frequency sub-bands of the wavelet
transform are often in the same part of the picture as thewm éoever frequency sub-
bands. Dirac creates statistical models of these correlaindsarithmetic coding
allows us to exploit these correlations to achieve better casipre The motion
information estimated at the encoder also uses statistical impdmhd arithmetic
coding to compress it into the fewest number of bits. This compreiga is put into

the bit stream, to be used by the decoder as part of the compressed video.
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4.5 Motion Estimation

Motion estimation exploits temporal redundancy in video streamiedimng
for similarities between adjacent frames. Dirac implemenmisrarchical motion

estimation (Fig. 4.7) in three distinct stages.

Motion L Motion
Estimation Vector

Low-pass filter Downsample

by 2
I

Motion
Estimation

Motion
Estimation

Fig. 4.7: Hierarchical motion estimati&f
In the first stage, pixel accurate motion vectors are detedrior each block
and each reference frame by hierarchical block matching. Isdbend stage, these
pixel-accurate vectors are refined by searching sub-pixelesain the immediate
neighborhood. In the final stage, mode decisions are made ¢br reaacro-block,
determining the macro-block splitting level and the prediction moee @igr each
prediction unit. This last stage involves further block matching@skbhotion vectors

are used as candidates for higher-level prediction (fits.
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In its hierarchical motion estimation, Dirac first down converts dize of the
current and reference of all types of inter frames (both P andiBg the 12 taps down
conversion filter.”) Down conversion filters are lowpass filters that pass only the
desired signal and also perform anti-alias filtering prior toirdation. Any suitable
lowpass filter can be used including FIR, 1IR and CIC filtéf5The number of down

conversion levels depends upon the frame forffiat.

The number of down conversion levels is 4 and 6 for the frame fortRearc
HD (1920x1080) respectively. In the down conversion process, the dimension (both
height and width) of the frames are reduced by the factowofin each level. The
motion estimation is performed first in the lowest resolutiona{st frame) level and
gradually increased to the higher resolution levels until ithves the original frame
size. The search pattern used in lowest level is diamond SHapith the search range
5 and all other levels except the lowest level use square shape searchptitteearch
range 1. Fig. 4.8 shows both search patterns where thereogyetladr 61 search points

in diamond shape and 9 points in square sHdpe.

x=5y=5
.
seee B B
ssesee x=1y=
eeceeee
sececcccee ¢ o0
2y+1 ([#eeeeececese .ooI
ee0ssseee . o
sececceee
NN NN Dyt
eee
L ]
2x+1

Fig. 4.8: Search patterns in Dirdc
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Initially a list of points to be searched (candidate lisparerated. These points
follow either a diamond or square pattern and are centered at coesdioented by the
motion vector (MV). For the lowest search level, two candidate &re generated that
are centered at zero motion vector and predicted motion vector tresfyewith a
diamond search pattern. Predicted motion vector is a spatiallycg@dvV, which is
the median vector of left, top left and top blocks of the current bidoére motion
estimation is carried ouf Here sum of the absolute difference (SAD) is used as the
cost function. Given two blocks X, Y of samples, SAD is givernf$y:

SAD(X, V) =X, |%; - Y./ (4.3)

Initially SAD calculation is carried out only for the centermoof diamond
pattern in each list and this gives the list with minimum cbisé candidate lists to be
searched are chosen by multiplying the minimum cost with 1.5. Next, the/tigts are
less than 1.5 times the minimum costs are chosen. Hence timetse cat most two
candidate lists and 122 search points involved in the lowest leagtlsif there is no
overlapping between the two lists. After that, SAD calculatiocasied out for all
chosen search points and the coordinate of the point which gives mintosinis
recorded as the best M}

The smoothness measure used is based on the difference between the candidate
motion vector and the median of the neighboring previously computed motion vectors.
Since the blocks are estimated in raster-scan (Fig. 4.9) ¢relevectors for blocks to

the left and above are available for calculating the median v&é&tor.
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Fig. 4.9: Neighboring motion vectors ir[1 r]aster-scan order for localngariealculation
42

Two lists
Zero and Spatial Predicted Motion Level 4 Diamond Search
Vectors Pattern, w = 5, 61 points
. Level 3 Square Search Pattern,
F .
w =1, 9 points
Level 2 Square Search Pattern,
) w = 1,9 points
Three lists P

Zero, Spatial Predicted and
Guide Motion Vectors

Level 1 Square Search Pattern,
i w = 1,9 points

\ Level 0 Square Search Pattern,

v w =1, 9 points

Fig.4.10: Dirac’s 4 level hierarchical m(;g?n estimation for CIF format search
rang

Dirac also defines three types of frames. Intra (l) fraarescoded without
reference to other frames in the sequence. Level 1 (L1) frameEevel 2 (L2) frames

are both inter frames, that is, they are coded with referenoéhéer previously coded

frames.
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The difference between L1 and L2 frames is that L1 fraanesalso used as
temporal references for other frames, whereas L2 framesairé® A prediction
structure for frame coding using a standard GOP struétiseshown in Fig. 4.11. Each
frame in Dirac may be predicted from up to two referencedsrediction modes can
be varied by prediction unit, and there are four possibilities: IRederence 1 only,

Reference 2 only and Reference 1 and 2 (bi-directional predicfion).

R ;\\\ 1 A
RS

Fig. 4.11: Prediction of L1 and L2 frame in Dif&c

4.6 Motion Compensation

Motion compensation is used to predict the present frame. Dirac uses
overlapped block-based motion compensation (OBMC) to achieve good compress
and avoid block-edge artifacts which would be expensive to code usindetgave
OBMC allows interaction of neighboring blocks. OBMC is perfadnaéth basic blocks

arranged into macro-blocks consisting of a 4x4 array of bl&tks.
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There should be an exact number of macro-blocks horizontally andallgrtic
This is achieved by padding the data. Further padding may alsetedbecause after
motion compensation the wavelet transform is applied, which hawitgequirements
for divisibility.

Although Dirac is not specifically designed to be scalable, iteecf blocks is
the only non-scalable feature, and for lower resolution framedlesrbcks can easily
be selected. Dirac's OBMC scheme is based on a separableringp mask. This acts
as a weight function on the predicting block. Given a pixel p=p(iryftame t, p may

fall within only one block or in up to four blocks if it lies at tberner of a block as

shown in Fig. 4.12 where the darker-shade areas show overlappind'dreas.

Fig. 4.12: Overlapping blocks in OBM&!
Each macro-block may be split in one of three ways into prediatiots

consisting either of 16 individual blocks, or of an array of 4 mid-bilpeks, termed

sub-macro-bocks, or of a single macro-block-sized block (Fig. 4.13).
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OBMC parameters may be changed frame-by-frame, but deéxistsbased on
frame sizes. The default for both streaming and standard definggmiution is for
12x12 blocks which are overlapped at intervals of 8 pixels vestiealtl horizontally
(the dimensions are scaled appropriately for chroma components efrediff
resolutions). The OBMC overlapping function used is an integer appatgimto the

raised-cosine functioff)

MBE_SPUT-0 MB_EPUT-1 MB_SPUT-2

Fig. 4.13: Modes of splitting macro-block into sub-blocks in Dffac

Dirac also provides sub-pixel motion compensation with motion veetods
thereby improves the prediction rate up to 1/8th pixel accurdcsupports the use of
global motion estimates in a few bytes. Techniques such as tprgdicframe using
only motion information (without transmitting any wavelet coeffit® and predicting
a frame to be identical to a previous frame at low bit rates are also stppbmvolves
using the motion vectors to predict the current frame in such aaw&y minimize the
cost of encoding residual data. The FrameBuffer class geglithin Dirac manages
all temporal predictions; this is done by encapsulating an enclvdett within a
header. This header is used to define the display order of the, filaereference frame

dependencies and the length of stay within the FrameBGifer.
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4.7 Decoder
The Dirac’s decoder implementation is designed to provide fast decatiigg
remaining portable across various software platforms. The decpdiegss is carried
out in three stages as shown in Fig. 4.14. At the first stageypgbieencoded bit-stream
is decoded by variable length decoding. Next, scaling and inverseizatiant is

performed. In the final stage, inverse transform is applied on the data.

Entropy Scaling, [imrerse .
deco ding * quantization
Inwerse decoder output
ertcod ed trpat |
Entropy Sraling, Imrerse
deco ding ¥ quantization

Fig. 4.14: Stages of decoding in Dirac

Based on the information provided by each frame header of the Budiere
class, the decoder searches for the required referencgdjamed for prediction of the
current frame, and then produces the output with regard to display @&deade off is
made between accuracy and motion vector bit rate. Such techniqugsrosdhe

substantial bit rate reductions when only a modest quality is reqtilred.
4.8 Summary

In this chapter, each block of the encoder and the decoder of the Qieac vi

codec are discussed in detail.
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CHAPTER 5
RESULTS AND CONCLUSION

5.1 Implementation and results

Dirac can be fully implemented in C++ programming language twhltows
object oriented development on all common operating systems. Theo@e-€ampiles
to produce libraries for common functions, motion estimation, encoding aodidg,
which have an interface that allows them to be called from C.application
programmer’s interface can be written in C so that it can pedimple and integrated
with various media players, video processing tools and streaming soffivare.

Objective test methods attempt to quantify the error betwesfesence and
encoded bitstreant In the first set of tests, Dirac’'s QF parameter (whiekermines
the quality scale of the video encoded) has been used. In ds¢s€F has been varied
from 0 — 10 and the corresponding bitrate, compression, SSIM, PSNR dahiig
been recorded.

To ensure the accuracy of the tests, each codec must be encodethesame
bitrate.™™ Since the latest version of Dirac does include a CBR mode, thpacison
between Dirac and H.264’s performance was produced by encoding | statra
sequences at different bitrates. Utilizing the CBR mode withR6# we can ensure

that H.264 is being encoded at the same bitrate of that of Dirac.
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Objective tests are separated into five sections, namel@ofpression, (ii)
Bitrate, (iii) SSIM, (iv) PSNR and (v) MSE.

The test sequences “Miss-america” QCIF (176x144), “Stefan” CIF
(352x288)1*? and “Susie" standard-definition (SD) (720x4868) have been used for
the Dirac testing process. In these tests, the video sequemeedeen encoded and

decoded within Dirac at varying the QF.

l. Performance analysis of Dirac on “miss-america.yuv” QCIF seguenc

Table 5.1: Basic information for QCIF sequence “miss-america.yuv”

Frame rate (fps) 25
Duration(sec) 6
Width 176
Height 144
Bit rate(KB/sec) 950.4
Size (KB) 5569
Number of

frames 150

Cviginal “miss-america_geifyur 7 sequence

FSWNR: 10006 Bifrafe: 950 4K Eps

Fig. 5.1: Original “miss-america.yuv" QCIF sequence
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2 180 pels o

144 lines

1 a0 pels

2 lines 1z lines

L
88 »

(b) (c)

Fig. 5.2: “miss-america.yuv” (a) Y component, (kp)d@mponent and (c),Component

Divac oufpuf sequence, QF =10 Dirac cufpuf sequence, JF =10
FSMR: 30627, Bitrate: 4 363KEps FSWR: 45 643, Bitrate: 52 531 KBps

Fig. 5.3: Dirac compressed “miss-america.yuv" QCIF sequence at@Jfeft), QF = 10 (right)
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Dirac owfpuf sequence, lossless encoding
FENR: I100.00 Rifrate: 482 3KBps

Fig. 5.4: Dirac compressed “miss-america.yuv" QCIF sequence @sssteoding)

Table 5.2: Performance analysis of Dirac at different QF for QCIF seguenc

aF [Size(kB)*|Bitrate(kBps) | Compression ratio [PSNR-Y(dB)[PSNR-U(dB)| PSNR-V{dB)| SSIM | MSE-¥ | MSE-U | mSEv
0 a0 4963 192 30,627 34.100 31.187 | 0.882 | 56.287 | 25.299 [ 49.479
1 31 5.255 181 31.883 34620 32406 | 0.802 [42.144 | 22444 | 37362
2 33 5.586 170 324877 35.006 33.160 | 0.817 | 32,760 20533 [ 31414
3 36 B.020 158 33.664 35.289 33640 | 0.928 | 27.968 | 19.241 [ 28.122
4 41 5.895 138 35.269 35457 34652 | 0.844 [19.329 | 18.531 [ 22.281
5 49 B.211 118 37.035 36.348 35959 | 0.857 [ 12,870 15.077 [ 16480
B B1 10.381 g2 39.149 37.070 37879 | 0.968 | 7.910 | 12.766 | 10.597
7 a1 13.702 GE) 41.341 37.975 39759 | 0.876 | 4775 | 10.366 | £.873
B 115 19.601 48 44.480 39.093 | 41568 | 0882 | 3218 | 8.013 | 4532
3 186 31.635 30 44224 | 40235 | 43152 [ 0885 | 2458 | 6.160 [ 3.147
10 308 52 531 18 45643 | 41244 | 44478 [ 0887 [ 1773 | 4883 | 2320
Lossless| 2827 482.3 2 100.000 | 100000 | 100000 | 1000 | 0000 [ o000 | 0000

* fridicates evicoded file size including all 150 frames qifer compression

Compression ratio

230

Compression Ratio ve Quality Factor {GCIF)

200 4

130

100

a0

Guality factor

15

Fig. 5.5: Compression achieved by Dirac for “miss-america” QCIF sequenc
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Bitrate vs Quality factor(QCIF)

g0

a0 /

g a0
: /
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0 2 4 5 8 10 12
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Fig. 5.6: Bitrate achieved by Dirac for “miss-america” QCIF sege

SSIM Inde x vs Quality factor{QCIF)

1.02
1.00

.95

0.94

0.4z ‘/,f‘/
0.9a

0.35
0.36 T T
0 3 10 15

SSIM Index

Guality factor

Fig. 5.7: SSIM achieved by Dirac for “miss-america” QCIF sequence
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Fig. 5.8: PSNR achieved by Dirac for “miss-america” QCIF sequence

MSE vs Qiuality factor (QCIF)
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Fig. 5.9: MSE achieved by Dirac for “miss-america” QCIF sequence
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Performance analysis of Dirac on “stefan.yuv” CIF sequence

Table 5.3: Basic information for CIF sequence “stefan.yuv”

Frame rate (fps) 6.4285
Duration(sec) 14
Width 352
Height 288
Bit rate(KB/sec) 977.55
Size (KB) 13365
Number of

frames 90

Original “stefan_cifyur ' sequence
FENR: 10000 Bifrate: 377 55K Bps

Fig. 5.10: Original “stefan.yuv" CIF sequence
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176
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Fig. 5.11: “stefan.yuv” (a) Y component, (by €omponent and (c)€omponent
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Divac oufpuf sequence, JF =0 Divac cufput sequence, JF =10
FSNR: 21.327, Bifrate: 5.803KEps FANR: 42,667, Bifrate: 176 740K Eps

Fig. 5.12: Dirac compressed “stefan.yuv" CIF sequence at QF = 0 (IEff),1D
(right)

Dhrac oufput sequence, lossless encoding

FASMNER: 10000 Bifrate: §21.737KEps

Fig. 5.13: Dirac compressed “stefan.yuv" CIF sequence (lossless encoding)
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Table 5.4: Performance analysis of Dirac at different QF for CIF sequence

QF |Size(KB)*|Bitrate(KBps) |Compression ratic |PSNR-Y(dB)[PSNRU(dB)]PSNRV(dB)] SSIM | MSE-Y [ MSEU [ MSEV
0 80 1.333 140 21.327 29.174 29.845 | 0.BBE |479.000 76.646 | 67.392
1 95 1.603 118 23.361 30425 30406 | 0.773 |299.928 58.969 | 59.227
2 117 1.961 g5 25 281 30.757 30945 [ 0.840 [192.738] 54 629 | 52.305
3 151 2.521 74 27.192 31.372 31.722 [ 0887 [124.125] 47 408 | 43.738
4 201 3.380 55 29413 32.163 33430 [ 0926 | 74436 | 39515 | 29.515
5 277 4 840 40 31.600 33.849 35308 | 0.950 [44.985 | 26.805 | 19.154
B 397 B.650 28 33.629 35.721 37.337 [ 0866 | 28198 17418 | 12.007
7 583 §.788 19 35.624 37.519 38.950 [ 0976 [17.812] 11.514 | 8.281
B 869 14.580 13 37.787 38.846 | 40.157 | 0.983 [ 10824 ] 8481 | 5272
g 1270 21.318 g 40.031 40.231 41677 | 0987 [ 6457 | 6.165 [ 4.221
10| 1870 31.383 B 42667 | 42396 [ 44420 | 0891 [ 3519 [ 3745 [ 2380
Lossless| 11230 821.337 0 100.000 | 100.000 | 100.000 | 1.000 | 0.000 | 0.000 | 0.000

* fndicates encoded file size fnchuding alf K frarmes afier compression

Compression Ratio

200

130

100

a0

Compression Ratio vs Quality factor ( CIF)

3 10

Guality factor

13

Fig. 5.14: Compression achieved by Dirac for “stefan” CIF sequence
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Bitrate vs Quality factor (CIF)
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Fig. 5.15: Bitrate achieved by Dirac for “stefan” CIF sequence

SSIM Ind ex ws Ouality factor (CIF)
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Fig. 5.16: SSIM achieved by Dirac for “stefan” CIF sequence
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PSHR vs Guality factor {CIF)
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Fig. 5.17: PSNR achieved by Dirac for “stefan” CIF sequence

MSE vs Quality factor (CIF)
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Fig. 5.18: MSE achieved by Dirac for “stefan” CIF sequence
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1R Performance analysis of Dirac on “susie.yuv” SDTV sequence

Table 5.5: Basic information for SDTV sequence “susie.yuv”

Frame rate (fps) 1.389
Duration(sec) 18
Width 720
Height 480
Bit rate(KB/sec) 960.077
Size (KB) 16875
Number of

frames 25

Criginal “susieyuv ™ SDTV sequence
PENE: 100,00, Bitrate: P60.077 K Bps

Fig. 5.19: Original “susie.yuv" SDTV sequence
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Fig. 5.20: “susie.yuv” (a) Y component, (by €mponent and (c),Component
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Dirac output sequence, OF = 0 Dirac output sequence, JF = 10

PSNR: 35.078, Bitrate: 3.613KBps PSNR: 44.750, Bitrata: 50.465KBps

Fig. 5.21: Dirac compressed “susie.yuv" SDTV sequence at QF = 0 (leff),1QKright)

Lirac autput sequence, lassless encoding

FENR: 100,00, Bitrate: 513.005K Bps

Fig. 5.22: Dirac compressed “susie.yuv" SDTV sequence (lossless encoding)
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Table 5.6: Performance analysis of Dirac at different QF for SDTV sequence

OF [SizekB)"[Bitrate(KBps) |Compression ratio |PSNR-Y(dB)|PSNR.UdB)|PSNR-V(dB)| Ssim | mSEY | msEu [ MSEv
0 B4 3.613 352 33.678 33.776 33.758 | 0.892 [27.878 | 27.260 | 27.371
1 75 4.265 203 34.870 35.016 34.864 0802 | 20707 | 20488 | 21.217
2 g2 5.218 243 36.729 35 666 35.482 | 0.910 [17.385 | 17.638 | 18403
3 104 5.866 216 36.351 35 BEE 36165 | 0.815 [15.065 | 15.102 | 15.726
4 127 7.221 176 37615 37 261 36990 [ 0825 [11.261[ 12218 [ 13.004
g 169 8.990 141 38.478 37.874 37 668 0932 | 9.228 | 103658 | 11121
B 212 12.031 106 39.751 39.041 38.742 | 0.943 | 6.886 | 8.110 | B.688
7 303 17.196 74 41.161 40.200 39893 | 0955 [ 4978 | 5.209 | B.EBES
B 449 25,503 50 42540 [ 41411 40982 [ 0965 [ 3623 [ 4699 [ 5187
] 677 a8.465 33 43.640 42614 42123 0972 | 2812 | 3.662 | 3.888
10| 1048 50.465 21 44750 | 43584 | 43144 [ 0977 [ 2178 | 2849 | 3.153
Losslesz| 9035 513.995 2 100.000 | 100.000 | 100000 | 1000 | 0000 | 0000 | 0000

® fndicates the ericoded file size inciuding all 25 frames qiler compression
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Fig. 5.23: Compression achieved by Dirac for “susie” SDTV sequence
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Bitrate (KBps) vs Quality factor (SDTWV)
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Fig. 5.24: Bitrate achieved by Dirac for “susie” SDTV sequence
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Fig. 5.25: SSIM achieved by Dirac for “susie” SDTV sequence
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PSHRE vs Quality factor (SDTV)
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Fig. 5.26: PSNR achieved by Dirac for “susie” SDTV sequence
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Fig. 5.27: MSE achieved by Dirac for “susie” SDTV sequence
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V. Performance comparison of Dirac and H.264 for “miss-america.yuv” Q&cllesce

Dirac oufpuf SEUENCE, CER=I0KEEps H 264 outpuf sequence, CER=10KEps
FONR: 38913, Bifrate: 9.955KBps PSMR: 44162, Bitrate: 10 603K Bps

Fig. 5.28: Comparison of Dirac and H.264 at CBR = 10KBps, QCIF

Dirac outpuf sequence, CER=I00EEps  H 264 outpuf sequence, CER=I100KEps
FSNR: 46640, Bifrafe: 101 351K Eps FSNR: 49.826, Fifrate: 102 472K Fps

Fig. 5.29: Comparison of Dirac and H.264 at CBR = 100KBps, QCIF

Table 5.7: Performance comparison of Dirac with H.264 at CBR for QCIF sequence

Dirac H.264
CEBR{KB/slSize(kB [Compression |[PSHE-Y{dB) MSEY)| S5 SiZE(KBT Compression |PSME-YAB)MSER)] S5IM
10 59 95 38914 B.353 | 0 966 [a}E] a0 44 162 2484 10983
20 120 46 42.911 3.326 | 0.8981 123 44 45728 1.738 | 0.687
40 247 24 44 548 2230 |089B6E] 244 24 47 257 1223 (049849
B0 477 12 45180 1867 |0888| 481 12 49 054 0808 | 0.992
100 594 2] 46.640 1410 10889 &M q 49826 0.677 [0.983
160 949 ] 47 717 1.100 | 0.3 811 i 52074 0403 | 0.995
200 1186 2] 48420 0036 |0.892] 912 ] 82077 0403 [0.985

* fncivares encoded file size ncluding all 150 fames grier compiression
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Compression ratio vs Bitrate at CBR {QCIF)
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Fig. 5.30: Compression ratio comparison of Dirac and H.264 for “miss-america” $gglfence

S5IM vs Bitrate at CBR {QCIF)
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Fig. 5.31: SSIM comparison of Dirac and H.264 for “miss-america” QCIF sequence
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PSHR vs Bitrate at CBR {QCIF)
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Fig. 5.32: PSNR comparison of Dirac and H.264 for “miss-america” QCIF sequence

MSE vs Bitrate at CBR (QCIF)
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Fig. 5.33: MSE comparison of Dirac and H.264 for “miss-america” QCIF sequence
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V. Performance comparison of Dirac and H.264 for “stefan.yuv” CIF sequence

Divac oufpuf sequence, CBR = 10KEps H 264 Outpuf sequence, CER = 10K Eps
FSNR: 27468, Bifrate: 10 644K Eps FSWNR: 31,617, Bifrate: 10 349E Bps

Fig. 5.34: Comparison of Dirac and H.264 at CBR = 10KBps, CIF

Dirac oufput sequence, CER = 100K Bps H 284 Owipuf sequence, CER = 100K Eps
FSNR: 40343, Bifrate: 101 731K EBps FANER: 43,124 Bifrafe: 101 546K Eps

Fig. 5.35: Comparison of Dirac and H.264 at CBR = 100KBps, CIF
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Table 5.8: Performance comparison of Dirac with H.264 at CBR for CIF sequence

Dirac H.264
CER([KBis|Size(kBRCompression |PSHNRE-Y{dB)| MSE(Y)| S5 SiZE(KEj Compression [PSMNE-YAE)MSE| SSIM
10 145 92 27468 116.476| 0.806 142 24 31.617 44815 0.955
20 285 47 31.613 44.851 | 0.957 282 48 34.650 22.288|0.8974
40 550 24 35.206 189207 (0875 559 24 368.0585 10.176(0.984
a0 1114 12 39.012 g2.184 (08861 1112 12 42103 4.007 | 0.997
100 1386 10 40.343 G.008 |0.988] 1384 10 43134 3.160 [ 0.692
160 2216 5] 43.273 J.061 |0.8982] 21949 3] 46.840 1.346 | 0.895
200 27ET ] 44 684 2211|0884 2731 2] 48.724 0.871 | 0.697

* fnddicates encoded file size fncluding alf 90 fames qiler compression

Compression ratio vs Bitrate at CBR {CIF)
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Fig. 5.36: Compression ratio comparison of Dirac and H.264 for “stefan” CIF sequence

78



S5IM vs Bitrate at CBR {CIF)
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Fig. 5.37: SSIM comparison of Dirac and H.264 for “stefan” CIF sequence
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Fig. 5.38: PSNR comparison of Dirac and H.264 for “stefan” CIF sequence
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MSE vs Bitrate at CER (CIF}
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Fig. 5.39: MSE comparison of Dirac and H.264 for “stefan” CIF sequence

VI. Performance comparison of Dirac and H.264 for “susie.yuv” SDTV sequence

Dirac output sequence, CBR = 10EBps
PSNR: 10.214, Bitrate: 30.035KBps

H.264 Output sequence, CBR = 10K Eps
PSNE: 41,028, Bitrate: 10.124K Bps

Fig. 5.40: Comparison of Dirac and H.264 at CBR = 10KBps, SDTV
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Dirac output sequence, CBR = 100K Eps H.204 Output sequence, CBR = 100KBps
PSNR: 44.676, Bitrate: 103.606KEps PSNR: 47,491, Bitrate: 96.324KBps

Fig. 5.41: Comparison of Dirac and H.264 at CBR = 100KBps, SDTV

Table 5.9: Performance comparison of Dirac with H.264 at CBR for SDTV sequence

Dirac H.264
CEBR(KE/z|Size(kBYCompression |PSNE-Y(AB) MSE[Y)| SSIM SiZE(KBI Compression |PSMNE-YABE)MSER )] S5
110 180 84 29.0545 2.084 | 0837 178 05 41.028 5,132 | 0.948
20 335 44 41729 4367 |0860] 361 47 41.830 4571 | 0.962
40 761 22 43.220 2.088 |04870] 701 24 44 814 2.146 [ D978
a0 1470 11 44 276 2429 1 04876] 14058 12 45.871 1.682 | 0.981
100 18242 2] 44 676 2215 |04878] 1694 110 47 491 1.199 | 0 986
180 2849 a] 45.589 1.706 [0.083] 25862 7 s0.018 0.648 | 0.991
200 3534 ] 45 8988 1638 [0985] 2853 ] 508149 05349 | 0.993

* fndicates encoded fle size induding alf 25 frames aqfler compression
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Compression ratio vs Bitrate at CBR [ SDTV)
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Fig. 5.42: Compression ratio comparison of Dirac and H.264 for “susie” SDTV sequence

S5IM vs Bitrate at CBR (SDTV)
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Fig. 5.43: SSIM comparison of Dirac and H.264 for “susie” SDTV sequence
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P3SHR vs Bitrate at CBR {SDTV)

B0
a0 o
ai __Wct;'di_.’_.
30
20
10

I:I T T T T
a a0 100 130 200 230

Bitrate (KBps)

—4— Dirac

—m—H254

PSHE {in dB)

Fig. 5.44: PSNR comparison of Dirac and H.264 for “susie” SDTV sequence

MSE vs Bitrate at CBR (SDTV)
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Fig. 5.45: MSE comparison of Dirac and H.264 for “susie” SDTV sequence
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5.2 Conclusions

Overall Dirac is very promising. According to BBC R&D, Diraas developed
with a view to optimize its performance be it compressioio @td perceptual quality
at the forefront. Its simplistic nature provides robustness wisich very beneficial
feature, therefore to a large extent Dirac has succeeded in itd aim.

Fig.5.5, Fig.5.14 and Fig.5.23 show Dirac’s compression performance at QF
ranging from 0-10 and for lossless encoding. Compression is linketratebie when
there is high compression, there is less bitrate and vice versa.

Fig.5.6, Fig.5.15 and Fig.5.24 depict the variation of bitrate whilseasing
the QF of Dirac. The relationship between QF and bitrate isnoindinear type, with
the bitrate nearly exponentially increasing at QF > 8 for rB&lia. Dirac handles
smaller video sizes such as QCIF better than bigger ones suiv,aHD media.
Therefore Dirac should be using QF between 5-10 for encoding SDdai® as
encoding with higher QF will produce an intolerable increase in bitthte.

Structural similarity (SSIM) operates by way of comparingal patterns of
pixel intensities that have been normalized for luminance and cdﬁﬂ@e Appendix
A). This basically means that SSIM is calculated based onctimebination of
luminance similarity, contrast similarity and structurahigrity encompassed into one
value. The maximum possible value for SSIM is 1, which indicatesetioaded
sequence is an exact replica of the reference seqU@r&8IM is an alternative method

of objectively evaluating video quality’
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Fig.5.7, Fig.5.16 and Fig.5.25 indicate SSIM evaluation of Dirac for “miss-
america”, “stefan” and “susie” sequences. It can be seerthbed is an initial large
variation in SSIM for QF 0-3 for all video sequences and then it tenskturate for QF
> 8.

Fig.5.8, Fig.5.17 and Fig.5.26 show the PSNR analysis of Dirac and Fig.5.9,
Fig.5.18 and Fig.5.27 show the MSE of the Dirac encoded sequencesowtine
original test sequences. From these tests, it is evident BIERAmproves with
increasing QF while the reverse is true in case of MSE.

As with all video codec evaluations there is a need to maintaomgatible
testbed, this would usually entail the two codecs to be tested samerbitrates” It is
possible to set a “target rate” for both the codecs and this waeNdipover quality i.e.

QF in case of Dirac. This would ensure that both codecs weng heed under equal
operating environments. In these tests QF has been replacecdhevittit rate metric
(KBps).

By evaluating the magnitude of the *.drc and *.264 files, compressito r
results in comparison to the file size of the original sequesece produced from Dirac
and H.264 respectively. Fig.5.30, Fig.5.36 and Fig.5.42 show a comparison of how
Dirac and H.264 perform in compression for QCIF, CIF and SDTV segse
respectively. Dirac achieves slightly higher compression résiofower bitrates than
H.264 in case of QCIF sequences. At higher QCIF bitrates bo#t @ind H.264
achieve similar compression. H.264 provides better compression ler Hgtrates

especially for CIF and SD, HD media.

85



Fig.5.31, Fig.5.37 and Fig.5.43 show the SSIM comparison of Dirac and H.264
for “miss-america” QCIF, “stefan” CIF and “susie” SD sequend-rom these figures it
appears that H.264 has slightly better SSIM than Dirac for all thedqaences.

Similarly, H.264 achieves better PSNR and lower MSE than [isaseen in
Fig.5.32, Fig.5.38 and Fig.5.44; Fig.5.33, Fig.5.39 and Fig.5.45. Since Cisaadt
been designed to maximize PSNR, measurements of PSNR perforagaicst other
codecs are not meaningfti.

Expert viewing suggests that, despite its simple toolset, Disawery
comparable to other state-of-the-art codecs such as HP8&IM indicates that H.264
has slightly greater improvement. However the question remairthevitbe enormous
cost in royalty fees justifies the additional increase in guail Both Dirac and H.264
maintain a near constant quality at low bit rates, which is bzalkefor applications
such as video streaming which work under these environments.

In conclusion, Dirac is an extremely simple yet robust cddenearly equaling

H.264 in performance, sans the cost of royalty fees.
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5.3 Future research

This implementation of the Dirac codec is directed towards qugtity video
compression from web video up to ultra HD. However, the standardgtises a video
codec and has no mention of any audio compression. It is necessasyotnate an
audio stream along with the video in order to have a meaningfuédebf the video to
the end user.

The Dirac video codec can be further improved by integratinglit an audio
codec such as or MPEG Layer 2 (MPZ) or the AACB*. MP2 is royalty free,
applicable to high quality audio and has performance similar to RiPat higher bit
rates. The Dirac research group at BBC also suggests \thisdio codec and FLAC
(Free lossless audio codéd)developed by Xiph.Org Foundation as high quality audio
formats available under royalty free terms that could be used with Dirag gatiec.

According to Dr. T. Borer, Dirac team leader, the Dirac coldas to be
wrapped in some container format so that it can be used with audibhemgut into
transport streams with any audio format supported by MPEE&®SThese include
uncompressed audio, MPEG layer 2, MPEG layer 3 and AAC.

Hence it is possible to transcode Dirac by multiplexing the vatedb audio
coded bit streams to create a single bit stream for trasgmiand de-multiplexing the
streams at the receiving end. This can be followed by synchtiomz the audio and

video during playback so that it can be suitable for various applications.
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APPENDIX A

STRUCTURAL SIMILARITY INDEX (SSIM)

This appendix introduces a new image quality measure called “Structurdargymi
index” and explains how it can be computed.
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Natural image signals are highly structured. Their pixethibét strong
dependencies, especially when they are spatially proximatetheese dependencies
carry important information about the structure of the objectshén visual scene.
Objective methods for assessing perceptual image qualityidreadly attempted to
quantify the visibility of errors (differences) between a disthimage and a reference
image using a variety of known properties of the human visualnsy#tithough most
guality measures based on error sensitivity decompose imagalssigsing linear
transformations, these do not remove the strong dependencies. Undssuihgtion
that human visual perception is highly adapted for extracting staligtufiormation
from a scene, Structural Similarity (SSIM), an alternatisenglementary framework
for quality assessment based on the degradation of structuramatfon was
introduced!*!

The Structural Similarity (SSIM) index is a method for me@aguthe similarity
between two images. It compares local patterns of pixel itiesghat have been
normalized for luminance and contrast. The SSIM index is a fidregete metric, in
other words, the measurement of image quality based on an umtampressed or
distortion-free image as reference. SSIM is designed to immoueaditional metrics
such as PSNR and MSE, which have proved to be inconsistent with human eye
perception® It follows that a measure of structural information changepcavide a
good approximation to perceived image distortion as it consioergea degradations as

perceived changes in structural information variatich.
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{d) (e) f)
Fig. Comparison of “Boat™ images with different types of dlsturlmns all with MISE = 2110 (a) Orlgma] lmagc lB I:l]lsfpdul cropped from 512 x 512 to 256
x 256 for visibility). (b) Contrast-stretched image, 215510 = 0.9165. (c) Mean- \h:l’tadlmag; MESIM = 0990 ld}JPEG compressed image, MSSIM =

165459 (e) Blurred image, MSSIN = 0.7052. (f) Salt pcppmr]mpu]\ln noise contaminated image, %1551 1 = 0.7748

Fig. A.1: Comparison of “Boat” images with different types of distortits

In the example shown in Fig. A.1, the original “Boat” image terat with
different distortions, each adjusted to yield nearly identical M&&tive to the original
image. Despite this, the images can be seen to have drastitdhent perceptual
qualities. With the error sensitivity method, it is difficult top&ain why the contrast-
stretched image has very high quality in consideration of the thet its visual
difference from the reference image is easily discernatlitBs easily understood with
the SSIM technique since nearly all the structural informatiadhefeference image is
preserved, in the sense that the original information can be rfiellylyecovered via a
simple point wise inverse linear luminance transform (except perhap® feey bright

and dark regions where saturation occuf).
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On the other hand, some structural information from the original inmge
permanently lost in the JPE compressed and the blurred images, and therefore they
should be given lower quality scores than the contrast-stretched ead-ghifted
images. The SSIM method is a top-down approach, mimicking tipetisized
functionality of the overall human visual system (HVS). It reduttes cognitive
interaction problem to a certain extent because probing the stmicfithe objects
being observed is thought of as the purpose of the entire processialf fbservation,
including high level and interactive processes. Also, the problenmatofal image
complexity and de-correlation are also avoided to some extent babsimethod does
not attempt to predict image quality by accumulating the ®ramsociated with
psychophysically understood simple patterns. Instead, it proposes isatevahe
structural changes between two complex-structured signals dif&etly.

The luminance of the surface of an object being observed srdeict of the
illumination and the reflectance, but the structures of the objaecthe scene are
independent of the illumination. Consequently, to explore the structuramiation in
an image, the influence of the illumination needs to be separatezl structural
information in an image is defined as those attributes that esyrése structure of
objects in the scene, independent of the average luminance and co8inast
luminance and contrast can vary across a scene, the local lumamehcentrast is used
to define SSIM!? The block diagram of the SSIM quality assessment systehoisns

in Fig. A.2.
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Supposing there are two non negative image signals, which have kgpesd al
with each other. If one of the signals is considered to have pededty, then the
similarity measure can serve as a quantitative measurentm@ quality of the second

signal.l?®

Luminance

Signal x Measurement J\
_\_‘-_/ Contrast

Luminance
Comparison

Measurement

Contrast N A Similarity
Comparison Combination Measure

Luminance

Signal y Measurement J\
Contrast

+‘\1-/ Measurement

Structure
Comparison

Fig. A.2: Structural similarity (SSIM) measurement syst&h

The system separates the task of similarity measuranterthree comparisons:
luminance, contrast and structure. First, the luminance of eachl ssgcompared and
the mean intensity is estimated. Second, the mean intenseisne/ed from the signal.
Third, the signal is normalized (divided) by its own standard dewaftrinally, the
three components are combined to yield an overall similaritysaneaAn important
point is that the three components are relatively independent. Thgechaluminance
and/or contrast will not affect the structures of images.siimdarity measure satisfies

the following conditions: symmetry, bounded-ness and unique maxifiim.
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The SSIM metric is calculated on various windows of an image. nieasure

between two windows of size N xhNandy is *%:

tzﬂ:r:ﬂw | ﬂl) (2(30?_1:?_.?‘. b Ca )

(2 + p2 + c1) (02 + 02 + ¢2)

SSIM(x,y) =
(A.1)

2 2
Notations:u,: average ok, p,: average of, 7=z: variance ok, Ty: variance ofy, cowy:

covariance ofy, ¢, = (kiL)? ¢, = (koL)? are two variables to stabilize the division with

weak denominator,L : dynamic range of the pixel-values (typically this is

o#bits per pizel _ 1), k; = 0.01,k, = 0.035

In order to evaluate the image quality this formula is applie¢ onl the
luminance. The resultant SSIM index is a decimal value betweand-1, and value 1
is only reachable in the case of two identical sets of datacdljypit is calculated on
window sizes of 8x8. The window can be displaced pixel-by-pixel omibhge but the
authors propose to use only a subgroup of the possible windows to reduce the
complexity of the calculatior®®

For image quality assessment, it is useful to apply the $&Ibk locally rather
than globally. First, image statistical features are usiadiiyly spatially non-stationary.
Second, image distortions, which may or may not depend on the local sta#igécs,
may also be space-variant. Third, at typical viewing distances,eoldgal area in the
image can be perceived with high resolution by the human observemeatime

instance.
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And finally, localized quality measurement can provide a spatidirying
quality map of the image, which delivers more information about theityual
degradation of the image and may be useful in some applicatins.

The application scope of the SSIM index may not be restrictedntmyd
processing. In fact, because it is a symmetric measumgnitbe thought of as a
similarity measure for comparing any two signals. Theagcan be either discrete or

continuous, and can live in a space of arbitrary dimension&fity.
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APPENDIX B

DIRAC PRO

This appendix introduces DiracPR®, a version of the Dirac family of video
compression tools, optimized for professional production and archiving applications
with emphasis on quality and low latency.
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DiracPRO is a non proprietary, royalty free, open technologgigded for
simplicity, efficiency and speed, and intended for high quality agjits with lower
compression ratios. It can work on all major operating systamscan be easily
imported onto a wide range of hardware - from specialist signatessors to

application-specific LS| circuit&®!

DiracPRO (a.k.a SMPTE VC-2) is the intra frame version aa®icurrently
being standardized by the SMPTE to become SMPTE S2042. The mareriit
between Dirac and DiracPRO is in the final process of corsipres.e. arithmetic
coding. Arithmetic coding is hardware intensive and introduces undesidafday at
high bitrates and therefore is omitted in DiracPR® DiracPRO instead uses a form of
context adaptive binary arithmetic coding (CABAC), similar to th264/AVC. There
are substantial differences between the AVC implementation aradFRO but the

result for both is improved compressibi.

Another point of DiracPRO'’s significance lies in transcodindnwiher codecs
such as the H.264. According to Dr. T. Borer, Dirac team leadescoding between
H.264 and Dirac has limited relevance because the application mod@inot overlap
much. On the other hand, transcoding long GOP from H.264 to DiracPR@res
significant. There will be requirements to transcode from H.26¥G-2 when video
content moves from a low bandwidth link (e.g. over a satellite) iglaer bandwidth

medium.
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DiracPRO supports the following featur&&

> Intra-frame only (forward and backward prediction modes are also available)
> Supports 10 bit chroma format - 4:2:2

> No sub-sampling

> Lossless or visually lossless compression

> Low latency on encoding / decoding

> Robust over multiple passes

> Ease of transport (can use a range of transport standards)

> Low complexity for decoding

> Open specification

> Multiple vendor

> Support for multiple HD image formats and frame rates.

DiracPRO is aimed at professional applications not end useibdigin.
Typically it would be used for compression ratios upto 26¥1DiracPRO has a wide
range of applications from lossless HD to < 50Mbit/s that ingybdat not limited to)

the following:[°®

o Lossless or visually lossless compression for archives.
o Mezzanine compression for re-use of existing equipment.

o Low latency compression for live video links.
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