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Abstract. In this paper, we propose the use of Alpha-Beta associative approach as 
an Unconventional Computing method in the pre-diagnosis of malignant tumors of 
breast cancer, obtaining an accurate result in a simple way; trying to avoid invasive 
diagnostic methods like biopsies, as far as possible. 
This proposal provides for the Alpha-Beta Support Vector Associative Machine cre-
ated in 2008 and tested for classification of binary images. The results show that the 
classification model to detect malignancy is very competitive compared to others of 
the best known classification methods, having an accuracy of 81.85%. 

Keywords: Breast cancer, binary images, Alpha-Beta  Support Vector Associative 
Machine, unconventional computing, Otsu method. 

1 Introduction 

In this work we use the Alpha-Beta associative approach to pattern recognition by means 
of Alpha-Beta Support Vector Associative Machine (α-β SVAM) to detect the risk that a 
patient has a malignant type of breast cancer starting from mammograms classification. 

Cancer is a malignant tumor generally characterized by loss of control of growth, de-
velopment and cell division capable to reproduce metastasis or tumor spread. In Mexican 
women, from 2006, breast carcinoma has become the leading cause of death by cancer. 
According to the Instituto Nacional de Estadística y Geografía (INEGI) in 2009 occurred 
4,964 deaths attributable to breast cancer, which accounted for 2% of all women’s death 
[1]. The Instituto Nacional de Salud Pública (INSP) has shown that the review by mam-
mography reduces women’s mortality by breast cancer in 16% with appropriate treatment 
along 5 years [2]. The Clinical Practice Guideline for the Diagnosis and Treatment of 
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Breast Cancer by Mexican Ministry of Health, states all patients should have a clinical 
examination, establishing the following diagnostic procedures [3]: 

* Imaging studies (mammography or breast ultrasound) and Magnetic Resonance Im-
aging (MRI) in special cases. 

* Biopsies: fine needle, cutting needle biopsy. 
* Histopathology. 
* Additional studies (liver biometrics, clotting times, blood chemistry, bone scan, etc.). 
However, biopsies of any type can represent unpleasant side effects for women who 

undergo this procedure, and 10% have serious problems with bruising, haemorrhage and 
infections in the cut or invasion areas [4]. 

Therefore, research has been conducted around the world , including the European 
Conference on Artificial Intelligence in Medicine (AIME) which work with technical 
topics of data mining, pattern recognition, image processing and natural language pro-
cessing, and others [5]. 

Different techniques have been implemented to prevent the increase of this disease in 
women and, currently, also in men, we need to educate them and create a culture of pre-
vention, [6-7], or by using Artificial Intelligence (AI) techniques to make an effective pre- 
diagnosis avoiding subjecting patients to invasive methods such as biopsies as far as pos-
sible. 

In medicine different Intelligent Computing techniques are used [8-9] and within them, 
the methods that have shown better results are neural networks, fuzzy logic and genetic 
algorithms, of which the combination between fuzzy logic and neural networks is the 
most widely used method [10]. In this sense, the applications of Intelligent Computing 
techniques have been reared towards different particular problems, such as the use of 
Artificial Neural Networks (ANN) to model the behavior of schizophrenia [11], also they 
are used to diagnose urological diseases [12] and determining the seminal quality in fertil-
ity tests [13]. The Naïve Bayesian method (NB) was implemented for the celiac disease 
diagnosis (intolerance to wheat, barley, rye and oats) [14]. Also there is the implementa-
tion of a particular case of  ANN, such as the Multilayer Perceptron (MLP) for purposes 
of diagnosis in cerebral lesions [15] or identifying periventricular leukomalacia, which is 
a brain damage in children that generates holes [16]. 

Some of the methods that have been tested with good results using data from cancer 
patients are: 

*Genetic algorithms: [17]. 
*k-nearest neighbors (kNN): [18]. 
*Fuzzy Logic: [19]. 
*Support vector machines (SVM): [20-25]. 
*Artificial neural networks (ANN): [26-29]. 
*Semi-supervised learning (SSL): [30]. 
*Naïve Bayes (NB): [31]. 
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There is an approach that despite not having many years of development, it has shown 
competitive results in different areas of knowledge, the associative approach. This ap-
proach has its roots at two pattern recognition models: the Alpha-Beta Associative Memo-
ries [32] ---whose α and β operators are the bases for almost every subsequent associative 
model--- and the Hybrid Associative Classifier [33] ---which is the first associative model 
designed specifically for pattern classification--- which combines two important models 
of associative memories to generate an efficient classifier. However, this approach has 
seldom been applied for classification of medical images. One successful antecedent in 
such topic is the model of the α-β SVAM [34]; designed for classification of binary imag-
es (black and white) as patterns, tested with image set of handwritten letters and numbers. 

2 Methods 

In this section the necessary techniques to get the best information from medical imaging 
(mammographies) are described, which will be classification patterns. One of this 
proposal’s most important parts is the image segmentation by binarization, because α-β 
SVAM requires binary images to recover or classify them, this is presenting a dynamic 
thresholding technique. After that, the α-β SVAM algorithm is shown, which will be 
explain to understand how it classify an image like a pattern. 
 

2.1 Image Binarization by Thresholding and the Otsu Method 

Binarization is an image processing technique which reduces information in a two values 
digital image: 0 (black) and 255 (white).  

Thresholding is a segmentation technique used to binarize images when there is a clear 
difference between the objects to be extracted and the background in an image.  

Most thresholding techniques are based on the one-dimensional histogram statistics. 
There are parametric procedures where the gray levels distribution of an object class leads 
to find appropriate thresholds; also there are nonparametric methods where the thresholds 
are obtained optimally according to some criterion.  

Otsu method is a nonparametric procedure that selects the optimum threshold by 
maximizing the variance between classes using an exhaustive search. 

An image is a two dimensional function for the gray level intensity what contains N 
pixels whose gray levels are between 1 and L. The number of pixels with i gray level is 
denoted as fi, and the occurence probability for image’s i gray level is given by: 

 

௜݌ ൌ 	
௜݂

ܰ
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In two-level thresholding for an image (binarization), pixels are divided into two 
classes: C1 with gray levels [1, ... ,t]; and C2 with gray levels [t+1, ..., L]. Then the gray 
levels‘ probability distribution for two classes are: 

 

ଵܥ :	
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, … ,

௧݌
߱ଵሺݐሻ

 

ଶܥ :	
௧ାଵ݌
߱ଶሺݐሻ

,
௧ାଶ݌
߱ଶሺݐሻ

, … ,
௅݌

߱ଶሺݐሻ
 

Wherein: 

߱ଵሺݐሻ ൌ 	෍݌௜

௧

௜ୀଵ

														߱ଶሺݐሻ ൌ 	 ෍ ௜݌

௅

௜ୀ௧ାଵ

 

 
Also, the average for C1 and C2 classes is: 

ଵߤ ൌ 	෍
݅. ௜݌
߱ଵሺݐሻ

௧

௜ୀଵ

ଶߤ																	 ൌ 	 ෍
݅. ௜݌
߱ଶሺݐሻ

௅

௜ୀ௧ାଵ

 

If µT is the average intensity of the image it’s easy to show that: 
 

߱ଵ. ଵߤ ൅	߱ଶ. ଶߤ ൌ ߱ଵ																						௧ߤ	 ൅ ߱ଶ ൌ 1 
 
Using discriminant analysis, Otsu [35] defined the variance between thresholded 

image‘s classes as: 
஻ߪ
ଶ ൌ 	߱ଵ. ሺߤଵ െ ௧ሻଶߤ ൅	߱ଶ. ሺߤଶ െ  ௧ሻଶߤ

 
For two-level thresholding, Otsu verified that the t* optimum threshold is chosen so 

that ࡮࣌
૛  is maximum [35]; that is: 

 
∗ݐ ൌ ஻ߪሼݔܽ݉

ଶሺݐሻሽ 																			1 ൑ ݐ ൏  ܮ
 
Applying a threshold t, the grayscale image, f(x,y), will be binarized; labeling with ‘1‘ 

the pixels corresponding to the foreground and ‘0‘ are those of the background. Applying: 

݃ሺݔ, ሻݕ ൌ ൜
1 ൏ൌ൐ ݂ሺݔ, ሻݕ ൐ ݐ
0 ൏ൌ൐ ݂ሺݔ, ሻݕ ൑ 	ݐ

 

The main advantage of this method is that thresholding makes no initial assumption, 
since it assumes that the optimum threshold can be described only in terms of their means 
and variances. However its disadvantage is that it is used when there is a clear separation 
between classes observing the image‘s histogram. 
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2.2 Alpha-Beta Support Vector Associative Machine [34] 

An associative memory can be formulated, for operation as an input and output system, 
an idea that is outlined below: 

 
x  M    y 

 
Since the model of the α-β SVAM is autoassociative, we assume to have a pattern 

recognition problem, wherein the fundamental set has the form ሼሺݔఓ, ߤ|ఓሻݔ ൌ 1,2, … ,  ,ሽ݌
with ݔఓ߳ܣ௡	∀	߳ߤሼ1,2, … , ,݊ ሽ, where݌ ݌ ∈ ܣ ା andࢆ ൌ ሼ0,1ሽ. 

The ݔఓ vectors are column vectors and the index of components is increasing from up 
to down, as illustrated bellow: 

 

ఓݔ ൌ ൮

ఓభݔ

……ఓమݔ
ఓ೙ݔ

൲ 

 
One of the original ideas of the proposed model is trying to exploit the repeated 

information in the fundamental patterns. So, first a repeated pattern that contains 
information on all fundamental patterns is obtained; later this information is removed 
from the fundamental patterns, leaving only the information that differentiates a 
fundamental pattern of all others. This repeated information has inspired the new concept 
of support vector. 

When an unknown pattern (can belong or not to the fundamental set) is presented to the 
model, which is intended to recognize with this model, we proceed to eliminate repeated 
information based on the pattern with this kind of information. This is simply the support 
vector for this fundamental set. 

Now, we need to determine in some way, which of the fundamental patterns is less 
different with respect to this unknown pattern without repeated information (support 
vector). Is expected the less different fundamental pattern be the most similar. We just 
replace the missed information that was removed in the recovered fundamental pattern, 
and we have set the output pattern. We can see this method in Figures 1a and 1b. 
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Fig. 1a. α-β SVAM Learning Diagram 

 
 

Fig. 1b. α-β SVAM Recall Diagram 
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3 Dataset 

For the development of this paper the image set we used grayscale mammograms of 259 
patients between 35 and 60 years old. The image set is courtesy of Dr. Miguel Angel 
Guevara and co-authors, members of the Breast Cancer Digital Repository Consortium, 
University of Porto, in Portugal, among others [36]. 

Each image is a pattern that must be reduced for use in the α-β SVAM model, applying 
in pixels to retrieve and classify the image. This process was carried out in Matlab, 
implementation using Otsu method for each image binarizing and scale the image from 
3300x4080 pixels to 330x408. We reduced the size image, but the new format used allows 
large amount of information is not lost in the binary pixel values. 

The Figures 2a and 2b show a mammography, first shows the original mammography, 
later we can see the binarized image applying Otsu method. 

 

4 Results 

To compare the accuracy of the proposed method in this work against other models 
conventionally used for cancer classification, the WEKA data mining and classification 
platform was used. In the particular case of the Multi Layer Perceptron neural network 
(MLP), the Matlab implementation was used instead of the one present in WEKA, given 
the improved memory usage characteristics offered by the former. 

The α-β SVAM method was implemented with the Java language in the NetBeans 
Integrated Development Environment 7.4. 

For validation purposes, the k-fold cross validation technique was used, with k=10 
[37]. The experimental results exhibited by each model are shown in Table 1, while their 
corresponding confusion matrices are presented in Table 2. The metric used for compari-
son is overall accuracy, as seen in Table 1; and the confusion matrix allows us to review 
in detail the number of correctly cassified patterns for each case. 

 

Table 1. Classification accuracy comparison. 

Dataset Algorithm Accuracy (%) 
Breast Cancer Digital α-β SVAM 81.85 
Repository – D01 k-NN 80.31 

 Naïve Bayes 76.83 
  SMO-SVM 72.97 
 MLP 70.27 

 
 

Risk Detection of Malignant Tumors in Mammograms using Unconventional Computing

Research in Computing Science 78 (2014)61



 

 

 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 

 
Fig. 2a. Original mammography (Source: [36]) Fig. 2b. Binarized mammography by 

means of Otsu method 
 
 

Table 2. Confusion matrix for each classifier. 

  BENIGN MALIGN 
BENIGN α-β SVAM 131 16 

 k-NN 131 16 
 Naïve Bayes 115 32 
 SMO-SVM 110 37 
 MLP 112 35 

MALIGN α-β SVAM 31 81 
 k-NN 35 77 
 Naïve Bayes 28 84 
 SMO-SVM 33 79 
 MLP 42 70 

5 Conclusions 

Based on the results obtained, we can conclude about the model accuracy percentage, the 
more competitive is α-β SVAM with 81.85%. 

This proposal has shown being the best classification method compared to models with 
better global ranking for the breast cancer detection on the assumption that the cost of 
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misclassified cases as benign and malignant is the same. In other situation we can see that 
the amount of well classified patterns as malignant cases is slightly greater using Naïve 
Bayes classifier. 

The most practical method is proposed in this paper, being designed to use the image as 
a binary pattern classification, whose advantages against other classification models are:  

* The α-β SVAM method does not require feature extraction or measurements on each 
mammogram obtained by a medical specialist.  

* Not required a computational algorithm for feature selection, because α-β SVAM de-
lete the repeated information in images. 
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