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Abstract. One of the relevant tasks of the teaching-learning process is that of evaluation. 
In this sense, estimating the academic performance exhibited by the final evaluation of a 
student, at the end of the current semester, has become of particular interest for students, 
parents, educators, educative managers and researchers alike. More specifically, the cur-
rent paper is focused in determining whether a first semester engineering student at the 
Universidad Tecnológica de Pereira, Colombia, will pass or fail the Mathematics I course. 
This paper proposes the use of the Gamma Classifier together with Wilson Editing to solve 
the problem. Results observed are competitive against classic models of pattern recogni-
tion. 
Keywords: Gamma classifier, academic performance estimation, Wilson Editing. 

1 Introduction 

The target of the institutions of higher education is to provide quality education to the students 
[1], yet high rates of dropouts and poor performance are a current problem for universities 
throughout the world.According to [1] despite all efforts to prevent freshmen desertion in Co-
lombia, there are records that student desertion in the period 1994 to 2004 is on average 52%. 

Based on this number from 2005; various tests were done to new students [1-2]. The aim is 
to record all information obtained from the tests and grades that students obtained at the end of 
semester in Universidad Tecnológica de Pereira. 

We propose to use this dataset, which is based in a thorough study of student performance, 
and implement an associative model known as Gamma Classifier together with the Wilson Edit-
ing to determine with high probability whether the student will pass or fail the Mathematics I 
course. 

The paper is structured as follows; the second section lists selected work related with classi-
fication. The third section presents materials and methods for the analysis. The results obtained 
from the experiments are presented in the fourth section. The conclusions and future work are 
presented in the last section. 
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2 Related Work 

There are many works about education with different approaches to evaluate the academic per-
formance. The University in Rajasthan (located in India) used a decision tree method to develop 
a classification task and evaluate the student performance. The University used information 
such as test, seminars and attendance [1]. 

Another interesting work was presented in [2]. In this work the researchers developed a sys-
tem that predicts the success of students in online courses. This system is able to predict the 
student’s performance (with a 70% accuracy) by mining the data recorded on 8 days.  

An important problem related with the student’s performance was presented in the work [3], 
where different algorithms were used such as One-R, C4.5, ADTrees, Naive Bayes and Bayes 
Net. Results indicate the factors such as family background and family’s social-economical 
status, high school GPA and test scores impact in the student’s decision to continue or drop out 
of college. 

Studies in Colombia determine the factor, which influence in the final score in Mathematic I 
course. The results indicate with a 70.4% accuracy if a student passes or fails the course, by 
using a multiple logistics regression model [4]. 

Another classification method used in education is Support Vector Machines (SVMs). Dur-
sun Delen [5] developed analytical models to predict and to explain the reasons behind fresh-
men student attrition. The results were that SVM’s produced the best results with an overall 
prediction rate of 87.23%.  

3 Materials and Methods  

In this study, we propose use of the Gamma classifier and Wilson Editing to classify whether 
the students pass or fail the Mathematics I course and to improve classification of student’s 
final performance. 

 Firstly, the tools to be used are hardware: Processor: 2.9 GHz Intel Core i5 and Memory: 
8GB 1600 MHz DDR3 and Software: Eclipse 4.3.2, Python pydev 3.3.3, OS X 10.9.3, WEKA 
3.6.10. Secondly, dataset is requested Universidad Tecnológica de Pereira in Colombia.  Next, 
instance selection process is applied using data preprocessing and Wilson Editing. Finally, clas-
sification models are used and compared to versus Logistic Model Regression.  

3.1 Data set 

The data set for this study was collected and consolidated by Universidad Tecnologica de Perei-
ra located in Colombia with an enrollment of 919 students, 29 attributes and 2 classes (class 0 
which corresponds to fail has 515 patterns and class 1 which corresponds to pass has 404 pat-
terns). 
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The dataset contains variables related to student’s performance, social characteristics and 
student’s health for a semester. Table 1 details a complete list of variables obtained from the 
student dataset. 

However based on work done [4], we decided to use the same variables. (See table 2). 

Table 1. Avalaible attributes (Source [4]) 

 
Factor Variable Description 
Personal Sex Sex 
 Age 

 
Age 

Socioeconomic Tipocole Type of school 
 Estrato 

 
Social stratum 

Academic ICFES Score from Instituto Colombiano para la 
Evaluación de la Educación 

 Subject1  
 Subject2  
 Subject3  
 Subject4  
 Subject5  
 Average Average 
 Vliteral Quantitative Literal Reading 
 Cliteral_1 Quantitative Literal Reading 
 Cliteral Qualitative Literal Reading 
 Cinferen Qualitative Inferential Reading 
 Ccritico Qualitative Critical Reading 
 Cabstract Abstract Logical Thinking 
 Vinferen Quantitative Inference Reading 
 Vcritico Quantitative Critical Reading  
 Cverbal Verbal Logical Thinking 
 Clogico 

 
Logical Thinking 

Institutional 
 

Codprog Program code 

Risks Rsalud1 Health coverage 
 Rsalud2 Physical health 
 Rsalud3 Nutrition 
 Rsalud4 Mental Disturbance  
 Rsalud5 Factor for Psychoactive Substance 
 Rsalud6 Free time 
 Rsalud7 Other responsibilities 
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3.2 Preprocesssing data 

Data preprocessing is an important step for improving data quality. This step helps to increase 
the accuracy and efficiency of the classifer when the data tend to be incomplete and inconsistent 
[6]. Thanks to this process, the data with which the classification will be carried out is through 
qualified data processing [7]. Data preprocessing methods are divided into the following cate-
gories [8]: Data cleaning, Data integration, Data transformation, and Data reduction. In our 
case, we have applied Data cleaning. 

Data set has incomplete and inconsistent data, therefore, we replace all missing values us-
ing the mean or the mode of each attribute that belongs to a certain class. The measures used for 
each attribute are given in Table 2. 

Table 2. Attributes obtained from student’s records and the measures used to replace missing values in 
each attribute 

 
Attribute Type Measure used # Replacement 

Class 0 Class 1 
ICFES Number Mean 37 5 
Codprog Categorical Mode 0 0 
Casbtract Categorical Mode 116 43 

 
In this study we have decided using Wilson Editing to delete patterns that are misclassified 

by the KNN rule (K=3) and to increase the accuracy of classifier [9]. The Wilson Editing algo-
rithm is shown below [10]. 
 

Initialization: SX 

For each pattern xi∈X do: 
          If it is misclassified using the KNN (k=3) rule with proto-
types in X-{xi} 
        then SS-{xi} 

 
Wilson Editing is based on the distance between patterns to determine their similitude [11]. 

For this study, we used Manhattan distance (Eq. 1). 
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 d(x, y)  xi  yi

i1

n

  (1) 

3.3 Classification 

In this work, we chose an algorithm called Gamma Classifier [12]. This algorithm is based 
in the Gamma similarity operator. The sequences steps of Gamma Classifier are shown in figure 
1 and figure 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Fig. 1. Functions of Gamma Classifier part I (Source [12-13]) 
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Fig. 2. Functions of Gamma Classifier part II (Source [12-13]) 
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For more details about this classifier it is necessary to consult works [12] and [13]. 

4 Experiments  

In this section, we present the experiments using Gamma classifier and Wilson Editing. We 
have also included experiments made in WEKA [14] using algorithms such as Naive Bayes, 
Bayes Net, Support Vector Machines, Simple logistic, and J48. These algorithms were selected 
based in the background (see section 2). 

Firstly, we replaced each data, which has a missing value at least in a feature using mode or 
mean for each class because Wilson Editing does not accept tuples with Null value (See table 
2). 

Secondly, to improve the classifier’s performance, it is necessary the weight assignment to 
the features. Based on work done [13] and the feature’s graphs, we have decided to assign the 
following weights. 

In Figure 3.A, we can observe that class 0 (students do not pass Mathematics I course) and 
class 1 (students pass the Mathematics I course) are not separated in cabstract feature because 
patterns almost have the same values, however, we can not ignore this feature then we assign 
the value 0.1. In codprog feature occurs the same situation as cabstract feature, classes are not 
separated, we can see that patterns, which belong to different classes, have very similar values 
and thus the classes are not separated and we can not ignore this feature the we assign the value 
0.1 (See figure 3.B.) 

The last one ICFES feature has some patterns, which it is possible to separate, thus, we de-
cide to assign the value 1. This feature is shown in figure 3.C. 

However, we performed several experiments varying each feature’s weights until we ob-
tained the best results. 

Thirdly, using Wilson Editing to improve classifier performance indicates that 662 out of 
919 tuples (class 0 has 302 patterns and class 1 has 362 patterns) were selected. Thus, were 
ignored 257 patterns of dataset. 

The results using algorithms such as Gamma, Naive Bayes, Bayes Net, SMO, IBK, Logistic 
and Simple Logistic and Logistic multiple regression of this experiment are shown in figure 4. 

5 Results 

In this work, we used the data set, which was composed of three features such as ICFES, cod-
prog and cabtsract and 662 records. Based on the stratified 10-fold cross validation, Gamma 
classifier and Wilson Editing produced the result with an overall classification rate of 77.3413% 
below of the support vector machines, Bayes Net, J48 and KNN. However, Gamma classifier 
obtained better results than Logistic Multiple Regression with an overall classification rate of 
70.4%. The last one result was published in [4]. 
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Fig. 3. Histograms of each feature used in this study 
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Fig. 4. Comparison graph between result of Gamma classifier and 8 algorithms in WEKA 

6 Conclusions 

Previous work [4] is outperformed from 70.4% to 77.3413% using Gamma classifier and Wil-
son Editing for identifying the students who are likely to fail Mathematics I course and to drop 
out the school in the first semester; regardless of unbalanced dataset. As a future work, other 
methods to deal with unbalanced dataset should be explored, as well as using other data prepro-
cessing data techniques and use feature selection techniques to improve performance of Gamma 
classifier. 
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