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Abstract—This paper presents an interactive multimedia
search engine, which is capable of searching into multimedia
collections by fusing textual and visual information. Apart from
multimedia search, the engine is able to perform text search
and image retrieval independently using both high-level and low-
level information. The images of the multimedia collection are
organized by color, offering fast browsing in the image collection.

Index Terms—Multimedia retrieval, Non-linear fusion, Unsu-
pervised multimodal fusion, Search engine, Multimedia, Col-
ormap, GUI

I. INTRODUCTION

This paper describes the VERGE interactive multimedia
search engine, which is capable of retrieving and browsing
multimedia collections. Contrary to the previous versions of
VERGE [1], which perform video retrieval using video shots,
the present system fuses textual metadata and visual infor-
mation. The engine integrates a multimodal fusion technique
that considers high-level textual and both high- and low-level
visual information. Multimedia retrieval engines have been
supported by tree-based structures [2], or multilayer explo-
ration structures [3] for scalability purposes. However, our
multimedia retrieval module filters out non-relevant objects,
with respect to the textual modality and performs multimodal
fusion of all modalities (textual and visual) on the filtered
documents, in order to retrieve the most relevant objects, in
response to a multimodal query. The images of the multimedia
collection are organized by color, so as to ensure efficient
and fast access to the image collection, associated to the
multimedia collection. All images are indexed using visual
concepts and query-based search is supported. Metadata of
each image are indexed and text search is possible.

II. MULTIMEDIA RETRIEVAL SYSTEM

The VERGE interactive retrieval system1 combines ad-
vanced retrieval functionalities (Fig. 1) with a user-friendly
interface (Fig. 2 and Fig. 3), and supports the submission of
queries and the accumulation of relevant retrieval results. The
system integrates a fusion module that is able to retrieve mul-
timodal documents and supports (independently) text-based

1http://mklab-services.iti.gr/verge/

Fig. 1: VERGE architecture.

search and image retrieval, using high-level concepts. The
aforementioned capabilities allow the user to search through
a collection of multimodal documents. Moreover, the system
incorporates an Image ColorMap Module that clusters the
images according to their color and allows for presenting
all images of the collection in a single page. The VERGE
architecture is shown in Fig. 1, with multimodal fusion of
low- and high-level visual and textual information, color-based
clustering, served by the VERGE Graphical User Interface
(GUI). The overall system is novel, since it integrates the
fusion of multiple modalities [4], in a hybrid graph-based and
non-linear way [5], with several functionalities (eg. multimedia
retrieval, image retrieval, search by visual or textual concept,
etc.) already presented in [1], but in a unified user interface.

In the following, the multimedia retrieval module is dis-
cussed, along with the utilized visual and textual features.

A. Multimedia Retrieval Module based on Multimodal Fusion

In this module it is employed an extended version of the
state-of-the-art unsupervised multimedia retrieval framework
[6], which fuses two modalities, aiming at scalable and effi-
cient multimedia retrieval. However, our approach fuses tex-
tual concepts, visual concepts and visual descriptors, using a
hybrid graph-based and non-linear multimodal fusion method
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Fig. 2: Screenshot of VERGE ColorMap.

[5]. The multimodal fusion method of the VERGE system is
based on the construction of a uniform multimodal contextual
similarity matrix and the non-linear combination of relevance
scores from query-based similarity vectors.

Multimodal fusion is performed on semantically filtered
multimodal objects, utilizing the textual modality [6], and
therefore, the overall memory and computational complexity
of the multimedia retrieval module is reduced [4].

In brief the multimedia retrieval module [5], constructs one
similarity matrix per modality and one similarity vector (query
based) per modality, given M modalities and a query, but
only for the results of a text-based search, assuming that text
description is the main semantic source of information [6].
A graph-based fusion of multiple modalities [4] is combined
with all similarity vectors in a non-linear way [5], which
in general may fuse multiple modalities. In this context, we
employ M = 3 modalities, namely visual features (RGB-
SIFT), locally aggregated into one vector representation using
VLAD encoding (Section II.B.1), text description (Section
II.C), 346 high-level visual concepts (Section II.B.2), and
textual high-level concepts, which are DBpedia2 entities.

B. Visual Features and Image Retrieval

This part of the multimedia retrieval module performs
content-based retrieval based on visual low-level and high-
level information.

1) Low-level Visual Features: Each image is described
using the RGB-SIFT feature, which is extracted in more
than one square regions at different scale levels. Then, the
descriptors are compacted using PCA and are aggregated using
the VLAD encoding [7]. Eventually, these VLAD vectors are
compressed using a modification of the random projection
matrix [8].

2http://dbpedia-spotlight.github.io/demo/

For the Nearest Neighbor search, we create an Asymmetric
Distance Computation index for the database vectors and
then, we compute the K-Nearest Neighbors from the query
image. Specifically, we have used the IVFADC [9], which
is the non-exhaustive search variant of Asymmetric Distance
Computation. IVFADC combines ADC with an inverted file
to restrict the search to a subset of vectors and thus it speeds
up the searching procedure.

Finally, a web service is implemented in order to accelerate
the querying process. In order to query the indexing structures,
a two-step procedure is realized that involves: a) the loading
of the index on the RAM memory, and b) the querying to the
index. The loading of the index is a rather time-consuming
since it requires more than two minutes for a database of size
400K. Therefore, in order to eliminate the time required for
the index loading, web services are created that load these
indexing structures on the RAM memory at the beginning of
all runs. Then, querying of the structures is realized, which
requires eventually less than a second. Therefore, the web
service is created in order to achieve low response time to the
user queries and thus improve her satisfaction of the system.

2) High-level Visual Features: Independent visual concept
detectors are built for the detection of 346 high level concepts
studied in TRECVID SIN task such as water, aircraft. The
VLAD vectors of Section II.B.1 are served as input to Logistic
Regression (LR) classifiers. These classifiers are trained per
concept, and their output is combined by means of late fusion
(averaging) [10].

C. Textual Features and Text Search

This part of the multimedia retrieval module utilizes the
text information related to each image of the collection and
the corresponding textual concepts (DBpedia concepts) [11].
The indexing of the text information is realized by Apache
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Fig. 3: Screenshot of VERGE multimedia retrieval engine and Image options appearing over an image.

Lucene search platform, which allows full-text search and
enables fast retrieval as well easy formulation of complicated
queries. Apache Lucene is a high-performance search engine
that allows full-text search. It allows submitting several type
of queries such as phrase queries, wildcard queries, proximity
queries, range queries. All these types are built-in the engine.
For all textual concepts, Lucene indexing provides the simi-
larity score between any two text documents, where Lucene-
based similarity3 scores are obtained by “Lucene’s Practical
Scoring Function”.

D. ColorMap clustering module

The ColorMap (Fig. 2) clusters all images into color classes
using Self Organizing Maps for image visualization and offers
fast browsing in the multimedia database [12], [13]. Using
Self Organizing Maps [12], all images are clustered, hence, all
images of the collection are organized by color. The collection
of images is represented in the GUI as a color-map, using the
most representative image of all color classes. The ColorMap
module restricts the image collection into color clusters of size
50-100 images, hence it is possible to quickly find an image,
given its color cluster.

III. VERGE INTERFACE

The modules described in Section II are incorporated into a
unified user-friendly interface (Fig. 3) in order to aid the user
search in a fast and effective way. The system architecture
consists of 3 main components: MongoDB for data storage,
a RESTful API and the front-end. MongoDB is reliable and
fast enough while it can easily scale for use cases that demand
a lot of data storage. The RESTful API has been developed
in PHP. It supports Server-side paging, sorting, filtering and
searching functionalities. These aforementioned components
enable asynchronous data calls from the front-end (GUI).

3https://lucene.apache.org/core/3 0 3/api/core/org/apache/lucene/search

The main results area extends to the 90% of the screen
and the video search toolbar is fixed to the top covering
about 10% of screen height. All the other components are
collapsible. The interface comprises of three main compo-
nents: a) the central component, b) the left side and c) the top
search toolbar. The central component of the interface includes
search results in a grid-like interface. When hovering over
an image, four options appear (Fig. 3) that allow text search
on the images’ description, document-based search using the
multimedia retrieval module and visual search. On the left side
of the interface reside the search history and additional search
and browsing options that include a high level visual concepts
and the ColorMap tool.

IV. INTERACTION MODES AND RESULTS

The aforementioned modules can aid the user interact with
the system in order to discover the desired image in the
collection. The user can browse the dataset by taking into
account concept taxonomies and color. In addition, she can
apply visual and textual search to retrieve similar images or
multimodal search in order to combine all available modalities.
Finally, the user can store the desirable images in a basket
structure.

In order to demonstrate the practicality of the aforemen-
tioned modules, a specific usage scenario is presented, sup-
posing that a user is interested in finding shots, which contain
instances of “male color portrait”. In Fig. 4, we demonstrate
the results for the textual query “portrait”. The user can start
either using the high level concept “male person” or with doing
a simple text search using the keyword portrait. Then from the
results appearing, the user selects the images, illustrating the
desired object, which in this case is the colored portraits of
men, and use either multimodal search or visual search to
retrieve similar images.



Fig. 4: VERGE instances related to “male color portrait”.

V. CONCLUSION

VERGE multimedia search engine allows for retrieving
and browsing large multimedia collections. Low- and high-
level visual and textual descriptors are extracted and enrich
the multimedia collection, offering fast and efficient retrieval
with respect to a given modality. Moreover, VERGE’s mul-
timodal fusion allows for combining all modalities for re-
trieving relevant-to-a-query multimodal objects, where queries
are served as an image collection. Finally, all images of the
multimedia databased are organized by color, and therefore,
allows for browsing in VERGEs image collections efficiently.

In the future, we plan to extend the present VERGE system
towards the retrieval of textual documents, images and video
scenes, utilizing also features from deep convolutional neural
networks. This direction requires the efficient but scalable
multimedia retrieval method from multiple modalities.
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