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Abstract This article introduces a n-gram- to automatic classification of Web

information that is useful for achi€vi ification based on its functionality. The approach
relies on word n-grams extracte s iee description to determine its membership
in a category. The experim« i arried shows promising results, achieving a

igrams (2-grams) of words (characteristics

Web services are reusable soO rough which you can build and integrate new
applications without having to ents of a system. Web services have now become

There are several public psitories: a) the SOAP Web Services directory supported by
Membrane; b) the Visua i eb Services repository; ¢) the XMethods Web service
S-TC is a collection of test services recovered with their

These an ics of the elements of a Web service. Web service descriptions
dard WSDL Ianguage such descrlptlon conS|sts of an XML-based text flle

error-prone ta most repositories offer keyword matchlng -based search mechanisms. In conjunction
with this proble act that service repositories are organized primarily by static structures that do
not allow flexible and d ic organization of services [3]. This research work has as its main objective
to improve the organizational structure of Web service repositories in a way that facilitates the discovery
of services. The main contribution of this article focuses on a Web services classification algorithm
using word n-grams. As a result, you get collections of Web services organized by themes, your search

is streamlined, consuming fewer resources, because it is done between services within the same category
[4], [5].
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2. Description of the Web Service

The recommended service description language for Web service deployment is called Web Service
Description Language (WSDL), which is currently a standard accepted by W3C. WSDL defines an
XML grammar to describe connected services as a collection of commuRigation nodes capable of
exchanging messages6. This work considers the WSDL 2.0 version, the and incorporating
significant changes to the service description with respect to WSDL version 1 0 changes the

Endpoint [6], [7].

WSDIL 1.1 WSDI. 2.0

definitions description

message

portlype

operation

3. Related works
Descriptions of web services, ontain free text (natural language), as well as
parameter names, data names, imple, operation names, and input-output parameters.
Various works have used this informati
tasks is to calculate the semapii ilarity between services [9], classify services based on their content
[10], and web service poolj hgscontext of Web services classification, approaches have been
proposed using the OWLS ction for a supervised classification [12].

4. Results

ion of Web services using their textual descriptions and parameter
ado d'by the text classification paradigm, which consists of associating
from the analysis of a text [13].

alyzes a collection of Web services for classification. The collection consists of the
nd its semantic extension in OWL-S of each service. Under this architecture, the
first stage is the extrae of texts from the description files of the Web services, for this purpose, a
WSDL and OWL-S file analyzer is performed in order to extract the text in natural language and the
names of the elements Relevant. The extracted texts are then pre-processed to obtain the lexical units
(simple words) that describe each service. The set of lexical units, characteristics of each web service,
are represented as 1-grams, 2-grams or 3-grams, by a weighting of the terms, in a vector space model
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[14]. Finally, vectors are used for the classification of services using a multilayer perceptron-type neural
network.

4.2 Extracting texts
Description documents (WSDL) and semantic description documents of fun
the collection of Web services, are analyzed in order to identify and extract tg

(OWL-S), from
mation, which

is useful to achieve the content-based classification. This extracts the conte me and
text Description tags from the Profile class from the functionality descrig ese tags
contain natural language text. From the WSDL, the name of the service (wsd , the name
of the operations (wsdl: operation name), and the names of the message data typ cted either
simple or complex (xsd: simple Type name and xsd: complex Type g . This natural language

information and service element names are used to represent and sify services based
on their content [16].

4.3 Preprocessing of texts
The first task, after having the text of the services, is wor
to find service names, operations, or data types with comp . To achieve the segmentation of
words, compound names are transformed into their sim that is, in lexical units,
considering the change from lowercase to uppercase an ord breakers. For example,
get Address Location or get_address_location are br i
[Address] [Location]. In addition, the texts of the ser
lowercase, elimination of punctuation marks and supp

D services, it iscommon

ed, by applying a conversion to
ords, that is, words that do not

The set of normalized and filtered lexical un S presented in the vector space model [19].

This model is used to represent texts in a ms as characteristics, which can be simple
lexical units (1-grams), two-word sequ any sequence of words (n-grams). In this
article we complement the vector sp del Wlth the word bag representation, which consists of a
collection of texts and their vecabulary (features). Each text in web services is represented as

a vector Sj = (wlj, w2j ...
frequency produced by the cha
vocabulary in text j of the Web service:
2-grams and 3-gram words_asgehsa

onent wij expresses the importance or weighted
unit(1-gram) or sequence of words (n-gram), of
rk we focus on measuring the influence of 1-grams,
vocabulary terms) within the vector space for the

There are different app ) galning the importance or weighting of vocabulary terms over a
an, a heavy frequency of occurrence of the term (TF), and a
e of the term in the text collection (TF-IDF). The Boolean
y assigning a value of 0 if the vocabulary term does not appear
1 if the term is present. Meanwhile, the frequency-based weight (TF) calculates
3 appears in a text: wij = TF(ti , Sj) [20].

the most frequent terms, however it is not a normalized weight that
can ca i Jes between vector components. Finally, you also have the weight based on the
nce of the term in the text collection (TF-IDF), which captures the importance of a
description text. This weight uses the frequency of occurrence of a vocabulary
Sj) and the inverse frequency that determines whether the term is common in the
collection of textsIDF(ti ;5j) = log |S| 1+|s€S : ti€s| . So, the final formula for TF-IDF calculation is
as follows: wij = TF(ti, Sj) X IDF(ti, Sj) [21].
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4.5 Web services classification
Web services classification is based on the vectors of each Boolean, TF, or TF-IDF weighted service.
The classification presented in this article is considered a supervised classification, this has been widely
used in the field of machine learning to estimate the predictor function ofigaeh class in our collection.
Therefore, the collection of web services will be divided into a training set 3 et for testing. The
objective of this stage is to build a web services classifier considering 9 cate : munication,
Economy, Education, Food, Geography, Medical, Simulation, Travel and at) [16].
The classification task is carried out using an artificial multilayer perc network
with supervised learning. The multilayer perceptron is an Artificial Neural ade up of

inspired by the biological neural networks of the human brain.
multilayer perceptron is a complex nonlinear function with a cted neural units,
[ services, and then
performs the corresponding parameter settings to outputpsimi vith the test data. The idea is
to evaluate the task of classifying services with the m 0
weights (Boolean, TF or TF-IDF) and the formation of ter , 2-grams and 3-grams), in order
to find the best solution in terms of Precision. The imple ultilayer perceptron-type
artificial neural network with supervised learning, for th services, has been carried
out using the WEKA tool [6].

4.6 Experimentation
The evaluation of the proposed approach was performed
which consists of 2245 services described using
seeded in the following categories: Communi
Simulation, Travel, and Weapon. This colle
the classification model and 352 for testing.
algorithm, artificial neural network of i
based on 1-grams, 2-grams and 3-grams,
TF and TF-IDF. All experiment confi ions were executed on the set of 1452 service descriptions to
achieve the learning of the predicti then evaluated with the set 352 test descriptions [11].
The evaluation of all expe using the Precision (P), Remembrance (R) and F
measure metrics widely used in sk, in our case, text classification. These metrics
compare the results of the classifier to with the trusted external values (seed web services),
using the following values: a is the number of correct predictions of the services

.0 of the OLWS-TC7 collection,
-S. The services in this collection are
, Education, Food, Geography, Medical,
0 two groups: 1452 for the learning of
atlon consists of evaluating the classification
ype, combining it with the representation

False Positive (FP) corresy. [ er of incorrect service classifier predictions that correspond
' finally False Negative (FN) is the number of incorrect service

ighting results for the terms 1-grams, 2-grams and 3-grams in the
es with the multilayer perceptron neural network.

in Table 1 and 2 show that the best alternative is to consider 2-gram term formation
ghting for the classification of Web services using a multilayer perceptron neural
ion achieves 99.5% of successfully classified services. The results of
ate the effectiveness of our approach to classifying Web services.

and their TFID
network. This con
experimentation demons
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Table 1. Results by category using TF weighting

1-grama 2-grama
category P R F P R

Communication | 0.75 | 0.68 | 0.75 | 0.73 | 0.71
Economy 078 | 0.7 |069]| 0.72 | 0.72
Education 0.74 | 0.68 | 0.68 | 0.77 | 0.73
Food 0.75 | 0.69 | 0.71| 0.76 | 0.68
Geography 0.76 | 0.71 |0.72| 0.7 0.7
Medicine 0.75 | 0.72 |0.73] 0.69 | 0.71
Simulation 0.78 | 0.73 | 0.68 | 0.68 | 0.72

Tourism 0.74 | 0.68 | 0.7 0.7 0.73

Armament 0.75 0.7 [ 068 | 0.69 | 0.68

Weight

Average 0.755 | 0.698 | 0.74 | 0.715

3-grama

category R F
Communication 1 1
Economy 1 1
Education 0.95 0.98
Food 0.96 0.99
Geography 0.98 1
Medicine 0.98 1
Simulation 0.99 0.98
Tourism 0.98 0.99
Armament 0.97 1
Weight
Average 0.978 | 0.999.5

5. Conclusions
This article has presented és classification approach using an artificial neural network of
multilayer perceptron type ' -grams. Several experiments have been presented, in which
the composition of vocabu ams, 2-grams and 3-grams) was combined with the weights
urrence, and frequency of inverse occurrence proportional to
ection). From this experimentation, it is noted that our web services
hieved 99.5%efficiency.

ork are: a) combinations of term compositions and their weights in
e classification of Web services; (b) extracting terms from the collection to form
e classification model, based on a multilayer perceptron neural network for the
classification 0 services through its DESCRIPTIONs OWLS and WSDL.
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