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Our research work is on the construction of new di�erentially δ-uniform families of vectorial

Boolean functions. Almost all of our families have explicit and compact univariate in a

polynomial representations with very few terms whose coe�cients are either in F2 or are

in a quadratic or cubic extension of it. Therefore they can be e�ciently implemented in

cryptographic applications. In addition, we have sub-families with high nonlinearity better

than most of the di�erentially δ-uniform families recently discovered. That implies that

they o�er very good resistance to di�erential cryptanalysis. Given a di�erentially δ- uniform

vectorial Boolean function F, we give a generalization of a well known theorem of Edel and

Pott (based on the APN-switching method of Dillon) for APN functions to di�erential δ-

uniform version. We introduce a new switching method for δ-uniform functions, so that from

a vectorial Boolean function F, and another univariate Boolean function f and a vector u,

we obtain all the switching neighbors of the form F+u · f (generalizing quadratic switching
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APN functions of Budaghyan, Carlet and Leander). Our method gives us necessary and

su�cient conditions so that these vectorial Boolean functions are di�erentially δ-uniform.

As applications we obtain explicit families of the form stated.

We also discover a new theorem for a dependent variable version of Edel and Dillon

on APN function, which provides a di�erent criterion. We algorithmically apply these new

theorems to discover new δ-uniform and new APN functions. Also, another new theorem,

with (i, j)-parameter families of functions, generalizes theorems of Budaghyan and Carlet,

when we select j = i. This way, we also obtain new cubic APN functions. Di�erent parameters

generalize other known results and others yield new families with strong nonlinearity and

algebraic degrees. Our functions o�er strong resistance to both �rst and second order Fourier

transform analysis (better than well known families, e.g. the Gold families).

The remarkable result that the function x3 + tr(x9) is an APN function discovered by

Budaghyan, Carlet, and Leander has not yet been generalized since 2008. Bracken, Byrne,

Markin, and McGuire computed the Walsh spectrum of such a quadratic function. We give

a generalization of that result.

We obtain new families of functions generalizing a result of Budaghyan, by replacing a

variable v by a polynomial u(v). We give a variation of the idea of switching neighbor of

Pott, and Pott-Budaghyan which yields further generalizations, leading to another new δ-

uniform family of functions. We also give a second generalization of these results. Also, we

formulate a narrow-sense switching technique along an axis. This technique helps us discover

two elegant di�erentially δ-uniform families for each even δ.

We include tables of the values of Walsh Spectrum and other cryptographic properties of

the Gold family over �nite �elds up to degree 15. These include values that have not been

computed by others. We thus show that there are cases where Gold families are weak with

respect to some cryptographic protocols such as nonlinearity and algebraic multiplicity.
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Several authors have shown results on quadratic functions of the type tr(x2a+1)+ tr(x2b+1)

(Fitgerald, Lahtonen, McGuire and Ward). We open di�erent directions, and give a lower

bound for the nonlinearity of the family of functions f(x) = x2k+1+(x2k+x+1)tr(x2k+1)tr(x2j+1).

We develop novel techniques to obtain such new families of functions. We apply our meth-

ods to study the Walsh spectrum and the nonlinearity pro�le of our families that are also

applicable to families of functions that contain Boolean terms of the form tr(bx2k+1).

We give new di�erentially 4-uniform permutations in even degree �eld extension. Thus,

we make a signi�cant contribution to an open problem of Bracken and Leander (only a few

results in this direction are known).
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CHAPTER 1

INTRODUCTION

Symmetric-key block ciphers are encryption systems in which both parties share the same

key or related keys. Some examples of symmetric-key block ciphers are Two�sh, Serpent,

DES, 3DES, AES, DES-like, etc. Data Encryption Standard (DES) algorithm is a symmetric-

key cipher selected in 1977 by the National Bureau of Standards as an o�cial Federal In-

formation Processing Standard for the USA and used worldwide until 2001 when it was

substituted by AES. For more information about DES and its properties (see Nyberg [30],

Matsui [29]).

Since that time, DES was considered insecure by several applications because of its small

key size, and, many attempts to increase the security have failed. DES has been extensively

analyzed to capture its weakness. Special attention has been focused on the nonlinear prop-

erties of the round function, the S-Boxes. As observed by Nyberg, security of the cipher can

be increased by replacing this round function by a function f with high nonlinear properties.

Function that provides resistance against di�erential cryptanalysis are called almost per-

fect nonlinear (APN) functions, or in more general terms, di�erentially δ-uniform functions.

When δ = 2, f is an APN function. See the precise de�nition of these functions in Section

1.1.

Since the emergence of the �rst examples of monomial APN functions (including the well

known Gold and Kasami-Welch functions), there exist now some in�nite families of non-

monomial APN functions and in general di�erentially δ-uniform functions.

The next two table list some known APN monomials and polynomials functions discovered

until now by many mathematicians (see Budaghyan et al. [5]).
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f(x) = xd Exponent d Constraints
Gold 2r + 1 (r, n) = 1

Kasami-Welch 22r − 2r + 1 (r, n) = 1
Welch 2r + 3 n = 2r + 1
Niho 2r + 2r/2 − 1 n = 2r + 1, r even

2r + 2(3r+1)/2 − 1 n = 2r + 1, r odd
Inverse 22r − 1 n = 2r + 1

Dobbertin 24r + 23r + 22r + 2r − 1 n = 5r

Table 1. Monomial APN functions

f(x) Constraints
x2s+1 + a2

t−1x2it+2rt+s
n = 3t, (t, 3) = (s, 3t) = 1, t ≥ 3

i ≡ st mod 3, r = 3− i, a is primitive in F2n

x2s+1 + a2
t−1x2it+2rt+s

n = 4t, (t, 2) = (s, 2t) = 1, t ≥ 3
i ≡ st mod 4, r = 4− i, a is primitive in F2n

ax2s+1 + a2
m
x2m+s+2m + bx2m+1+ n = 2m, m odd cj ∈ F2m , (s,m) = 1, s odd∑m−1

j=1 cjx
2m+i+2i a, b are primitive in F2n

ax2n−t+2t+s
+ a2

t
x2s+1

+ bx2n−t+1 n = 3t, (s, 3t) = 1, (3, t) = 1, 3|(t+ s)
a es primitive en F2n , b ∈ F2t

a2
t
x2n−t+2t+s

+ ax2s+1
+ bx2n−t+1 n = 3t, (s, 3t) = 1, (3, t) = 1, 3|(t+ s)

a es primitive en F2n , b ∈ F2t

a2
t
x2n−t+2t+s

+ ax2s+1
+ bx2n−t+1+ n = 3t, (s, 3t) = 1, (3, t) = 1, 3|(t+ s)

ca2
t+1x2t+s+2s a es primitive en F2n , b, c ∈ F2t , bc ̸= 1

x22k+2k + bxq+1 + cxq(2
2k+2k) n = 2m, m odd, c a power of (q − s)

but no a power of (q − 1)(2i + 1), cbq + b ̸= 0
x3 + trn1 (x

9)

x2k+1 + trnm(x)
2k+1 n = 2m = 4t, (n, k) = 1

Table 2. Nonmonomial APN functions

Some examples of di�erentially 4-uniform functions are shown in the table [8].

In this thesis we highly contribute to the study of di�erentially δ-uniform functions by

providing generalizations of previous methods, new methods, and new families of APN,

di�erentially 4-uniform, di�erentially 8-uniform functions that extend tables 2 and 3.

We also discover a new theorem for a dependent variable version of Edel and Dillon

on APN function, which provides a di�erent criterion. We algorithmically apply these new
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f(x) Constraints
x2i+1 n = 2k, k odd, (n, i) = 2

x22i−2i+1 n = 2k, k odd, (n, i) = 2
x−1 n even

x22i+2i+1 n = 4k, k odd

Table 3. Known highly nonlinear di�erentially 4 uniform permutations

theorems to discover new δ-uniform and new APN functions. Also, another new theorem,

with (i, j)-parameter families of functions, generalizes theorems of Budaghyan and Carlet,

when we select j = i. This way, we also obtain new cubic APN functions. Di�erent parameters

generalize other known results and others yield new families with strong nonlinearity and

algebraic degrees. Our functions o�er strong resistance to both �rst and second order Fourier

transform analysis (better than well known families, e.g. the Gold families).

The remarkable result that the function x3 + tr(x9) is an APN function discovered by

Budaghyan, Carlet, and Leander has not yet been generalized since 2008. Bracken, Byrne,

Markin, and McGuire computed the Walsh spectrum of such a quadratic function. We give

a generalization of that result.

We obtain new families of functions generalizing a result of Budaghyan, by replacing a

variable v by a polynomial u(v). We give a variation of the idea of switching neighbor of

Pott, and Pott-Budaghyan which yields further generalizations, leading to another new δ-

uniform family of functions. We also give a second generalization of these results. Also, we

formulate a narrow-sense switching technique along an axis. This technique helps us discover

two elegant di�erentially δ-uniform families for each even δ.

We include tables of the values of Walsh Spectrum and other cryptographic properties of

the Gold family over �nite �elds up to degree 15. These include values that have not been

computed by others. We thus show that there are cases where Gold families are weak with

respect to some cryptographic protocols such as nonlinearity and algebraic multiplicity.
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Several authors have shown results on quadratic functions of the type tr(x2a+1)+ tr(x2b+1)

(Fitgerald, Lahtonen, McGuire and Ward). We open di�erent directions, and give a lower

bound for the nonlinearity of the family of functions f(x) = x2k+1+(x2k+x+1)tr(x2k+1)tr(x2j+1).

We develop novel techniques to obtain such new families of functions. We apply our meth-

ods to study the Walsh spectrum and the nonlinearity pro�le of our families that are also

applicable to families of functions that contain Boolean terms of the form tr(b2
k+1).

We give new di�erentially 4-uniform permutations in even degree �eld extension. Thus,

we make a signi�cant contribution to an open problem of Bracken and Leander (only a few

results in this direction are known).

An Overview of the Thesis: Our research work is on the construction of new di�er-

entially δ-uniform families of vectorial Boolean functions. Almost all of our families have

explicit and compact univariate in a polynomial representations with very few terms whose

coe�cients are either in F2 or are in a quadratic or cubic extension. Therefore they can be

e�ciently implemented in cryptographic applications. In addition, we have sub-families with

high nonlinearity better than most of the di�erentially δ-uniform families recently discovered.

Therefore they o�er very good resistance to di�erential cryptanalysis [30]. Given a di�er-

entially δ- uniform vectorial Boolean function F, we give a generalization of a well known

theorem of Edel and Pott [21] (based on the APN-switching method of Dillon) for APN func-

tions to di�erential δ-uniform version. We introduce a new switching method for δ-uniform

functions, so that from a vectorial Boolean function F, and another univariate Boolean func-

tion f and a vector u, we obtain all the switching neighbors of the form F+u · f in Theorem

2.1.1 (generalizing quadratic switching APN functions of Budaghyan, Carlet and Leander

[?]. Our method gives us necessary and su�cient conditions so that these vectorial Boolean

functions are di�erentially δ-uniform. As applications we obtain explicit families of the form

stated.
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We also discover a new theorem for a dependent variable version of Edel and Dillon on APN

function, which provides a di�erent criterion. We algorithmically apply these new theorems

to discover new δ-uniform and new APN functions. Also, another new theorem, with (i, j)-

parameter families of functions, that generalizes theorems of Budaghyan and Carlet (Carlet

in [7], [4]), when we select j = i or i ̸= j (our Theorem 2.2.3). This way, we also obtain

new cubic APN functions. Di�erent parameters generalize other known results and others

yield new families with strong nonlinearity and algebraic degrees. Our functions o�er strong

resistance to both �rst and second order Fourier transform analysis (better than well known

families, e.g. the Gold families).

The remarkable result that the function x3 + tr(x9) is an APN function discovered by

Budaghyan, Carlet and Leander [6] (see also [21]), has not yet been generalized since 2008.

Bracken, Byrne, Markin, and McGuire [1] computed the Walsh spectrum of such a quadratic

function. We give a generalization of that result.

We obtain new families of functions generalizing a result of Budaghyan, by replacing a

variable v by a polynomial u(v). We give a variation of the idea of switching neighbor of Pott,

and Pott-Budaghyan which yields further generalizations, leading to another new δ-uniform

family of functions (Corollary 2.2.17). In de�nition 2.2.1 we give a slight variation of the

idea of switching neighbor, which allow us to make a second generalization of that, given

in Theorem 2.2.16. Also, using that de�nition 2.2.1 we discover two beautiful differentially

δ-uniform families as stated in Theorem 2.2.24.

We include tables of the Walsh spectrum and other cryptographic properties of the Gold

family over �nite �elds up to degree 15. These computations demonstrate that some of the

not yet studied Gold functions, especially with ∆ = 8 and 16 are unusually interesting. We

observe that some have of them have remarkable Walsh spectrum of the forms {2n−3, 2
n
2 , 0},

{2n−4, 2
n
2 , 0}, {2n+3

2 , 0} and {2n+5
2 , 0}. We and (we invite others) to investigate such functions

with non-traditional Walsh spectrum.
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Roy [34] uses some results of Fitzgerald [22] on quadratic functions with two trace terms,

trK/F2(x(x
2a + x2b)) where K is an �nite extension of F2, to generalize some results of Lah-

tonen, McGuire and Ward [26] on Gold and KasamiWelch functions. Then Roy obtains

the Walsh spectrum of these functions under certain conditions introduced by Lahtonen et

al. [26].

We study the product case to obtain other families of δ-uniform families. Some of our

compact families involve terms of the form tr(x2k+1)tr(x2j+1). The techniques developed by

Roy and others are not helpful in our analysis. Among new technique we develop in our

thesis is a lower bound for the nonlinearity of the family of functions f(x) = x2k+1 + (x2k +

x+1)tr(x2k+1)tr(x2j+1) given in the Theorems 2.2.16, 4.1.1 and 4,1,4. The method discussed

here can also be applied to study the Walsh spectrum and the nonlinearity pro�le of other

families of functions that contain boolean terms of the form tr(bx2k+1) (Theorem 2.2.16).

The AES (advanced encryption standard) uses the inverse function, which is known to be

a di�erential 4- uniform function. Finding di�erential 4- uniform permutation functions with

high nonlinearity on even degree �elds are a big challenge. In view of these reasons, in [2],

Bracken and Leander listed an open problem (it is still open, with few known results):

Open Problem Find more highly nonlinear permutations of even degree �elds with di�er-

ential uniformity of 4.

We give several families of 4-uniform functions for the case when n is even. Thus con-

tributing to a resolution of this open problem. Our 4-functions are of very compact form,

unlike those that have been discovered in literature for the even case. Our functions have

high nonlinearity. One can �nd a survey of prior results in Qu, Tan, Tan, and Li [33] of dif-

ferentially 4-uniform permutations families. Such families of functions are only a few, even

without the requirement of high nonlinearity (see also Carlet [10] and Zha [40]). To learn

about a class of sporadic binomials permutations with low di�erential uniformity (δ = 4,
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6) see [13]. Yu and Wang built di�erential 6 and 4- uniform permutations from the inverse

function [39].

It is known that if f is a permutation on F2n , then deg(f) ≤ n − 1. If it attains the

equality, Zhengbang Zha [40] calls it with optimal algebraic degree. In Section 5.1 we give

new di�erentially 4- uniform permutations with optimal algebraic degree (these are given in

Theorem 5.1.1). Most of our theorems also cover the case when n is odd. We also obtain not

only APN and but also 4 up to 8-uniform functions that have strong nonlinearity and other

desirability cryptanalytic pro�les suitable for applications (in Chapter 5).

Preliminaries:

Let F be any �eld, F[x] the polynomial ring with coe�cients in F, p(x) an irreducible

polynomial in F[x], and ⟨p(x)⟩ the ideal of F[x] generated by p(x). Then the quotient ring

F[x]/⟨p(x)⟩ is a �eld. In particular, if F = Fp (for p a prime number), p(x) irreducible of

degree n in Fp[x], then F[x]/⟨p(x)⟩ is a �nite �eld of order pn, the �eld of polynomials

of degree less than n in Fp[α]. Finite �elds were discovered by the French mathematician

Evariste Galois and then they are usually referred as Galois �elds. A �nite �eld of q elements

is usually denoted as Fq or GF(q) in honor to its discoverer. The number of elements in a

�nite �eld must be of the form pn, where p is a prime integer and n is a positive integer.

Finite �elds are unique up to isomorphisms.

The order of an element α in Fq is the smallest positive integer l such that αl = 1. Fq

always contains at least one element of order q−1, called a primitive element. For a primitive

element α, the (q − 1) consecutive powers of α, α0 = 1, α, α2, ..., αq−2, are all distinct, so

they are the (q − 1) nonzero elements of Fq. This exponential representation of the nonzero

elements of Fq provides a practical computation of the multiplication of two elements in Fq

by adding their exponents. For the case of the addition of two elements in Fq, exponential

representations must be reduced. A primitive element is a root of a primitive polynomial,

the irreducible polynomial p(x) in Fq[x] that is its minimal polynomial. The exponential
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representations for the nonzero elements of Fq are reduced modulo the primitive polynomial

to obtain polynomial representations of degree less than n, which are added using the usual

polynomial addition. As an example, let us consider the �nite �eld of 8 elements F8.

Example Let p(x) = x3 + x+ 1 be the primitive polynomial. Let α be a root of p(x). This

implies that α3 + α+ 1 = 0, or equivalently, α3 = α + 1.

Exponential Representation Polynomial Representation

1 = 1
α1 = α
α2 = α2

α3 = α + 1
α4 = α2 + α
α5 = α3 + α2 = α2 + α + 1
α6 = α3 + α2 + α = α2 + 1
0 = 0

Addition is performed using the polynomial representation. To compute α4 + α6 in GF(8),

one begins by substituting the polynomial representations for the exponential representations

α4 and α6. The polynomial sum of α4 + α6 may be reexpressed as a power of α.

α4 + α6 = (α2 + α) + (α2 + 1) = α + 1 = α3.
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1.1 Di�erential δ Uniformity

De�nition 1.1.1. f : Fpn → Fpn is almost perfect nonlinear (APN) if ∀ a ̸= 0, b ∈ Fpn , the

equation

f(x+ a)− f(x) = b,

has at most 2 solutions. Equivalently, for p = 2 :

|{f(x+ a)− f(x) : x ∈ F2n}| ≥ 2n−1, ∀ a ∈ F∗
2n .

The best known APN families of functions are the monomials:

Gold: x2i+1, where (i, n) = 1, and

Kasami-Welch: x22i−2i+1, where (i, n) = 1, and n is odd.

De�nition 1.1.2. f : F2n → F2n is di�erentially δ− uniform if ∀ a ̸= 0, b ∈ F2n , we have

that:

|{x ∈ F2n : f(x+ a)− f(x) = b}| ≤ δ,

De�nition 1.1.3. F : Fn2 → Fn2 is linear if F is a linearized polynomial over F2n , that is,

F (x) =
∑n−1

i=0 cix
2i ,

where ci ∈ F2n . Given any c ∈ F2n , F +c is called a�ne. We often embed the linear functions

into the class of a�ne ones. If you need to refer to the case c ̸= 0, you will say strictly a�ne.

De�nition 1.1.4. A polynomial f ∈ F2n [x] is quadratic if ∀k ∈ F∗
2n , the function

Q(x) = f(x+ k) + f(x) + f(k)

is a linearized polynomial in x, or equivalently, if it is F2- linear.
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De�nition 1.1.5. Let G,A1, A2 : F2n → F2n , and A1, A2 are a�ne permutations, then:

G and A1oGoA2 are called a�ne equivalent (AE).

G and A1oGoA2 + A are called extended a�ne equivalent (EAE), for any a�ne A.
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1.2 Nonlinearity Approach via Reed-Muller Codes

Let v = (v1, v2, · · · , vm) denote a vector which ranges over Fm2 , and f a vector of length 2m

obtained from a Boolean function f(v1, v2, · · · , vm) over Fm2 .

De�nition 1.2.1. (Reed-Muller Codes) ( [28], [14])

The rth order binary Reed-Muller code R(r,m) of length n = 2m, for 0 ≤ r ≤ m, is the

set of all vectors f, where f(v1, v2, · · · , vm) is the corresponding Boolean function which is a

polynomial of degree at most r. The degree of a Boolean function f is called its algebraic

degree.

The �rst-order Reed-Muller code R(1,m) consists of all vectors u01+
∑m

i=1 uivi, ui ∈ {0, 1},

corresponding to linear Boolean functions.

For any vector u = (u1, u2, · · · , um) in Fm2 , f(u) will denote the value of f at u, or equally

the component of f in the place corresponding to u.

It will be convenient to have a name for the real vector obtained from a binary vector f

by replacing 1′s by −1′s and 0′s by +1′s-call it F . Thus the component of F in the place

corresponding to u is

F (u) = (−1)f(u).

Hadamard transforms and Cosets of R(1,m)

The Hadamard transform of a real vector F is given by

F̂ (u) =
∑

v∈Fm
2
(−1)u.vF (v), u ∈ Fm2 ,

=
∑

v∈Fm
2
(−1)u.v+f(v). (1)

F̂ is a real vector of length 2m. Alternatively,
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F̂ = FH,

where H is the 2m × 2m symmetric Hadamard matrix given by

H = (Hu,v), Hu,v = (−1)u.v, u, v ∈ Fm2 .

Consequently,

F = 1
2m

F̂H,

or

F (v) = 1
2m

∑
v∈Fm

2
(−1)u.vF̂ (u).

Observe from (1) that F̂ (u) is equal to the number of 0's minus the number of 1's in the

binary vector

f+
∑m

i=1 uivi

Thus

F̂ (u) = 2m − 2dist{f,
∑m

i=1 uivi},

or

dist{f,
∑m

i=1 uivi}=
1
2
{2m − F̂ (u)}.

Also

dist{f, 1 +
∑m

i=1 uivi}=
1
2
{2m + F̂ (u)}, u ∈ Fm2 .

Now the weight distribution of that coset (of a code C) which contains f gives the distances

of f to the linear codewords of C. Therefore we have proved:

Theorem 1.2.1 ( [28]). The weight distribution of the coset of R(1,m) which contains f is

1
2
{2m ± F̂ (u)} for u ∈ Fm2 .
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The weight distribution of the coset containing f is thus determined by the Hadamard

transform of F.

De�nition 1.2.2. (Nonlinearity) The nonlinearity of a Boolean function f , is de�ned to

be NL(f) = d(f,RM(1,m)) (i.e. the distance of f from RM(1,m)). Therefore it is also the

weight of the coset f +RM(1,m). And it also equal to the value attained in Theorem 1.2.1.

Corollary 1.2.2. The covering radius of the Reed-Muller code R(1,m), ρ(RM(1,m)) =

maxfNL(f), where f varies over all Boolean function of order ≤ m.

Proposition 1.2.3. (Covering Radius Bound) ρ(R(r, n)) ≤ 2n−1 − 2(n/2)−r.

Bent Functions

De�nition 1.2.3. [28]

A Boolean function f(v1, v2, · · · , vm) is called bent if the Hadamard transform coe�cients

F̂ (u) given by Equation (1) are all ±2
m
2 , when m is even.

Theorem 1.2.4. A bent function f(v1, v2, · · · , vm) is further away from any linear function

a01 +
∑m

i=1 aivi

then any other Boolean function. More precisely, f(v1, v2, · · · , vm) is bent i� the correspond-

ing vector f has distance 2m−1± 2
m
2
−1 from every codeword of R(1,m). If f is not bent, f has

distance less than 2m−1 − 2
m
2
−1 from some codeword of R(1,m).

Theorem 1.2.5. If f(v1, v2, · · · , vm) is bent and m > 2, then deg f ≤ 1
2
m.

A continuation some families of bent functions.

Theorem 1.2.6.

h(u1, · · · , um, v1, · · · , vn) = f(u1, · · · , um) + g(v1, · · · , vn)

is a bent function (of m+ n arguments) i� f and g are bent functions.
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Corollary 1.2.7.

v1v2 + v3v4 + · · ·+ vm−1vm

is a bent function, for any even m ≥ 2.

Theorem 1.2.8. For any function g(v1, · · · , vm), the function

f(u1, · · · , um, v1, · · · , vm) =
∑m

i=1 uivi + g(v1, · · · , vm)

is bent.

Vectorial Boolean Functions

De�nition 1.2.4. Let n and m be two positive integers. The functions from Fn2 to Fm2 are

called (n,m)-functions, vectorial Boolean functions or S-Boxes. The term S-Box is the most

often used in cryptography, but is dedicated to the vectorial functions whose role is to provide

confusion into the system.

De�nition 1.2.5.We shall call Walsh transformWF of an (n,m)- function F as the function

which maps any ordered pair (u, v) ∈ Fn2 × Fm2 to
∑

x∈Fn
2
(−1)v.F (x)⊕u.x.

From now on in the rest of this chapter and the thesis, wherever suitable, as vector spaces,

we will identify the extension �eld F2n with its isomorphic vector space Fn2 over F2. When

n = m, then the Walsh transform of any (n, n)-vectorial Boolean function can be represented

in the special form as

WF (u, v) =
∑

x∈F2n
(−1)tr(vF (x)+ux),

where tr(x) =
∑n−1

i=0 x2i is the trace function from F2n into F2, and where F is now represented

uniquely as function over the �eld F2n (see [11] ). The setWF = {WF (u, v) : u, v ∈ F2n , v ̸= 0}

is called the Walsh Spectrum of the function F (to read about Classical Walsh Spectrum

see [21]). The set {|WF (u, v)| : u, v ∈ F2n , v ̸= 0} is called the extended Walsh spectrum of F,

and Walsh support of F the set of those (u, v) such that WF (u, v) ̸= 0.
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A generalization to (n,m)- functions of the notion of the nonlinearity of Boolean functions

have been studied by Nyberg [31], Chabaud and Vaudenay [12]:

De�nition 1.2.6. Given a (n,m)-vectorial Boolean function F , for any non-zero v ∈ Fm2 ,

the component function along v is de�ned to be the from Fn2 to F2, as the function that maps

x to v.F (x). The nonlinearity of this component function is the nonlinearity of this Boolean

function.

De�nition 1.2.7. [11] The nonlinearity NL(F ) of an (n,m)- function F is the minimum

nonlinearity of all the component functions x ∈ Fn2 → v.F (x), v ∈ Fm2 , v ̸= 0.

In other words, NL(F ) equals the minimum Hamming distance between all the component

functions of F and all a�ne functions on n variables. This quanti�es the level of resistance

of the S-box to the linear attack.

The nonlinearity and the maximal magnitude of its Walsh transform have the following

relation:

NL(F ) = 2n−1 − 1
2
maxu∈Fn

2 , v∈Fm∗
2
|WF (u, v)|.

The covering radius of the �rst-order Reed-Muller code of length 2n is upper bounded by

2n−1 − 2
n
2
−1.

Therefore, from the upper bound on the ρ(RM(1, n)) (from Proposition 1.2.3 , we have the

upper bound, for any (n,m)-vectorial Boolean function F :

NL(F ) ≤ 2n−1 − 2
n
2
−1. (2)

Therefore, n = m, the upper bound is obtained only when n is even (see [11]). That is, for

n even, the Boolean function gives the coset of highest weight; that is the weight of this coset

is equal to the covering radius. In the odd n case, there are some conjectures. For further

reference on the covering radius go to by Cohen, Karpovsky, and Schatz in [15], [14].
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De�nition 1.2.8. A (n,m)- function is called bent if it achieves the covering radius bound

(2) with equality.

The notion of bent vectorial function is invariant under composition on the left and on

the right by a�ne automorphisms and by the addition of a�ne functions. Clearly, an (n,m)-

function is bent if and only if all the component functions v.F , v ̸= 0 of F are bent (i.e.

each achieves the same bound). Hence, the algebraic degree of any bent (n,m)- function is

at most n/2.

De�nition 1.2.9. The (n, n)- functions F which achieve the bound of Theorem 1 with

equality - that is, NL(F ) = 2n−1 − 2
n−1
2 (n odd)- are called almost bent (AB) or maximum

nonlinear.

Since bent n-variable Boolean functions exist only if n is even, bent (n,m)- functions exist

only under this same hypothesis. According to the following Nyberg's result, (n, n)- bent

functions do not exist:

Proposition 1.2.9. Bent (n,m)- functions exist only if n is even and m ≤ n/2.

The almost bent (AB) functions are those (n, n)- functions whose Walsh Spectrum WF

equals {0,±2
n+1
2 } as it is proven in [13] (indeed, the maximum of a sequence of nonnegative

integers equals the ratio of the sum of their squares over the sum of their values if and only

if these integers take at most one nonzero value). Note that this condition does not depend

on the choice of the inner product.

For n even, the maximum nonlinearity of function F is not yet known, which is conjectured

to be 2n−1 − 2
n
2 .
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Function d Conditions Nonlinearity Reference

Gold 2i + 1 gcd(i, n) = 1 2n−1 − 2
n−1
2 , n odd [30], [21]

2n−1 − 2
n
2 , n even

Kassami 22i − 2i + 1 gcd(i, n) = 1 2n−1 − 2
n−1
2 , n odd [25], [26], [21]

2n−1 − 2
n
2 , n even

Welch 2t + 3 n = 2t+ 1 2n−1 − 2
n−1
2

Table 4. Nonlinearities of known APN monomials, xd, over Fn2

There exists a bound on the algebraic degree of AB functions, similar to the bound for bent

functions:

Proposition 1.2.10. [11] Let F be any (n, n)- function (n ≥ 3). If F is AB, then the algebraic

degree of F is less than or equal to (n+ 1)/2.

Proposition 1.2.11. [11] Every AB function is APN.

1.3 Dillon Switching Construction

We introduce group ring (a free module) notation useful to describe the technique of

switching an APN function [21], [20], [19], i.e., obtain functions with low di�erential unifor-

mity by changing a component function of a known such function, that was �rst observed by

John Dillon. Let F be an arbitrary �eld (the elements of this ring are the scalars) and (G,+)

an abelian group (its elements are the basis). Let the set F[G], which consists of all elements

of the form
∑

g∈G agg, where ag ∈ F and each g of G is considered, together with the addition

in a component-wise fashion, multiplication and the scalar multiplication, which are de�ned

respectively as
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g∈G agg +

∑
g∈G bgg :=

∑
g∈G(ag + bg)g,

∑
g∈G agg .

∑
g∈G bgg :=

∑
g∈G(

∑
h∈G ahbg−h)g, and

α.
∑

g∈G agg :=
∑

g∈G(αag)g,

(F[G],+, ., .) becomes an algebra, the so called group algebra.

Given a (n, n) function, F : Fn2 → Fn2 , consider the group algebra F[Fn2 × Fn2 ], where the

formal sums
∑

v∈Fn
2
c(v)(v, F (v)), c(v) ∈ F, denote it's elements. We focus on the case c(v) ∈

F2 ⊆ F. We associate a group algebra element corresponding to the graph of the function

F , GF :=
∑

v∈Fn
2
1(v, F (v)), which consists of all pairs (v, F (v)), v ∈ Fn2 .

Let U a subgroup of G, consider the following canonical group homomorphism:

φU : G → G
U

g g + U .

φU can be extended by linearity to a homomorphism from F[G] to F[G
U
] :

φU : F[G] → F[G
U
]

D =
∑

g∈G agg φU(D) :=
∑

g∈G ag(g + U)

φU(D) =
∑

g∈G ag(g + U) =
∑

g+U∈G
U
(
∑

h∈g+U ah)(g + U), the last sum is in terms of the

cosets g+U , where we take the sum of all coe�cients ah, such that h+U = g+U . IfD has only

coe�cients (ag) 1 or 0, so thatD =
∑

g∈G, ag=1 1g corresponds to a setD = {g : ag = 1} ⊆ G,

then the coe�cient of g + U in φU(D) is the following sum in F:

∑
h∈g+U

ah(∈ {0, 1}) =
∑

h∈g+U, ah=1

1 =
∣∣D ∩ (g + U)

∣∣.
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In particular, if each coset of U meets D in at most one element, i.e.
∣∣(g+U)∩D

∣∣ ∈ {0, 1},

∀g ∈ G, then:

φU(D) =
∑

g+U∈G
U

∣∣(g + U) ∩D
∣∣(g + U) =

∑
g+U∈G

U
,

∣∣(g+U)∩D
∣∣=1

g + U

and it has only coe�cients 0 and 1. This is the case if U is a subgroup of (≤) {0} × Fn2 .

De�nition 1.3.1. [21] Let U be a subgroup of Fn2 × Fn2 . We say that the functions F and

H : Fn2 → Fn2 are switching neighbours with respect to U if φU(GF ) = φU(GH). We say

that F and H are switching neighbours in the narrow sense if U ≤ {0}×Fn2 and dim(U) = 1.

If F and H are switching neighbors with respect to U , we may obtain H from F by �rst

projecting GF onto φU(GF ), and then lifting this element to GH , which give us the images

of H.

U ≤ {0} × Fn2 has the advantage that the coe�cients of φU(GF ) are 0 and 1 only, since

the cosets of {0} × Fn2 (and therefore also the cosets of U) meet GF no more than once, at

(0, F (0)). GF can be seen as our D above. In this case, φU(GF ) corresponds to a mapping

FU : Fn2 → Fn
2

U ′ with FU(v) := F (v) + U ′ and U ′ = {u : (0, u) ∈ U}, where U ′ is basically the

same as U .

Now we study the equation φU(GF ) = φU(GH) in more detail. First consider φU(GF ):

φU(GF ) =
∑
x∈Fn

2

1((x, F (x)) + U) =
∑

(x,F (x))+U ∈
Fn2×Fn2

U

(
∑

h∈ (x,F (x))+U

1h)((x, F (x)) + U)

as a formal sum in F[F2n×F2n

U
]. Then φU(GF ) = φU(GH) as group ring elements if and only

if φU(GF ) − φU(GH) =
∑

x∈Fn
2
0((x, F (x)) + U) =

∑
x∈Fn

2
0{(x, F (x) + u) : u ∈ U ′}. Then
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{(x, F (x) + u) : u ∈ U ′} = {(x,H(x) + u) : u ∈ U ′}, ∀x ∈ Fn2 , i.e. {F (x) + u : u ∈ U ′} =

{H(x) + u : u ∈ U ′}, ∀x ∈ Fn2 ⇔ H(x) ∈ F (x) + U ′, ∀x ∈ Fn2 .

Proposition 1.3.1. Let F , H : Fn2 → Fn2 , and let U ≤ {0} × Fn2 . Then

FU = HU i� (0, F (v)−H(v)) ∈ U , ∀ v ∈ Fn2 .

If U = {(0, 0), (0, u)}, then FU = HU i� there is a Boolean function f : Fn2 → F2 such that

H(v) = F (v) + f(v).u.

Proof: The �rst part of the proposition is given by de�nition, for the second part the function

f is de�ned via

f(v) :=

 0, if F (v) = H(v),

1, else.

The functions F (x) = x3 and H(x) = x3 + tr(x9) are switching neighbours in the narrow

sense: Take the 1-dimensional subspace U generated by (0, 1) ∈ Fn2 × Fn2 . Then φU(GF ) =

φU(GH). We note that this does not prove that x3 + tr(x9) is an APN function.

The aforementioned proposition shows that one may obtain all switching neighbors of F in

the narrow sense (with respect to a one-dimensional subspace) by adding a Boolean function

f times a vector u ̸= 0. Let F be an APN function, the following theorem of Edel and

Pott [21] gives a necessary and su�cient condition for f to produce another (not necessarily

equivalent) APN function by the application of the switching method:

Theorem 1.3.2. [21] Assume that F : Fn2 → Fn2 is an APN function. Let u ∈ Fn2 , u ̸= 0,

f : Fn2 → F2 be a Boolean function, and H(v) := F (v) + f(v).u. Then:

H is an APN function ⇐⇒

For all x, y, a ∈ Fn2 , [F (x) + F (x+ a) + F (y) + F (y + a) = u (2)
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implies f(x) + f(x+ a) + f(y) + f(y + a) = 0]

Proof:

We will prove the contrapositive of both statements, dividing each into separate cases:

Case 1: H is not APN =⇒ [∃ x, y, a ∈ Fn2 such that [F (x)+F (x+a)+F (y)+F (y+a) = u

and f(x) + f(x+ a) + f(y) + f(y + a) = 1( ̸= 0) ]]

Proof:

H is not APN, then ∃ a ̸= 0, b ∈ Fn2 such that the equation H(x + a) + H(x) = b has

exactly 4 solutions x, x+ a, y, y + a. That is two values that satisfy equation (1):

F (x+ a) + uf(x+ a) + F (x) + uf(x) = b

F (x+ a) + F (x) + u(f(x+ a) + f(x)) = b (1)

and two values that satisfy equation (2):

F (y + a) + uf(y + a) + F (y) + uf(y) = b

F (y + a) + F (y) + u(f(y + a) + f(y)) = b. (2)

Subcase 1.1: Suppose that f(x+ a) + f(x) = 0. Given this case, Equation (1) is reducted

to:

F (x+ a) + F (x) = b (3)

f(y + a) + f(y) can not be 0, because otherwise Equation (2) becomes:

F (y + a) + F (y) = b. (4)

From (3) and (4) ∆aF (x) = b has 4 solutions x, x + a, y, y + a, which contradicts the fact

that F is APN. Thus f(y + a) + f(y) = 1.

In summary, if f(x+ a) + f(x) = 0, then f(y + a) + f(y) = 1. On the other hand, using the

same procedure, f(x+ a) + f(x) = 1 then f(y + a) + f(y) = 0.
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Without loss of generality, we consider the sub case f(x+a)+f(x) = 0 and f(y+a)+f(y) = 1.

From Equation (1) we have:

F (x+ a) + F (x) + u(0) = b

F (x+ a) + F (x) = b and f(x+ a) + f(x) = 0. (5)

From Equation (2) we have:

F (y + a) + F (y) + u(1) = b and f(y + a) + f(y) = 1 (6)

Adding equations (5) and (6), we have:

F (x+ a) + F (x) + F (y + a) + F (y) = u and

f(x+ a) + f(x) + f(y + a) + f(y) = 1.

Subcase 1.2: If we assume f(x+ a) + f(x) = 1 (this makes f(y + a) + f(y) = 0), then we

reach the same conclusion.

Case 2: [There exists 4 elements x, x + a, y, y + a in Fn2 , where a ̸= 0, such that [F (x) +

F (x+ a) + F (y) + F (y + a) = u and f(x) + f(x+ a) + f(y) + f(y + a) = 1]] =⇒ H is not

APN.

Proof:

Let F (x + a) + F (x) = b, for some b in Fn2 . Substituting this into the equation F (x) +

F (x+ a) + F (y) + F (y + a) = u, we have:

F (y + a) + F (y) = b+ u.

Subcase 2.1: If f(x+ a) + f(x) = 0 (recall this makes f(y + a) + f(y) = 1), then:

H(x) +H(x+ a) = F (x) + F (x+ a) + (f(x+ a) + f(x))u = b and

H(y) +H(y + a) = F (y) + F (y + a) + (f(y + a) + f(y))u = b+ u+ (1)u = b.
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Thus the equation ∆aH(x) = b has 4 solutions, x, x+ a, y, y + a, and H as such cannot be

APN.

Subcase 2.2: If f(x+ a) + f(x) = 1 (recall this makes f(y + a) + f(y) = 0), then:

H(x) +H(x+ a) = F (x) + F (x+ a) + (f(x+ a) + f(x))u = b+ u and

H(y) +H(y + a) = F (y) + F (y + a) + (f(y + a) + f(y))u = b+ u.

Thus the equation ∆aH(x) = b+u has 4 solutions, x, x+a, y, y+a, and H cannot be APN.

Budaghyan and Carlet discovered the beautiful general example ( [6], [21], [20], [19]) that

the switching neighbour of x3 in the narrow sense with respect to U = {(0, 0), (0, 1)}, given

by x3 + tr(x9), is APN. They prove a theorem that is based on quadratic APN functions,

linear Boolean functions, and quadratic Boolean functions. As a consequence they prove that

x3 + tr(x9). We directly prove it using Theorem 1.3.2 and using elementary means to shows

that x3 + tr(x9) is APN.

Theorem 1.3.3. The function x3 + tr(x9) is APN over Fn2 .

Proof:

We will show the result using Theorem 1.3.2, where F (x) = x3 is the APN function F on

Fn2 , the nonzero vector u = 1, and the Boolean function f(x) = tr(x9). Let any x, y, a ∈ Fn2

such that F (x) +F (x+ a) +F (y) +F (y+ a) = u, that is x2a+ a2x+ y2a+ a2y = 1. By the

hypothesis F (x) + F (x+ a) + F (y) + F (y + a) = u and u ̸= 0, then a can't be zero. Then:

(x+ y)2a = a2(x+ y) + 1

⇒ (x+ y)2 = a(x+ y) + 1
a

⇒ (x+ y)4 = a2(x+ y)2 + 1
a2

⇒ (x+ y)4 = a2(a(x+ y) + 1
a
) + 1

a2

⇒ (x+ y)4 = a3(x+ y) + a+ 1
a2
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⇒ (x+ y)8 = a6(x+ y)2 + a2 + 1
a4

⇒ (x+ y)8 = a7(x+ y) + a5 + a2 + 1
a4

So, multiplying by a (we get the conjugates a6, a3) and applying the trace:

tr((x+ y)8a+ a8(x+ y)) = tr(a6 + a3) + tr( 1
a3
) = tr( 1

a3
)

The equation x2a+a2x = 1 implies that a (or x) belong to a set of small cardinality. Since

F (x) +F (x+ a) = x2a+ a2x+F (a) = 1+ a3, F (x) +F (x+ a) = 1+ a3, could have 2 or no

solution (because F is APN). In the following, for the set of all a′s we will verify that tr( 1
a3
)

is a constant. Dividing by a3, the equation (x+ y)2a = a2(x+ y) + 1 becomes:

(x+y
a
)2 + x+y

a
= 1

a3
,

then tr( 1
a3
) = 0.

Then for those x, y, a such that F (x) + F (x+ a) + F (y) + F (y + a) = u, we obtain:

f(x) + f(x+ a) + f(y) + f(y + a) = tr((x+ y)8a+ a8(x+ y)) = 0.

Remark Also by application of Theorem 1.3.2 we found that, for n even, the function

x3 + tr(x3) is APN over Fn2 .
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CHAPTER 2

CONSTRUCTION OF NEW DIFFERENTIALLY δ-UNIFORM FAMILIES

One of our main contributions in this chapter is Theorem 2.1.1. In this theorem, we give a

general framework for constructing new δ- uniform functions from given ones. As applications

of our new Theorem 2.1.1, we derive other theorems. Theorem 1, given in [6] by Budaghyan

et al., establishes a general approach for constructing new quadratic APN functions from

known ones there are families of functions of this class that also are obtained from Theorem

2.1.1. The well known function of Budaghyan et al., B(x) = x3+ tr(x9), belongs to this class

of functions. We also show that our new Theorem 2.1.3 is a generalization of the previously

mentioned result. Theorem 2.1.1 implies Theorem 2.1.3.

We generalize a Theorem of Edel and Pott on obtaining new APN functions from existing

APN functions. Our generalization gives new δ- uniform functions from existing δ- uniform

functions. In particular our Theorem 2.1.1 implies Theorem 1.3.2 of Edel [21], [20], [19] (which

is one important result on APN functions and their resistance to di�erential cryptanalysis).

We also discover a new theorem (Theorem 2.1.2) that is an independent variable version

of the Edel- Dillon Theorem on APN function, but it provides di�erent criteria. Next in this

research, we algorithmically apply these new theorems to discover new δ-uniform and new

APN functions.

Moreover, we provide concrete examples of di�erentially δ-uniform switching neighbors

where Theorems 2.1.1 and 2.1.3 apply but not the results of Theorem 1.3.2 [21] of Edel and

Pott nor the results of Theorem 1 of Budaghyan et al. [6].



c⃝ 2020 Roberto Reyes Carranza

38/131

2.1 Di�erentially δ-Uniform Switching Neighbours in the Narrow Sense

Given a di�erentially δ-uniform function F , our following theorem generalize Theorem

1.3.2 of Edel and Pott [21] which is given only for APN functions, to the di�erential uniform

case, giving a necessary, and su�cient condition for f to get all the di�erentially δ- uniform

switching neighbors of F , in the narrow sense, with respect to a one-dimensional subspace:
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Theorem 2.1.1. [Di�erentially uniform version]

Assume that F : Fn2 → Fn2 is a differentially δ-uniform function. Let u ∈ Fn2 , u ̸= 0, f : Fn2 →

F2 be a Boolean function, A = {x ∈ Fn2 ; f(x+a)+f(x) = 0}, B = {x ∈ Fn2 ; f(x+a)+f(x) =

1}, and H(v) := F (v) + f(v).u. Then:

H is a differentially δ-uniform function ⇐⇒

[For all a ̸= 0, and δ + 2 values xi ∈ A ̸= ∅ andx′
j ∈ B ̸= ∅,

[F (xi) + F (xi + a) + F (x′
j) + F (x′

j + a) = u (2)

implies f(xi) + f(xi + a) + f(x′
j) + f(x′

j + a) = 0 ]].

Proof:

We will prove the contrapositive of both statements, dividing each into separate cases:

Case 1: H is not differentially δ-uniform =⇒ [∃ δ + 2 values xi ∈ A ̸= ∅ andx′
j ∈ B ̸= ∅,

where a ̸= 0, such that [F (xi) + F (xi + a) + F (x′
j) + F (x′

j + a) = u and f(xi) + f(xi + a) +

f(x′
j) + f(x′

j + a) = 1 ]].

Proof:

H is not differentially δ-uniform, then ∃ a ̸= 0, b ∈ Fn2 such that the equation H(x+ a) +

H(x) = b has at least δ + 2 solutions. If we assume all solutions are in only one of the two

sets A or B. That is the solution set S is a subset of one, A or B. Then, for any x ∈ S,

∆aH(x) = F (x+ a) + uf(x+ a) + F (x) + uf(x) = F (x+ a) + F (x) + u(f(x+ a) + f(x)) =

F (x+ a) + F (x) + u(ε) = b, for some ε ∈ F2. Then:

For any x ∈ S, F (x+ a) + F (x) = b+ εu, where b+ εu is constant. (1)

From (1) we would have that the equation for the uniform di�erentiability of function F ,

∆aF (x) = b+εu, has |S| ≥ δ+2 solutions, which contradicts the fact that F is differentially

δ-uniform. Thus, S ∩ A ̸= ∅ and S ∩B ̸= ∅.

Then, ∀xi ∈ S ∩ A, ∀x′
j ∈ S ∩B:
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F (xi + a) + F (xi) = b+ u(0) and f(xi + a) + f(xi) = 0, and (2)

F (x′
j + a) + F (x′

j) = b+ u(1) and f(x′
j + a) + f(x′

j) = 1. (3)

Adding the systems of equations (2) and (3), there are δ + 2 values xi ∈ A ̸= ∅ andx′
j ∈

B ̸= ∅, where a ̸= 0, such that:

F (xi + a) + F (xi) + F (x′
j + a) + F (x′

j) = u and

f(xi + a) + f(xi) + f(x′
j + a) + f(x′

j) = 1.

Case 2: Conversely, [There exists δ+2 elements xi in A ̸= ∅ andx′
j in B ̸= ∅, where a ̸= 0,

such that [F (xi)+F (xi+a)+F (x′
j)+F (x′

j+a) = u and f(xi)+f(xi+a)+f(x′
j)+f(x′

j+a) = 1]]

=⇒ H is not differentially δ-uniform.

Proof:

Let F (xi0 +a)+F (xi0) = b, for some (xi0 , b) ∈ A×Fn2 . Substituting this into the equation

F (xi) + F (xi + a) + F (x′
j) + F (x′

j + a) = u, we have:

F (x′
j + a) + F (x′

j) = b+ u, ∀x′
j ∈ B.

Thus, F (xi)+F (xi+a)+F (x′
j)+F (x′

j+a) = F (xi)+F (xi+a)+ b+u = u, ∀xi ∈ A. Then:

F (xi + a) + F (xi) = b, ∀xi ∈ A.

Then:

H(xi) +H(xi + a) = F (xi) + F (xi + a) + (f(xi + a) + f(xi))u = b and

H(x′
j) +H(x′

j + a) = F (x′
j) + F (x′

j + a) + (f(x′
j + a) + f(x′

j))u = b.

Thus the equation ∆aH(x) = b has δ + 2 solutions, xi ∈ A, x′
j ∈ B, and H as such can not

be differentially δ-uniform.
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The following theorem can simplify the calculations to verify if a function of the form

F (v + f(v).u) is APN, we give this without demonstration.

Theorem 2.1.2. Assume that F : Fn2 → Fn2 is an APN function. Let u ∈ Fn2 , u ̸= 0, and

f : Fn2 → F2 a Boolean function. Then F (v + f(v).u) is an APN function if and only if

∀ a ̸= 0, x ̸= y ∈ Fn2 ,

F (x)+F (x+a)+F (y)+F (y+a+u) = 0 =⇒ (f(x) = 1 ∨ f(x+a) = 1 ∨ f(y) = 1 ∨ f(y+a) = 0),

F (x)+F (x+a)+F (y+u)+F (y+a) = 0 =⇒ (f(x) = 1 ∨ f(x+a) = 1 ∨ f(y) = 0 ∨ f(y+a) = 1),

F (x)+F (x+a)+F (y+u)+F (y+a+u) = 0 =⇒ (f(x) = 1∨ f(x+a) = 1∨ f(y) = 0∨ f(y+a) = 0),

F (x)+F (x+a+u)+F (y+u)+F (y+a) = 0 =⇒ (f(x) = 1∨ f(x+a) = 0∨ f(y) = 0∨ f(y+a) = 1),

F (x) + F (x+ a+ u) + F (y + u) + F (y + a+ u) = 0 =⇒ (f(x) = 1 ∨ f(x+ a) = 0 ∨ f(y) =

0 ∨ f(y + a) = 0),

F (x+ u) + F (x+ a) + F (y + u) + F (y + a+ u) = 0 =⇒ (f(x) = 0 ∨ f(x+ a) = 1 ∨ f(y) =

0 ∨ f(y + a) = 0).

The famous result that the function B(x) = x3 + tr(x9) (equivalently x3 + a−1tr(a3x9), where

a ̸= 0) is differentially 2-uniform, found by Budaghyan, Carlet, and Leander in [6], [21], B(x) has

not been generalized since 2008. In a di�erent way, Irene Villa [37] (2019) has studied functions of

the form L1(x
3) + L2(x

9), where L1, L2 are linear functions. On the other hand, Bracken, Byrne,

Markin, and McGuire [1] computed the Walsh spectrum of such quadratic function. Next, we give

the new theorem (with a plain proof) which is a generalization of the B of Budaghyan et al.

Theorem 2.1.3. Let F (x) = x3 + µtr(G(x)) be a differentially δ-uniform function over Fn2 , where

G is any polynomial, δ is 2 (or 4), and µ̄ ̸= 0 and µ ∈ Fn2 . Then, the following switching neighbours

of F in the narrow sense are differentially δ-uniform over Fn2 :

a) Γ1(x) = x3 + µtr(G(x)) + µ̄tr(x9), where µ, µ̄ are cubic roots of the unit (µ3 = µ̄3 = 1).

b) Γ2(x) = x3 + µtr(G(x)) + µ̄tr(x9), where µ̄3 = 1, and µ = 0.
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c) Γ3(x) = x3 + µtr(G(x)) + µ̄tr(x3), where tr(µ) = tr(µ̄) = 0.

Proof:

a) and b) We will prove the result by Theorem 2.1.1, where F (x) = x3 + µtr(G(x)) is differentially

δ-uniform on Fn2 , the nonzero vector u = µ̄, and the Boolean function f(x) = tr(x9). Let a ̸= 0, and

any δ + 2 values xi, xi + a, xj , xj + a ∈ Fn2 such that F (xi) + F (xi + a) + F (xj) + F (xj + a) = u,

that is, x2i a + a2xi + x2ja + a2xj = t, where t = µ̄ − µtr(G(xi) + G(xi + a) + G(xj) + G(xj + a)),

then:

(xi + xj)
2a = a2(xi + xj) + t

⇒ (xi + xj)
2 = a(xi + xj) +

t
a

⇒ (xi + xj)
4 = a2(xi + xj)

2 + t2

a2

⇒ (xi + xj)
4 = a2(a(xi + xj) +

t
a) +

t2

a2

⇒ (xi + xj)
4 = a3(xi + xj) + at+ t2

a2

⇒ (xi + xj)
8 = a6(xi + xj)

2 + a2t2 + t4

a4

⇒ (xi + xj)
8 = a7(xi + xj) + a5t+ a2t2 + t4

a4
.

So, multiplying by a (we get the conjugates a6t and a3t2, subject to t4 = t) and applying the trace:

tr((xi + xj)
8a+ a8(xi + xj)) = tr(a6t+ a3t2) + tr( t

4

a3
) = tr( t

a3
).

Dividing by a3, the equation (xi + xj)
2a = a2(xi + xj) + t, and taking the trace:

0 = tr((
xi+xj
a )2 +

xi+xj
a ) = tr( t

a3
).

Then for those whose a ̸= 0 and δ + 2 values xi, xi + a, xj , xj + a such that F (xi) + F (xi + a) +

F (xj) + F (xj + a) = u, we obtain:

f(xi) + f(xi + a) + f(xj) + f(xj + a) = tr((xi + xj)
8a+ a8(xi + xj)) = 0.

The condition t4 = t, where t = µ̄− µtr(G(xi) +G(xi + a) +G(xj) +G(xj + a)), µ ̸= 0, µ̄ ̸= 0:

t4 = t i� µ̄4 = µ̄ and (µ̄+ µ)4 = µ̄+ µ
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µ̄4 = µ̄, µ̄ ̸= 0 ⇒ µ̄3 = 1.

(µ̄+ µ)4 = µ̄+ µ, then:

If µ̄ = µ ⇒ µ3 = 1 also.

If µ̄ ̸= µ ⇒ (µ̄+ µ)3 = 1, µ̄2µ+ µ̄µ2 + µ3 = 0. Then:

µ̄ ̸= µ and µ = 0. Or

If µ̄ ̸= µ and µ ̸= 0, then µ̄
µ(µ̄

2µ+ µ̄µ2 + µ3) = 0, µ̄2µ+ µ̄µ2 = 1. Then µ3 = 1.

The functions Γ1 and Γ2 are differentially δ-uniform over Fn2 .

c) We will show the result by applying Theorem 2.1.1 for the case where f(x) = tr(x3). By taking

the trace on the equation (xi + xj)
2a = a2(xi + xj) + t and the fact that tr(G(xi) + G(xi + a) +

G(xj) +G(xj + a)) is Boolean implies:

f(xi) + f(xi + a) + f(xj) + f(xj + a) = tr((xi + xj)
2a+ a2(xi + xj)) = 0 i� tr(µ̄) = 0 and

tr(µ̄+ µ) = 0

we found that the function Γ3 is differentially δ-uniform over Fn2 .

Remark For G(x) = 0, µ = µ̄ = 1, and x3 APN over Fn2 , Theorem 2.1.3 implies that Γ1(x) =

x3 + tr(x9) is APN. This can also be done by choosing µ̄ = 1 in Γ2(x). Furthermore, the function

G could be chosen as non-quadratic. As another application of our Theorem 2.1.3, the following

results can be veri�ed:

Corollary 2.1.4. φ(x) = x3 + tr(x5) + tr(x9) is the only switching neighbor in the narrow sense,

of F (x) = x3 + tr(x5), of the form x3 + tr(x5) + 1.tr(xk), where tr(xk) is nonlinear, such that φ

preserves the same differential 2-uniformity of F over F5
2.

By application of Corollary 2.1.5 we get new di�erential 4, 6, and 8 uniform functions; see the

following tables of examples. We leave this as an exercise of this section the following result:

Corollary 2.1.5. Let F (x) = x3 + µtr(G(x)) + µ̄tr(H(x)) a differentially δ-uniform function over

Fn2 , where G, H are any polynomials, δ ≤ 8, and µ, µ̄, ¯̄µ are cubic roots of the unity. Then the

following switching neighbour of F in the narrow sense also is differentially δ-uniform over Fn2 :
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Γ1(x) = x3 + µtr(G(x)) + µ̄tr(H(x)) + ¯̄µtr(x9).

Remark. Given G, H any polynomials over Fn2 , δ ≤ 8, and µ, µ̄, ¯̄µ cubic roots of the unity. Then:

a) ∆(x3 + µtr(G(x)) + µ̄tr(H(x)) + ¯̄µtr(x9)) = δ does not imply that ∆(x3 + µtr(G(x))) = δ,

b) ∆(x3 + µtr(G(x))) = δ does not imply that ∆(x3 + µtr(G(x)) + µ̄tr(H(x)) + ¯̄µtr(x9)) = δ. But

c) ∆(x3 + µtr(G(x)) + µ̄tr(H(x)) + ¯̄µtr(x9)) = δ implies ∆(x3 + µtr(G(x)) + µ̄tr(H(x))) = δ.
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Examples The following tables show cases where Theorems 2.1.1 and 2.1.3 apply, but not the

results of Edel and Pott (Theorem 1.3.2 [21]), nor Theorem 1 of Budaghyan et al. [6]. For example,

the switching neighbous of F (x) = x3 + tr(αx9) in the narrow sense, x3 + tr(αx9) + u.tr(x9),

where f(x) = tr(x9), and u such that u3 = 1, Theorem 2.1.3. give us new differentially δ-uniform

functions, Γ1, from another differentially δ-uniform functions, for δ = 2, 4. Where ∆(.) is the

uniform di�erentiability of the given function (for computer programs see Appendix I):

F2n ∆(F (x)) ∆(Γ1(x) = x3 + tr(x5) + 1.tr(x9))

F24 2 2

F25 2 2

F26 4 4

F27 4 4

F28 4 4

F29 4 4

F210 4 4

Table 5. Switching neighbour of F (x) = x3 + tr(x5)

F2n ∆(x3 + 1.tr(x7)) ∆(x3 + 1.tr(x7) + µ̄tr(x11)) ∆(x3 + 1.tr(x7) + µ̄tr(x11) + ¯̄µtr(x9))

F24 2 4, if µ̄ = α2 + α 4, if µ̄ = α2 + α, ¯̄µ = µ̄+ 1

F25 4 only one cubic root of the unit only one cubic root of the unit

F26 4 6, if µ̄ = α3 + α2 + α 6, if µ̄ = α3 + α2 + α, ¯̄µ = µ̄+ 1

F27 4 only one cubic root of the unit only one cubic root of the unit

F28 4 8, if µ̄ = α7 + α6 + α4 + α2 + α 8, if µ̄ = α7 + α6 + α4 + α2 + α, ¯̄µ = µ̄+ 1

F29 4 only one cubic root of the unit only one cubic root of the unit

F210 4 8, if µ̄ = α5 + α3 + α 8, if µ̄ = α5 + α3 + α, ¯̄µ = µ̄+ 1

Table 6. Corollary 2.1.5 applies, where G(x) = x7, H(x) = x11 are cubic
functions, µ̄3 = ¯̄µ3 = 1, and α a primitive element



c⃝ 2020 Roberto Reyes Carranza

46/131

F2n ∆(F (x)) ∆(Γ1(x) = x3 + tr(x3) + 1.tr(x9))

F24 2 2

F25 4 4

F26 2 2

F27 4 4

F28 2 2

F29 4 4

F210 2 2

Table 7. Switching neighbour of F (x) = x3 + tr(x3)

F2n ∆(F (x)) ∆(x3 + tr(αx9) + u.tr(x9)) ∆(x3 + tr(αx9) + 1.tr(x3))

F24 2 2, if u ∈ 1
1
3 = {α2 + α, α2 + α + 1, 1} 2

2, if u = α

F25 4 8, if u = α 4

4, if u = 1

F26 4 4, if u ∈ 1
1
3 = {α3 + α2 + α, α3 + α2 + α + 1, 1} 4

4, if u = α

F27 4 8, if u = α 4

4, if u = 1

F28 4 4, if u ∈ 1
1
3 = {α7 + α6 + α4 + α2 + α, 4

α7 + α6 + α4 + α2 + α + 1, 1}.
8, if u = α

F29 4 8, if u = α 4

4, if u = 1

F210 4 4, if u ∈ 1
1
3 = {α5 + α3 + α, α5 + α3 + α + 1, 1} 4

8, if u = α

Table 8. Switching neighbours of F (x) = x3 + tr(αx9), α a primitive element



c⃝ 2020 Roberto Reyes Carranza

47/131

2.2 Construction of Di�erentially δ-Uniform Families

Our new Theorem 2.2.3 in this section generalizes Theorem 2 in [7], [4], of Budaghyan, Carlet, and

Pott, for equal parameters (j = i). Our Theorem 2.2.3 considers the case for i ̸= j. Our Corollary

2.2.17 generalizes Theorem 2.2.3. And, our new Theorems 2.2.16 and 2.2.19 generalize Corollary

2.2.17.

In Section 2.1 we have dealt with the differentially δ-uniform functions, F̄ (v) := F (v) + f(v).u,

where f is a Boolean function, and u is a non-zero constant in Fn2 . In this section we obtain families

of these functions F̄ but for u being the a�ne function u = u(v) = v2
j
+ v + 1, found in our

new Theorem 2.2.3 and its generalization, the Corollary 2.2.17. In the main theorem of Section 5.1,

Theorem 5.1.1, u is the function de�ned by u = v2
2i−2i + v2

2i−(2)2i+1 + v2
2i−(2)2i + v2

2i−(3)2i+1 +

v2
2i−(3)2i + · · · + v2

i+1 + v2
i
+ v + 1, which for example, if i = 3, it can be veri�ed that u becomes

a cubic function. Moreover, in the main theorem of Section 5.1, Theorem 5.1.1, d0(u(v)) = i <

d0(F (v)) = i + 1, but d0(K(v)) = n − 1. We obtain families of functions for u = u(v) being non

constant, up to its generalization to a polynomial version instead, given by corollaries 2.2.7 and

2.2.9, and Theorem 2.2.8. In general, we are looking for functions of the form F (v + f(v).u), see

De�nition 2.2.1 on switching neighbous in the narrow sense along the x- axis. De�nition 2.2.1 allows

us to make a second generalization of that to the polynomial version instead, both being as general

as possible (u(v) and f(v), so F̄ ), described in Theorem 2.2.16 and Theorem 2.2.19, Corollary 2.2.17,

2.2.18, and Theorem 2.2.21. Finally, based on the idea established in De�nition 2.2.1, we discover

two new and beautiful differentially δ-uniform families, on Theorem 2.2.24.

A large part of our machinery follows from to the next new Lemma 2.2.1.

Lemma 2.2.1. [existence and uniqueness of solution] Let c ∈ F2n , i ∈ N, n even. The equa-

tion x+ tr(x2
i+1) = c has a unique solution. This solution is given by x = c+ tr(c2

i+1).

Proof:

The term tr(x2
i+1) is Boolean, then there are two de�ned cases. In the equation for x, x +

tr(x2
i+1) = c, there are only two possible solutions, c and c+1. If x0 is a solution for that equation,
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then x0+1 is not a solution because: x0+1+tr(x0+1)2
i+1 = x0+1+tr(x2

i+1
0 )+tr(x2

i

0 +x0)+tr(1) =

1 + (x0 + tr(x2
i+1

0 )) + (tr(x2
i

0 ) + tr(x0)) + tr(1) = 1 + c+ 0 + 0 = c+ 1 ̸= c. Thus, the solution for

this equation is unique.

If tr(c2
i+1) = 0, then x = c is the solution of the equation. But if tr(c2

i+1) = 1, then x = c+1 is

the solution of the given equation: c+1+tr(c+1)2
i+1 = c+1+tr(c2

i+1)+tr(c2
i
+c)+tr(1) = c. But in

each case we can write as follows, x = c+0 = c+tr(c2
i+1), and the other case x = c+1 = c+tr(c2

i+1).

Lemma 2.2.2. Let c ∈ F2n , i ∈ N, n odd. Then the equation x+ tr(x2
i+1) = c has no solution, if

tr(c2
i+1) = 1, and has the two solutions c, c+ 1, if tr(c2

i+1) = 0.

Proof:

The term tr(x2
i+1) is Boolean, then are de�ned two cases. In the equation for x, x+tr(x2

i+1) = c,

there are only two possible solutions, c and c+1. We de�ne φ(x) = x+ tr(x2
i+1), then φ(x0+1) =

x0 + 1+ tr(x0 + 1)2
i+1 = x0 + 1+ tr(x2

i+1
0 ) + tr(x2

i

0 + x0) + tr(1) = x0 + tr(x2
i+1

0 ) = φ(x0), which

means φ(x0 + 1) = x0 + tr(x2
i+1

0 ) = φ(x0). Then, x0 is a solution for that equation, if and only if

x0 + 1 is a solution.

If tr(c2
i+1) = 0, then x = c, c+1 are the solutions of the equation. But if tr(c2

i+1) = 1, the equation

has no solutions.

Theorem 2.2.3. The family of functions f(x) = x2
j+1+(x2

j
+x+1)tr(x2

i+1), such that gcd(j, n) =

1, n even, and i ∈ N, is at least differentially 4-uniform over F2n (i.e. f could be differentially 2-

uniform over F2n).

Proof:

The function f can be written in the compact form f(x) = (x+ tr(x2
i+1))2

j+1. We establish its

corresponding di�erential equation to be studied:

Daf(x) = (x+ tr(x2
i+1) + tr(x2

i
a+ a2

i
x) + tr(a2

i+1) + a)2
j+1 − (x+ tr(x2

i+1))2
j+1 = b
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The term tr(x2
i
a+a2

i
x)+ tr(a2

i+1)+a is susceptible to being zero, then its corresponding equation

for b = 0, Daf(x) = 0, is satis�ed for all elements of F2n , but it could be happen only for a = 1.

Case a ̸= 1. Subcase tr(x2
i
a+ a2

i
x) = 0: The equation Daf(x) = b becomes:

(x+ tr(x2
i+1) + tr(a2

i+1) + a)2
j+1 − (x+ tr(x2

i+1))2
j+1 = b

Because of gcd(j, n) = 1, this equation has at most two solutions for the variable y = x+tr(x2
i+1),

which will be denoted by y = x1 and y = x1 + tr(a2
i+1) + a. The term tr(x2

i+1) is Boolean, then

there are de�ned two cases. In the equation for x, x + tr(x2
i+1) = y, there are only two possible

solutions, y and y + 1. Besides, the value of tr(y2
i+1) divides in two disjoint cases. Afterward, we

try to solve the equations x+ tr(x2
i+1) = y, for each value of y.

The equation x+ tr(x2
i+1) = x1, by Lemma 2.2.1, has the solution x = x1 + tr(x2

i+1
1 ).

The equation x + tr(x2
i+1) = x1 + tr(a2

i+1) + a, by Lemma 2.2.1, has the solution x = x1 +

tr(a2
i+1) + a+ tr(x1 + tr(a2

i+1) + a)2
i+1.

Then there are at most two solutions.

Subcase tr(x2
i
a+ a2

i
x) = 1: The equation Daf(x) = b becomes:

(x+ tr(x2
i+1) + tr(a2

i+1) + a+ 1)2
j+1 − (x+ tr(x2

i+1))2
j+1 = b.

Because of gcd(j, n) = 1, this equation has at most two solutions for the variable y = x+tr(x2
i+1),

denoted by y = x2 and y = x2+tr(a
2i+1)+a+1. Afterward, we solve the equations x+tr(x2

i+1) = y,

for each value of y.

The equation x+ tr(x2
i+1) = x2, by Lemma 2.2.1, has the solution x = x2 + tr(x2

i+1
2 ).

The equation x + tr(x2
i+1) = x2 + tr(a2

i+1) + a + 1, by Lemma 2.2.1, has the solution x =

x2 + tr(a2
i+1) + a+ 1 + tr(x2 + tr(a2

i+1) + a+ 1)2
i+1.

Then there are at most two solutions.

Case a = 1. Let D1f(x) = (x+ tr(x2
i+1) + 1)2

j+1 − (x+ tr(x2
i+1))2

j+1 = b. This equation can be

treated as the equations that appear in the case for a ̸= 1. So, the equation D1f(x) = b has at most

two solutions.

In conclusion, for n even, the equation Daf(x) = b has at most four solutions.
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Examples Theorem 2.2.3 set up a variety of examples with low di�erentiability, which can be

veri�ed using the software SAGE 8.0 in a PC of 16 RAM memory:

The entire family of functions {x21+1+(x2
1
+x+1)tr(x2

1+1), x2
1+1+(x2

1
+x+1)tr(x2

2+1), x2
1+1+

(x2
1
+x+1)tr(x2

3+1), x2
3+1+(x2

3
+x+1)tr(x2

1+1), x2
3+1+(x2

3
+x+1)tr(x2

2+1), x2
3+1+(x2

3
+

x+ 1)tr(x2
3+1)} is an APN family over F24 .

The family of functions {x2j+1+(x2
j
+x+1)tr(x2

i+1); for i ∈ {2, 4}, j ∈ {1, 5}} is differentially 4-

uniform over F26 , whereas the family of functions {x2j+1+(x2
j
+x+1)tr(x2

i+1); for i ∈ {1, 3, 5}, j ∈

{1, 5}} is APN over F26 .

Over F28 , the family of functions {x21+1+(x2
1
+x+1)tr(x2

i+1); for i ∈ {2, 3, 5, 6}} is differentially

4-uniform, whereas the family of functions {x21+1+(x2
1
+x+1)tr(x2

i+1); for i ∈ {1, 4, 7}} is APN.

Over F28 , the family of functions {x23+1+(x2
3
+x+1)tr(x2

i+1); for i ∈ {1, 2, 6, 7}} is differentially

4-uniform, whereas the family of functions {x23+1+(x2
3
+x+1)tr(x2

i+1); for i ∈ {3, 4, 5}} is APN.

Remark These examples show cases of APN functions as in Theorem 2 in [7], [4]. Note that there

are also for i ̸= j new APN functions, in each one of these �nite �elds. Our Theorem 2.2.3 generalizes

the theorem of Budaghyan et al., where j = i. We obtain new APN and di�. 4-uniform functions

not obtainable by the results of Budaghyan et al. By putting a condition on i in relation to the �eld

degree, n, one subfamily of this form is given by our next result.

Corollary 2.2.4. The family of functions f(x) = x2
j+1 + (x2

j
+ x + 1)tr(x2

n
2 +1), such that

gcd(j, n) = 1, and n even, is APN over F2n .

Proof:

For any a, x in F2n , (x
2
n
2 a)2

n
2 = xa2

n
2 , i.e. x2

n
2 a and a2

n
2 x are conjugates. So for i = n

2 in the

demonstration of Theorem 2.2.3, we have the identity, tr(x2
i
a + a2

i
x) = 0 on F2n . Then for any

a ̸= 0, and b in F2n , the equation Daf(x) = b has at most two solutions.

Conjecture 1. The family of functions f(x) = x2
j+1 + (x2

j
+ x+ tr(1)+ 1)tr(x2

i+1 + xtr(1)) is at

least differentially 4-uniform over F2n , for n even, gcd(j, n) = 1, n > 4.
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Note that in the proof of Theorem 2.2.3 there is no a restriction to consider an APN function in

general instead of the Gold function F (x) = x2
j+1, and we make it more precise in the following

theorem.

Theorem 2.2.5. The family of functions f(x) = F (x+tr(x2
i+1)) is at least differentially 4-uniform,

where F is an APN function, over F2n , where n is even.

Theorem 2.2.6. [di�erentially uniform version] The family of functions f(x) = F (x+tr(x2
i+1))

is differentially γ-uniform, where δ ≤ γ ≤ 2δ, F is differentially δ-uniform, and n even, over F2n .

Proof:

Use F differentially δ-uniform instead of F Gold type in the proof of Theorem 2.2.3.

Corollary 2.2.7. The functions f(x) = x2
2j+2j+1 + (x2

2j+2j + x2
2j+1 + x2

2j
+ x2

j+1 + x2
j
+ x +

1)tr(x2
i+1) are at least differentially 8-uniform over F24j , where i, j ∈ N.

Proof:

Applying Theorem 2.2.6 for the differentially 4-uniform function F (x) = x2
2j+2j+1 (permutation

i� j is odd) over F24j [2].

Examples

The family of functions {x7 + (x6 + x5 + x4 + x3 + x2 + x + 1)tr(x2
i+1); for i ∈ {1, 2, 3}} are

differentially 4-uniform over F24 .

The family of functions {x21+(x20+x17+x16+x5+x4+x+1)tr(x2
i+1); for i ∈ {1, 2, 3, 5, 6, 7}} are

differentially 8-uniform over F28 , except for one!, f(x) = x21+(x20+x17+x16+x5+x4+x+1)tr(x17)

are differentially 4-uniform over F28 .
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Theorem 2.2.8. The family of functions f(x) = F (x+tr(x2
n
2 +1)) is differentially δ-uniform, where

F are differentially δ-uniform, over F2n , where n is even.

Proof:

For any a, x in F2n , (x
2
n
2 a)2

n
2 = xa2

n
2 . So for i = n

2 in the demonstration of Theorem 2.2.6,

which is the generalization of Theorem 2.2.3 for F differentially δ-uniform instead of the Gold

family, x2
j+1, the next identity is satis�ed, tr(x2

i
a + a2

i
x) = 0 on F2n . Then for any a ̸= 0, and b

in F2n , the equation Daf(x) = b attains at most δ solutions.

Corollary 2.2.9. The functions f(x) = x2
2j+2j+1 + (x2

2j+2j + x2
2j+1 + x2

2j
+ x2

j+1 + x2
j
+ x +

1)tr(x2
2j+1) is differentially 4-uniform over F24j , where j ∈ N.

Proof:

We apply Theorem 2.2.8 for the differentially 4-uniform function F (x) = x2
2j+2j+1 (permutation

i� j is odd) over F24j [2].

Remark In the aforementioned examples the only member of that family over F28 , which is a

differentially 4-uniform, is the function f(x) = x21 + (x20 + x17 + x16 + x5 + x4 + x + 1)tr(x17),

found by our Corollary 2.2.9.

Conjecture 2. The family of functions f(x) = F (x+ tr(x2
i+3)) are differentially γ-uniform, where

δ ≤ γ ≤ 4δ, F is differentially δ-uniform, over F2n , where n is even.
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Lemma 2.2.10. Let c ∈ F2n , j ≥ 1, each ik ∈ N, n even. The equation x+ tr(x2
i+1 + x2

j+1) = c

has only one solution, x = c+ tr(c2
i+1 + c2

j+1).

Proof:

Solution Uniqueness: Let φ(x) := x+ tr(x2
i+1+ x2

j+1). The term tr(x2
i+1+ x2

j+1) is Boolean,

then the equation for x, φ(x) = c, has only two possible solutions, c and c+1. If x0 is a solution for

that equation, then x0 + 1 is not a solution: φ(x0 + 1) = x0 + 1+ tr(x2
i+1

0 + 1+ x2
j+1

0 + 1)= x0 +

tr(x2
i+1

0 + x2
j+1

0 )+1 = φ(x0)+1 ̸= φ(x0) = c, because of the identity tr(x+1)2
k+1 = tr(x2

k+1+1)

on F2n , ∀k ∈ N. Then the solution for this equation is unique.

Form of the Solution: From our experience with Lemma 2.2.1, we are motivated to consider the

following form of the solution, x = c+ tr(c2
i+1+ c2

j+1). If tr(c2
i+1+ c2

j+1) = 0, then φ(c+tr(c2
i+1+

c2
j+1)) = φ(c) = c + tr(c2

i+1 + c2
j+1) = c + 0 = c. On the other hand, if tr(c2

i+1 + c2
j+1) = 1,

then φ(c+ tr(c2
i+1 + c2

j+1)) = φ(c+ 1) = φ(c) + 1 = c+ tr(c2
i+1 + c2

j+1) + 1 = c+ 1+ 1 = c, as

in a previous calculation, where φ(x0 + 1) = φ(x0) + 1. So in both cases x = c + tr(c2
i+1 + c2

j+1)

is the solution for the given equation, φ(x) = c.

Theorem 2.2.11. [for Addition] The family of functions f(x) = F (x+ tr(x2
i1+1) + tr(x2

i2+1) +

· · ·+tr(x2
ij+1)) are differentially γ-uniform, where δ ≤ γ ≤ 2δ, j ≥ 1, each ik ∈ N, F is differentially

δ-uniform, over F2n , where n is even.

Proof:

WLOG, we give the demonstration for two terms. Given a ̸= 0, b, both in F2n , considering the

corresponding di�erential equation for f to be studied:

Daf(x) = F (x+ tr(x2
i+1) + tr(x2

j+1) + tr(x2
i
a+ a2

i
x+ x2

j
a+ a2

j
x) + tr(a2

i+1 + a2
j+1) + a)−

F (x+ tr(x2
i+1) + tr(x2

j+1)) = b.

Case a ̸= 1. Subcase tr(x2
i
a+ a2

i
x+ x2

j
a+ a2

j
x) = 0: The equation Daf(x) = b becomes:

F (x+ tr(x2
i+1) + tr(x2

j+1) + tr(a2
i+1 + a2

j+1) + a)− F (x+ tr(x2
i+1) + tr(x2

j+1)) = b
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Because of F is differentially δ-uniform over F2n , this equation has at most δ solutions for the

variable y = x+ tr(x2
i+1+ x2

j+1), which will be denoted by y = yt and y = yt+tr(a
2i+1+a2

j+1)+a,

for 1 ≤ t ≤ δ
2 . In the following, we solve the equations x+ tr(x2

i+1 + x2
j+1) = y, for each value of

y.

The equation x + tr(x2
i+1 + x2

j+1) = yt, by Lemma 2.2.10, has the unique solution x = yt +

tr(y2
i+1
t + y2

j+1
t ), for 1 ≤ t ≤ δ

2 .

The equation x+ tr(x2
i+1 + x2

j+1) = yt+ tr(a2
i+1 + a2

j+1) + a, by Lemma 2.2.10, has the unique

solution x = yt+tr(a
2i+1+a2

j+1)+a+ tr((yt+tr(a
2i+1+a2

j+1)+a)2
i+1+ (yt+tr(a

2i+1+a2
j+1)+

a)2
j+1) = yt + tr(a2

i+1 + a2
j+1) + a+ tr((yt + a)2

i+1 + (yt + a)2
j+1) = yt + a+ tr(y2

i+1
t + y2

j+1
t +

(y2
i

t + y2
j

t )a+ (a2
i
+ a2

j
)yt), because of tr(a

2i+1 + a2
j+1) is Boolean and tr(1) = 0, for 1 ≤ t ≤ δ

2 .

Then there are at most δ solutions.

Subcase tr(x2
i
a+ a2

i
x+ x2

j
a+ a2

j
x) = 1: The equation Daf(x) = b becomes:

F (x+ tr(x2
i+1) + tr(x2

j+1) + tr(a2
i+1 + a2

j+1) + a+ 1)− F (x+ tr(x2
i+1) + tr(x2

j+1)) = b

Because of F is differentially δ-uniform over F2n , this equation has at most δ solutions for the

variable y = x+ tr(x2
i+1+ x2

j+1), which will be denoted by y = zt and y = zt+ tr(a
2i+1+a2

j+1)+

a + 1, for 1 ≤ t ≤ δ
2 . In the following, we solve the equations x + tr(x2

i+1 + x2
j+1) = y, for each

value of y.

The equation x + tr(x2
i+1 + x2

j+1) = zt, by Lemma 2.2.10, has the unique solution x = zt +

tr(z2
i+1
t + z2

j+1
t ), for 1 ≤ t ≤ δ

2 .

The equation x + tr(x2
i+1 + x2

j+1) = zt + tr(a2
i+1 + a2

j+1) + a + 1, by Lemma 2.2.10, has the

unique solution x = zt + tr(a2
i+1 + a2

j+1) + a+ 1+ tr((zt + tr(a2
i+1 + a2

j+1) + a+ 1)2
i+1 + (zt +

tr(a2
i+1 + a2

j+1) + a+ 1)2
j+1) = zt + tr(a2

i+1 + a2
j+1) + a+ 1+ tr((zt + a)2

i+1 + (zt + a)2
j+1) =

zt + a+ 1+ tr(z2
i+1
t + z2

j+1
t + (z2

i

t + z2
j

t )a+ (a2
i
+ a2

j
)zt), because of tr(a

2i+1 + a2
j+1) is Boolean

and tr(1) = 0, for 1 ≤ t ≤ δ
2 .

Then there are at most δ solutions.
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Case a = 1. D1f(x) = F (x+ tr(x2
i+1 + x2

j+1) + 1)− F (x+ tr(x2
i+1 + x2

j+1)) = b, this equation

can be treated as the equations that appear in the case for a ̸= 1. So the equation D1f(x) = b has

at most δ solutions.

In conclusion, for n even, for any a ̸= 0, b, both in F2n , the equation Daf(x) = b attains a total of

at most 2δ solutions in F2n .

Remark For i1, i2, · · · , ij , such that, tr(x2
i1a + a2

i1x) = · · · = tr(x2
ij
a + a2

ij
x) = 0 on F2n ,

the functions in Theorem 2.2.11, f(x) = F (x + tr(x2
i1+1) + tr(x2

i2+1) + · · · + tr(x2
ij+1)), become

differentially δ-uniform.

Then Theorem 2.2.3 becomes a particular case of the following corollary.

Corollary 2.2.12. The family of functions φ(x) = x2
k+1 + (x2

k
+ x+ 1)tr(x2

i1+1 + x2
i2+1 + · · ·+

x2
ij+1), such that gcd(k, n) = 1, and n even, are at least differentially 4-uniform over F2n .

Examples The entire family of functions {x2k+1 + (x2
k
+ x + 1)tr(x2

i1+1 + x2
i2+1); for any k ∈

{1, 3}, i1 and i2 ∈ {1, 2, 3}} are APN over F24 .

Over F26 , the family of functions {x21+1 + (x2
1
+ x + 1)tr(x2

i+1 + x2
j+1); for 1 ≤ i < j ≤ 5} are

differentially 4-uniform, except for {x21+1 + (x2
1
+ x + 1)tr(x2

1+1 + x2
3+1), x2

1+1 + (x2
1
+ x +

1)tr(x2
1+1+x2

5+1), x2
1+1+(x2

1
+x+1)tr(x2

2+1+x2
4+1), x2

1+1+(x2
1
+x+1)tr(x2

3+1+x2
5+1)}

which is APN.
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Lemma 2.2.13. Let c ∈ F2n , i, j ∈ N, n even. The equation x + tr(x2
i+1)tr(x2

j+1) = c has only

one solution, x = c+ tr(c2
i+1)tr(c2

j+1).

Proof:

Solution Uniqueness: Let φ(x) := x + tr(x2
i+1)tr(x2

j+1). The term tr(x2
i+1)tr(x2

j+1) is

Boolean, then the equation for x, φ(x) = c, has only two possible solutions, c and c + 1. If x0

is a solution for that equation, then x0 + 1 is not a solution: φ(x0 + 1) = x0 + 1 + tr(x2
i+1

0 +

1)tr(x2
j+1

0 + 1)= x0 + tr(x2
i+1

0 )tr(x2
j+1

0 ) + 1 = φ(x0) + 1 ̸= φ(x0) = c, because of the identity

tr(x+ 1)2
k+1 = tr(x2

k+1 + 1) on F2n , ∀k ∈ N, and tr(1) = 0. Then the solution for this equation is

unique.

Form of the Solution: From our experience with Lemma 2.2.1, we are motivated to consider

the following form of the solution, x = c + tr(c2
i+1)tr(c2

j+1). If tr(c2
i+1)tr(c2

j+1) = 0, then

φ(c + tr(c2
i+1)tr(c2

j+1)) =φ(c) = c + tr(c2
i+1)tr(c2

j+1) = c + 0 = c. On the other hand, if

tr(c2
i+1)tr(c2

j+1) = 1, then φ(c+tr(c2
i+1)tr(c2

j+1)) = φ(c+1) = φ(c)+1 = c+tr(c2
i+1)tr(c2

j+1)+

1 = c + 1 + 1 = c, as in a previous calculation, where φ(x0 + 1) = φ(x0) + 1. So in both cases

x = c + tr(c2
i+1)tr(c2

j+1) is the solution for the given equation, φ(x) = c.

Theorem 2.2.14. [for Product] The family of functions f(x) = F (x + tr(x2
i+1)tr(x2

j+1)) is

differentially γ-uniform, where δ ≤ γ ≤ 2δ, j ≥ 1, each ik ∈ N, F is differentially δ-uniform, over

F2n , where n is even.

Proof:

Given a ̸= 0, b, both in F2n , we consider the corresponding di�erential equation for f to be

studied:

Daf(x) = F (x+ tr(x2
i+1)tr(x2

j+1) + tr(x2
i+1)tr(x2

j
a+ a2

j
x+ a2

j+1) + tr(x2
i
a+ a2

i
x+

a2
i+1)tr(x+ a)2

j+1 + a)− F (x+ tr(x2
i+1)tr(x2

j+1)) = b.

The function tr(x2
i+1)tr(x2

j
a+ a2

j
x+ a2

j+1) + tr(x2
i
a+ a2

i
x+ a2

i+1)tr(x+ a)2
j+1 is Boolean, so,

for a = 1, it is possible that the term tr(x2
i+1)tr(x2

j
a+a2

j
x+a2

j+1)+ tr(x2
i
a+a2

i
x+a2

i+1)tr(x+
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a)2
j+1+a becomes zero, with which the equation for b = 0, D1f(x) = 0, is reduced to the equation,

F (x+ tr(x2
i+1)tr(x2

j+1))− F (x+ tr(x2
i+1)tr(x2

j+1)) = 0.

Case a ̸= 1. Subcase tr(x2
i+1)tr(x2

j
a+ a2

j
x+ a2

j+1) + tr(x2
i
a+ a2

i
x+ a2

i+1)tr(x+ a)2
j+1 = 0:

The equation Daf(x) = b becomes:

F (x+ tr(x2
i+1)tr(x2

j+1) + a)− F (x+ tr(x2
i+1)tr(x2

j+1)) = b.

Because of F is differentially δ-uniform over F2n , this equation has at most δ solutions for the

variable y = x+ tr(x2
i+1)tr(x2

j+1), which will be denoted by y = yt and y = yt + a, for 1 ≤ t ≤ δ
2 .

In the following, we solve the equations x+ tr(x2
i+1)tr(x2

j+1) = y, for each value of y.

The equation x + tr(x2
i+1)tr(x2

j+1) = yt, by Lemma 2.2.13, has the unique solution x = yt +

tr(y2
i+1
t )tr(y2

j+1
t ), for 1 ≤ t ≤ δ

2 .

The equation x + tr(x2
i+1)tr(x2

j+1) = yt + a, by Lemma 2.2.13, has the unique solution x =

yt + a+ tr(yt + a)2
i+1tr(yt + a)2

j+1, for 1 ≤ t ≤ δ
2 .

Then, there are at most δ solutions.

Subcase tr(x2
i+1)tr(x2

j
a+ a2

j
x+ a2

j+1) + tr(x2
i
a+ a2

i
x+ a2

i+1)tr(x+ a)2
j+1 = 1: The equation

Daf(x) = b becomes:

F (x+ tr(x2
i+1)tr(x2

j+1) + a+ 1)− F (x+ tr(x2
i+1)tr(x2

j+1)) = b.

Because of F is differentially δ-uniform over F2n , this equation has at most δ solutions for the

variable y = x + tr(x2
i+1)tr(x2

j+1), which will be denoted by y = zt and y = zt + a + 1, for

1 ≤ t ≤ δ
2 . In the following, we solve the equations x+ tr(x2

i+1)tr(x2
j+1) = y, for each value of y.

The equation x + tr(x2
i+1)tr(x2

j+1) = zt, by Lemma 2.2.13, has the unique solution x = zt +

tr(z2
i+1
t )tr(z2

j+1
t ), for 1 ≤ t ≤ δ

2 .

The equation x + tr(x2
i+1)tr(x2

j+1) = zt + a + 1, by Lemma 2.2.13, has the unique solution

x = zt + a + 1 + tr(zt + a + 1)2
i+1tr(zt + a + 1)2

j+1= zt + a + 1 + tr(zt + a)2
i+1tr(zt + a)2

j+1,

because of tr(1) = 0, for 1 ≤ t ≤ δ
2 .

Then, there are at most δ solutions.
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Case a = 1. D1f(x) = F (x+ tr(x2
i+1)tr(x2

j+1) + 1)− F (x+ tr(x2
i+1)tr(x2

j+1)) = b, taking into

account that tr(1) = 0. Such equation can be treated as the equations that appear in the case for

a ̸= 1. So the equation D1f(x) = b has at most δ solutions.

In conclusion, for n even, for any a ̸= 0, b, both in F2n , the equation Daf(x) = b attains a total

of at most 2δ solutions in F2n .

Lemma 2.2.15. Let c ∈ F2n , i1, i2, · · · , ij ∈ N, n even, and P ∈ F2[xi1 , xi2 , · · · , xij ] a polynomial.

Then the equation

x+ P(tr(x2
i1+1), · · · , tr(x2

ij+1)) = c,

has only one solution,

x = c+ P(tr(c2
i1+1), · · · , tr(c2

ij+1)).

Proof:

Solution Uniqueness: Let φ(x) := x+ P (x), where P (x) := P(tr(x2
i1+1), · · · , tr(x2

ij+1)). The

term P (x) is Boolean, then the equation for x, φ(x) = c, has only two possible solutions, c and c+1.

If x0 is a solution for that equation, then x0 +1 is not a solution: φ(x0 +1) = x0 +1+ P (x0 +1)=

x0 + P (x0) + 1 = φ(x0) + 1 ̸= φ(x0) = c, because of the identity P (x + 1) = P (x) on F2n , in the

next paragraph. Then, the solution for this equation is unique.

Identity P (x+1) = P (x) on F2n : P (x+1) = P(tr(x2
i1+1+1), · · · , tr(x2

ij+1+1)) = P(tr(x2
i1+1), · · · ,

tr(x2
ij+1)) = P (x), on F2n , because of tr(x+1)2

k+1 = tr(x2
k+1+1) on F2n , ∀k ∈ N, and tr(1) = 0.

Form of the Solution: From our experience with Lemma 2.2.1, we are motivated to consider the

following form of the solution, x = c+ P (c). If P (c) = 0, then φ(c+P (c)) = φ(c) = c+P (c) = c+0 =

c. On the other hand, if P (c) = 1, then φ(c+P (c)) = φ(c+1) = φ(c)+1 = c+P (c)+1 = c+1+1 = c,

as in a previous calculation, where φ(x0 + 1) = φ(x0) + 1. So in both cases x = c + P (c) is the

solution for the given equation, φ(x) = c.

Then, we obtained the next theorem which can be considered as a major result in the discipline.
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Theorem 2.2.16. [for Polynomial] The functions family f(x) = F (x+P(tr(x2
i1+1), · · · , tr(x2

ij+1)))

is differentially γ-uniform, where δ ≤ γ ≤ 2δ, j ≥ 1, every ik ∈ N, F is differentially δ-uniform, n

even, over F2n , and P ∈ F2[xi1 , xi2 , · · · , xij ] is a polynomial.

Proof:

Given a ̸= 0, b, both in F2n , we consider the corresponding di�erential equation for f :

Daf(x) = F (x+ P (x) + P (x+ a)− P (x) + a)− F (x+ P (x)) = b,

where P (x) := P(tr(x2
i1+1), · · · , tr(x2

ij+1)), the same notation as in Lemma 2.2.15.

P (x+a)−P (x) is a Boolean function, so, for a = 1, it is possible that the term P (x+a)−P (x)+a

becomes zero, with which the equation for b = 0 is reduced to the following equation, D1f(x) =

F (x+ P (x))− F (x+ P (x)) = 0, on F2n ∩ {x ∈ F2n ; P (x+ 1) + 1 = P (x)}.

Case a ̸= 1. Subcase P (x+ a)− P (x) = 0: The equation Daf(x) = b becomes:

F (x+ P (x) + a)− F (x+ P (x)) = b.

Because of F is differentially δ-uniform over F2n , this equation has at most δ solutions for the

variable y = x + P (x), which will be denoted by y = yt and y = yt + a, for 1 ≤ t ≤ δ
2 . In the

following we solve the equations x+ P (x) = y, for each value of y.

The equation x+P (x) = yt, by Lemma 2.2.15, has the unique solution x = yt+P (yt), for 1 ≤ t ≤ δ
2 .

The equation x+P (x) = yt + a, by Lemma 2.2.15, has the unique solution x = yt + a+P (yt + a),

for 1 ≤ t ≤ δ
2 .

Then there are at most δ solutions.

Subcase P (x+ a)− P (x) = 1: The equation Daf(x) = b becomes:

F (x+ P (x) + a+ 1)− F (x+ P (x)) = b.

Because of F is differentially δ-uniform over F2n , this equation has at most δ solutions for the

variable y = x + P (x), which will be denoted by y = zt and y = zt + a + 1, for 1 ≤ t ≤ δ
2 . In the

following, we solve the equations x+ P (x) = y, for each value of y.
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The equation x+P (x) = zt, by Lemma 2.2.15, has the unique solution x = zt+P (zt), for 1 ≤ t ≤ δ
2 .

The equation x + P (x) = zt + a + 1, by Lemma 2.2.15, has the unique solution x = zt + a +

1 + P (zt + a + 1) = zt + a + 1 + P (zt + a), because of the identity, P (x + 1) = P (x), on F2n , for

1 ≤ t ≤ δ
2 .

Then there are at most δ solutions.

Case a = 1. D1f(x) = F (x+P (x)+1)−F (x+P (x)) = b, because of the identity, P (x+1) = P (x),

on F2n , this equation can be treated as the equations that appear in the case for a ̸= 1. So the

equation D1f(x) = b has at most δ solutions.

In conclusion, for n even, for any a ̸= 0, b, both in F2n , the equation Daf(x) = b attains a total of

at most 2δ solutions in F2n .

Corollary 2.2.17. The family of functions f(x) = x2
k+1+(x2

k
+x+1)P(tr(x2

i1+1), · · · , tr(x2
ij+1)),

such that gcd(k, n) = 1, n even, and P ∈ F2[xi1 , xi2 , · · · , xij ] is a polynomial, is at least differentially

4-uniform over F2n .

Examples of functions in Corollary 2.2.17 and its nonlinearity calculated by using SAGE:

The entire family of functions {x2k+1 +(x2
k
+x+1)tr(x2

i1+1)tr(x2
i2+1); for any k ∈ {1, 3}, i1 and

i2 ∈ {1, 2, 3}} are APN over F24 .

Over F26 , the family {x2k+1 + (x2
k
+ x + 1)tr(x2

6
2+1)tr(x2

j+1); for k ∈ {1, 5}, 1 ≤ j ≤ 5} ∪

{x2k+1 + (x2
k
+ x + 1)tr(x2

1+1)tr(x2
5+1); for k ∈ {1, 5}} is APN, while the family of functions

{x2k+1 + (x2
k
+ x + 1)tr(x2

i+1)tr(x2
j+1); for k ∈ {1, 5}, i ∈ {2, 4}, j ∈ {1, 2, 3, 4, 5} − {6

2}} is

differentially 4-uniform.

Over F26 , the family {x2k+1+(x2
k
+x+1)tr(x2

6
2+1)tr(x2

j+1)tr(x2
l+1); for k ∈ {1, 5}, 1 ≤ j, l ≤ 5}

is APN, while the family of functions {x2k+1+(x2
k
+x+1)tr(x2

i+1)tr(x2
j+1)tr(x2

l+1); for k ∈ {1, 5},

and three numbers i < j < l ∈ {1, 2, 3, 4, 5} − {6
2}} are differentially 4-uniform.

Corollary 2.2.18. The functions f(x) = x2
2k+2k+1 + (x2

2k+2k + x2
2k+1 + x2

2k
+ x2

k+1 + x2
k
+ x+

1)P(tr(x2
i1+1), · · · , tr(x2

ij+1)) are at least differentially 8-uniform over F24k , where k ∈ N, and

P ∈ F2[xi1 , xi2 , · · · , xij ] is a polynomial.
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We focus now to obtain analogous results for �elds of odd degree n, F2n . Therefore, we can involve

the Welch family.

Theorem 2.2.19. The family f(x) = F (x + P(tr(x2
i1+1 + x), · · · , tr(x2

ij+1 + x))) is differentially

γ-uniform, where δ ≤ γ ≤ 2δ, j ≥ 1, every ik ∈ N, F is differentially δ-uniform, n odd, over F2n ,

and P ∈ F2[xi1 , xi2 , · · · , xij ] is a polynomial.

Theorem 2.2.20. For the case n odd, we can write the corresponding versions of Lemma 2.2.15

and Corollary 2.2.17. by adding the term tr(x) to each term for the form tr(x2
i+1), resulting in

tr(x2
i+1 + x).

Theorem 2.2.21. [for Welch] The family functions f(x) = x2
n−1
2 +3 + (x2

n−1
2 +2 + x2

n−1
2 +1 +

x2
n−1
2 + x3 + x2 + x + 1)P(tr(x2

i1+1 + x), · · · , tr(x2
ij+1 + x)) is at least differentially 4-uniform,

where j ≥ 1, every ik ∈ N, n odd, over F2n , and P ∈ F2[xi1 , xi2 , · · · , xij ] is a polynomial.

Proof:

Applying Theorem 2.2.19 for the Welch function, F (x) = x2
n−1
2 +3, over F2n .

Based on Theorem 2.2.3 the next de�nition has played a fundamental role in the form of the

differentially δ-uniform families to be created. Also, the form of families from Theorem 2.2.24

conforms to the following de�nition.

De�nition 2.2.1. Two switching neighbours F and H : Fn2 → Fn2 are in the narrow sense along

of the x- axis with respect to the subgroup U , if U ≤ Fn2 x {0} and dim(U) = 1.

Lemma 2.2.22. Let c ∈ F2n , {i, j, k, l} ⊂ N ∪ {0}. Then the equation x+ tr(x2
i+2j+1) = c has the

solution set

{x0, x0 + tr(x2
i+2j

0 + x2
i+1

0 + x2
j+1

0 + x0 + 1); where x0 + tr(x2
i+2j+1

0 ) = c}.
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Lemma 2.2.23. Let c ∈ F2n , {i, j, k, l} ⊂ N ∪ {0}. Then the equation

x+ tr(x2
i+2j+1 + x2

k+2l+1)tr(x2
i+2j + x)tr(x2

i+1 + x)tr(x2
j+1 + x)tr(x2

k+2l + x)tr(x2
k+1 +

x)tr(x2
l+1 + x) = c,

has the only one solution x, namely,

c+ tr(c2
i+2j+1+c2

k+2l+1)tr(c2
i+2j+c)tr(c2

i+1+c)tr(c2
j+1+c)tr(c2

k+2l+c)tr(c2
k+1+c)tr(c2

l+1+c).

The �rst member of the aforementioned equation above de�nes a nonlinear invertible function φ :

F2n → F2n , which has inverse φ−1 with the same formula as φ, i.e. φoφ = IdentityF2n
.

Proof:

Solution Uniqueness: We de�ne the Boolean term B(x) := tr(x2
i+2j+1 + x2

k+2l+1)tr(x2
i+2j +

x)tr(x2
i+1 + x)tr(x2

j+1 + x)tr(x2
k+2l + x)tr(x2

k+1 + x)tr(x2
l+1 + x). Then, the equation for x, x+

B(x) = c, has only two possible solutions, c and c+1. If x0 is a solution for that equation, then x0+1

is not a solution: φ(x0+1) = x0+1+B(x0+1) = x0+1+B(x0)+tr(x
2i+2j

0 +x2
i+1

0 +x2
j+1

0 +x2
k+2l

0 +

x2
k+1

0 +x2
l+1

0 )tr(x2
i+2j

0 +x0)tr(x
2i+1
0 +x0)tr(x

2j+1
0 +x0)tr(x

2k+2l

0 +x0)tr(x
2k+1
0 +x0)tr(x

2l+1
0 +x0),

because of the last term is cero, we have that, φ(x0+1) = x0+B(x0)+1 = φ(x0)+1 ̸= φ(x0) = c.

Then, the solution for this equation is unique.

In the previous paragraph we have used the identity: tr(x2
i+2j

0 + x2
i+1

0 + x2
j+1

0 + x2
k+2l

0 + x2
k+1

0 +

x2
l+1

0 )tr(x2
i+2j

0 + x0)tr(x
2i+1
0 + x0)tr(x

2j+1
0 + x0)tr(x

2k+2l

0 + x0)tr(x
2k+1
0 + x0)tr(x

2l+1
0 + x0) =

(tr(x2
i+2j

0 + x0) + tr(x2
i+1

0 + x0) + tr(x2
j+1

0 + x0) + tr(x2
k+2l

0 + x0) + tr(x2
k+1

0 + x0) + tr(x2
l+1

0 +

x0))tr(x
2i+2j

0 + x0)tr(x
2i+1
0 + x0)tr(x

2j+1
0 + x0)tr(x

2k+2l

0 + x0)tr(x
2k+1
0 + x0)tr(x

2l+1
0 + x0), which

is zero if some of the Boolean factors is zero, and also gives zero if all of them are equals to one.

Form of the Solution: From our experience with Lemma 2.2.1, we are motivated to consider the

following form of the solution, x = c+B(c). If B(c) = 0, then φ(c+B(c)) = φ(c) = c+B(c) = c+0 =

c. On the other hand, if B(c) = 1, then φ(c+B(c)) = φ(c+1) = φ(c)+1 = c+B(c)+1 = c+1+1 = c,

as in the calculation of φ(x0+1). So in both cases x = c+B(c) is the solution for the given equation,

φ(x) = c.
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The following theorem shows us a particular technique to obtain differentially uniform functions

that contains the trace of quadratic terms of the form tr(x2
i+2j ) and tr(x2

i+2j+1).
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Theorem 2.2.24. The following two families of functions are differentially γ-uniform

f1(x) = F (x+ tr(x2
i+2j+1 + x2

k+2l+1)tr(x2
i+2j )tr(x2

i+1)tr(x2
j+1)tr(x2

k+2l)tr(x2
k+1)tr(x2

l+1)),

if n is even.

f2(x) = F (x+ tr(x2
i+2j+1 + x2

k+2l+1)tr(x2
i+2j + x)tr(x2

i+1 + x)tr(x2
j+1 + x)tr(x2

k+2l +

x)tr(x2
k+1 + x)tr(x2

l+1 + x)),

where δ ≤ γ ≤ 2δ, {i, j, k, l} ⊂ N ∪ {0}, and F is differentially δ-uniform, over F2n .

Proof: for f2

Given a ̸= 0, b, both in F2n , we establish the corresponding di�erential equation for f2 to be

studied:

Daf2(x) = F (x+B(x) + ∆(a, x) + a)− F (x+B(x)) = b,

where ∆(a, x) := B(x + a) − B(x), and B(x) := tr(x2
i+2j+1 + x2

k+2l+1)tr(x2
i+2j + x)tr(x2

i+1 +

x)tr(x2
j+1 + x)tr(x2

k+2l + x)tr(x2
k+1 + x)tr(x2

l+1 + x), the same notation as in Lemma 2.2.23.

∆(a, x) is a Boolean function, then for a = 1, it could happen that the Boolean term ∆(1, x) + 1 is

zero, with which the corresponding equation D1f2(x) = F (x+B(x))− F (x+B(x)) = 0 would be

satis�ed for all the elements of F2n ∩ {x ∈ F2n ; ∆(1, x) + 1 = 0}.

Case a ̸= 1. Subcase ∆(a, x) = 0: The equation Daf2(x) = b becomes:

F (x+B(x) + a)− F (x+B(x)) = b.

Because F is differentially δ-uniform over F2n , this equation has at most δ solutions for the

variable y = x + B(x), which will be denoted by y = yi and y = yi + a, for 1 ≤ i ≤ δ
2 . In the

following, we solve the equations x+B(x) = y, for each value of y.

The equation x+B(x) = yi, by Lemma 2.2.23, has the unique solution x = yi+B(yi), for 1 ≤ i ≤ δ
2 .

The equation x+B(x) = yi + a, by Lemma 2.2.23, has the unique solution x = yi + a+B(yi + a),

for 1 ≤ i ≤ δ
2 .

Then there are at most δ solutions.
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Subcase ∆(a, x) = 1: The equation Daf2(x) = b becomes:

F (x+B(x) + a+ 1)− F (x+B(x)) = b.

Because F is differentially δ-uniform over F2n , this equation has at most δ solutions for the

variable y = x + B(x), which will be denoted by y = zi and y = zi + a + 1, for 1 ≤ i ≤ δ
2 . In the

following, we solve the equations x+B(x) = y, for each value of y.

The equation x+B(x) = zi, by Lemma 2.2.23, has the unique solution x = zi+B(zi), for 1 ≤ i ≤ δ
2 .

The equation x + B(x) = zi + a + 1, by Lemma 2.2.23, has the unique solution x = zi + a+ 1 +

B(zi + a+ 1) = zi + a+ 1 +B(zi + a), because of the identity ∆(1, x) = 0 on F2n , for 1 ≤ i ≤ δ
2 .

Then there are at most δ solutions.

Case a = 1. D1f2(x) = F (x + B(x) + 1) − F (x + B(x)) = b, where ∆(1, x) = 0 on F2n , is the

identity used in the proof of Lemma 2.2.23. This equation can be treated as the equations that

appear in the case for a ̸= 1. So the equation D1f2(x) = b has at most δ solutions.

In conclusion, for any a ̸= 0, b, both in F2n , the equation Daf2(x) = b attains a total of at most 2δ

solutions in F2n .

Corollary 2.2.25. The family of functions

φ(x) = x2
m+1 + (x2

m
+ x+ 1)tr(x2

i+2j+1 + x2
k+2l+1)tr(x2

i+2j + x)tr(x2
i+1 + x)tr(x2

j+1 +

x)tr(x2
k+2l + x)tr(x2

k+1 + x)tr(x2
l+1 + x)),

such that gcd(m, n) = 1, and {i, j, k, l} ⊂ N ∪ {0}, is at least differentially 4-uniform over F2n .

Corollary 2.2.26. The functions f(x) = x2
2m+2m+1+(x2

2m+2m+x2
2m+1+x2

2m
+x2

m+1+x2
m
+x+

1)tr(x2
i+2j+1+x2

k+2l+1)tr(x2
i+2j+x)tr(x2

i+1+x)tr(x2
j+1+x)tr(x2

k+2l+x)tr(x2
k+1+x)tr(x2

l+1+

x)), are at least differentially 8-uniform over F24m , where {i, j, k, l,m− 1} ⊂ N ∪ {0}.

Proof:

Applying Theorem 2.2.24 for the differentially 4-uniform function F (x) = x2
2m+2m+1 (permuta-

tion i� m is odd) over F24m [2].
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Corollary 2.2.27. The family of functions f(x) = x2
n−1
2 +3 + (x2

n−1
2 +2 + x2

n−1
2 +1 + x2

n−1
2 + x3 +

x2 + x+ 1)tr(x2
i+2j+1 + x2

k+2l+1)tr(x2
i+2j + x)tr(x2

i+1 + x)tr(x2
j+1 + x)tr(x2

k+2l + x)tr(x2
k+1 +

x)tr(x2
l+1 + x)) are at least differentially 4-uniform over F2n , where j ≥ 1, every ik ∈ N, and n is

odd.

Proof:

Applying Theorem 2.2.24 for the Welch function, F (x) = x2
n−1
2 +3, over F2n .

2.3 Generalization

There is a wide variety of counterexamples such that f and g are Boolean functions, F (x) and

F (x+f(x)) are differentially δ-uniform, but F (x+f(x)g(x)) is differentially δ+2-uniform, over F2n .

The importance of the following conjecture lies in the detection of differentially δ-uniform functions

close to the differentially δ-uniform function, F (x), which we call the center of the sphere. It seems

like a Sandwich Theorem, about the identi�cation of differentially δ-uniform functions between

F (x) and F (x+ f(x)). We formulate the following conjecture.

Conjecture 3 [Sphere Di�erentially Uniform Theorem] Let f and g Boolean functions such

that f(x+a) = f(x)+f(a), for all a ̸= 0, f(1) = 0, g(x+1) = g(x), g(1) = 0; F (x), F (x+f(x)) and

F (x+g(x)) are differentially δ-uniform, over F2n . Then, F (x+f(x)g(x)) is differentially δ-uniform,

over F2n .

In particular, the following ones are candidates to be f and g:

For n even: f(x) = tr(x2
n
2 +1), tr(x2

n
2 +1 + x), tr(x).

For n even: g(x) = tr(x2
i+1).

For any n: g(x) = tr(x2
i+1 + x), tr(x2

i+2j+1 + x2
k+2l+1)tr(x2

i+2j + x)tr(x2
i+1 + x)tr(x2

j+1 + x)

tr(x2
k+2l + x) tr(x2

k+1 + x)tr(x2
l+1 + x).

ExerciseWe let the following theorems as exercises (from the previous results you can demonstrate

that theorems).
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Theorem 2.3.1. Let u ∈ Fn2 , u ̸= 0, f a Boolean function, and F a differentially δ-uniform function

over Fn2 . Then, the function F (x+ u.f(x)) is at least differentially 4δ-uniform.

Corollary 2.3.2. Let {ui ∈ Fn2 ; ui ̸= 0} an additive subgroup of Fn2 , fi are Boolean functions, and

F a differentially δ-uniform function over Fn2 . Then, the function F (x+ u1.f1(x) + · · ·+ uk.fk(x))

is at least differentially 4kδ-uniform.

Corollary 2.3.3. Let {ui ∈ Fn2 ; ui ̸= 0} an additive subgroup of Fn2 , fi are Boolean functions, and

F a differentially δ-uniform function over Fn2 . Then, the function F (x) + u1.f1(x) + · · ·+ uk.fk(x)

is at least differentially 2kδ-uniform.
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CHAPTER 3

A NEW TECHNIQUE TO DETERMINE THE ALGEBRAIC DEGREE VIA

REED-MULLER CODES

All the results about the algebraic degree in this chapter are new. We give news techniques to

compute the algebraic degree of families of functions in multivariate polynomial representation by

analysis of the corresponding Reed-Muller codes.

3.1 Bent and Almost Bent Functions in the 3rd order Reed-Muller Codes

The frameworks of the binary Reed-Muller codes R(r, n) and the Euclidean geometry EG(n, 2)

give us another way of thinking about families of functions over F2n , in particular those that come

from Theorem 2.2.3.

Let f : F2n → F2n , where f(x) = x2
j+1 + (x2

j
+ x+ 1)tr(x2

i+1).

We can represent f(x) as an n-variable function:

f : EG(n, 2) → EG(n, 2), where the n−coordinate functions of f are in R(r, n) for some r to be

determined.

EG(n, 2) consists of 2n points that can be labeled by the n−tuples of elements in F2n .

The function f can be seen as tuples of codewords of the 3th order binary Reed-Muller code R(3, n)n,

as follows: Let x =
∑n−1

k=0 xkαk = (x0, x1, · · · , xn−1) a vectorial Boolean variable in F2n , where

{α0, · · · , αn−1} is a basis of the F2- vector space F2n . Then,

f(x) = f(
∑n−1

k=0 xkαk) =

(
∑n−1

k=0 xkα
2j

k )(
∑n−1

k=0 xkαk) + (1 +
∑n−1

k=0 xkα
2j

k + xkαk)tr(
∑n−1

k=0 xkα
2i

k

∑n−1
k=0 xkαk)∑n−1

k,l=0 xkxlα
2j

k αl +
∑n−1

t=0

∑n−1
k,l=0 xkxlα

2i+t

k α2t

l +
∑n−1

r,t,k,l=0 xrxkxl(α
2j
r + αr)α

2i+t

k α2t

l .

Making α2j

k αl =
∑n−1

p=0 ak,l,pαp, α
2i+t

k α2t

l =
∑n−1

p=0 at,k,l,pαp, (α2j
r + αr)α

2i+t

k α2t

l =
∑n−1

p=0 ar,t,k,l,pαp,
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where i, j are �xed values. Then, the explicit representation of f(x) in terms of the considered basis

is:

f(x) =
∑n−1

p=0 (
∑n−1

k,l=0 xkxlak,l,p +
∑n−1

t,k,l=0 xkxlat,k,l,p +
∑n−1

r,t,k,l=0 xrxkxlar,t,k,l,p)αp,

where it can be seen that the coe�cients are up to degree 3.

The vectorial representation of f(
∑n−1

k=0 xkαk) in the Fn2 has the following form:

f(x) =

(
∑n−1

k,l=0 xkxlak,l,0 +
∑n−1

t,k,l=0 xkxlat,k,l,0 +
∑n−1

r,t,k,l=0 xrxkxlar,t,k,l,0, · · · ,
∑n−1

k,l=0 xkxlak,l,n−1+∑n−1
t,k,l=0 xkxlat,k,l,n−1 +

∑n−1
r,t,k,l=0 xrxkxlar,t,k,l,n−1).

From now on we will consider n ≥ 3. From the expansion of f(
∑n−1

k=0 xkαk), we extract a term of

maximum degree (whose monomial term is xrxkxl). For example, the sum of all 3! summands that

contain x0x1x2:

x0x1x2

n−1∑
t=0

(α2j

0 + α0)α
2i+t
1 α2t

2 + x0x2x1

n−1∑
t=0

(α2j

0 + α0)α
2i+t
2 α2t

1 +

x1x0x2

n−1∑
t=0

(α2j

1 + α1)α
2i+t
0 α2t

2 + x1x2x0

n−1∑
t=0

(α2j

1 + α1)α
2i+t
2 α2t

0 +

x2x0x1

n−1∑
t=0

(α2j

2 + α2)α
2i+t
0 α2t

1 + x2x1x0

n−1∑
t=0

(α2j

2 + α2)α
2i+t
1 α2t

0

= x0x1x2((α
2j

0 + α0)tr(α
2i

1 α2 + α2i

2 α1)+

(α2j

1 + α1)tr(α
2i

0 α2 + α2i

2 α0)+

(α2j

2 + α2)tr(α
2i

0 α1 + α2i

1 α0)), (2)
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where the existence of the monomial term x0x1x2 depends on its coe�cient be not zero, which is:

C012 = (α2j

0 + α0)tr(α
2i

1 α2 + α2i

2 α1) + (α2j

1 + α1)tr(α
2i

0 α2 + α2i

2 α0) + (α2j

2 + α2)tr(α
2i

0 α1 + α2i

1 α0).

Note that the products (α2j
r + αr)tr(α

2i

k αl + α2i

l αk) are all nonzero since their factors are nonzero

as it will be proved next.

Lemma 3.1.1. For n ≥ 4, there exist basis vectors V = {α0, α1, α2} such that 1 /∈ Span(V), and

(α2j
0 + α0)tr(α

2i
1 α2 + α2i

2 α1) + (α2j
1 + α1)tr(α

2i
0 α2 + α2i

2 α0) + (α2j
2 + α2)tr(α

2i
0 α1 + α2i

1 α0) ̸= 0.

Proof:

By studying the Kernel(φ), where φ(x) = x2
j
+ x, it can be found that |Kernel(φ)| ≤ 2. Then

Kernel(φ) = {0, 1}. Thus, 1 /∈ Span(V) implies φ(Span(V)− {0}) * Kernel(φ).

Just consider the term x2
j+2i+r+2r , when j /∈ {r, i + r}. All terms in the expansion of f cannot

exceed degree 3. Applying in Equation (2), the fact that f(x) = x2
j+1 + (x2

j
+ x+ 1)tr(x2

i+1) has

algebraic degree 3, it is su�cient to have that the coe�cient C012 = (α2j
0 + α0)tr(α

2i
1 α2 + α2i

2 α1) +

(α2j
1 + α1)tr(α

2i
0 α2 + α2i

2 α0) + (α2j
2 + α2)tr(α

2i
0 α1 + α2i

1 α0) is not zero.

Theorem 3.1.2. For n ≥ 4, there exist basis vectors V = {α0, α1, α2} such that 1 /∈ Span(V), and

tr(α2i
0 α1 + α2i

1 α0) = 1.

Proof:

The demonstration comes immediately from Lemma 3.1.1.



c⃝ 2020 Roberto Reyes Carranza

71/131

3.2 Odd order binary Reed-Muller codes

Generalizing the result corresponoding to the 3rd order Reed-Muller codes, using the functions

in Corollary 2.2.17, f(x) = x2
k+1 + (x2

k
+ x+ 1)P(tr(x2

i1+1), · · · , tr(x2
ij+1)), we can show that to

codewords of binary Reed-Muller code of order (2N + 1), R(2N + 1, n)n, where N is the algebraic

degree of P(xi1 , xi2 , · · · , xij ), i.e. the degree of the term with the maximum number of di�erent

factors appearing in P(tr(x2
i1+1), · · · , tr(x2

ij+1)). Without loss of generality we will consider the

subfamily of the form f(x) = x2
k+1 + (x2

k
+ x+ 1)tr(x2

i1+1) · · · tr(x2iN+1). To compute the order

of the code, we will concentrate on the terms of maximum degree of f(
∑n−1

j=0 xjαj):

Terms of maximum degree of f(
∑n−1

j=0 xjαj) are,

(
∑n−1

j=0 xjα
2k
j + xjαj)tr(

∑n−1
j=0 xjα

2i1
j

∑n−1
j=0 xjαj) · · · tr(

∑n−1
j=0 xjα

2iN
j

∑n−1
j=0 xjαj)

(
∑n−1

j=0 xj(α
2k
j + αj))(

∑n−1
t=0

∑n−1
j,l=0 xjxlα

2i1+t

j α2t

l ) · · · (
∑n−1

t=0

∑n−1
j,l=0 xjxlα

2iN+t

j α2t

l )

(
∑n−1

j=0 xj(α
2k
j + αj))(

∑n−1
t1,j1,l1=0 xj1xl1α

2i1+t1

j1
α2t1
l1

) · · · (
∑n−1

tN ,jN ,lN=0 xjNxlNα
2iN+tN

jN
α2tN
lN

)

(
∑n−1

j=0 xj(α
2k
j + αj))(

∑n−1
t1,j1,l1,··· ,tN ,jN ,lN=0 xj1xl1 · · · xjNxlNα2i1+t1

j1
α2t1
l1

· · · α2iN+tN

jN
α2tN
lN

)∑n−1
t1,j1,l1,··· ,tN ,jN ,lN ,jN+1=0 xj1xl1 · · · xjNxlNxjN+1α

2i1+t1

j1
α2t1
l1

· · · α2iN+tN

jN
α2tN
lN

(α2k
jN+1

+ αjN+1)∑n−1
j1,l1,··· ,jN ,lN ,jN+1=0 xj1xl1 · · · xjNxlNxjN+1tr(α

2i1
j1
αl1) · · · tr(α2iN

jN
αlN )(α

2k
jN+1

+ αjN+1),

where k, i1, · · · , iN are �xed coe�cient indices.

We consider the following expansion in the basis {α0, · · · , αn−1}:

tr(α2i1
j1
αl1) · · · tr(α2iN

jN
αlN )(α

2k
jN+1

+ αjN+1) =
∑n−1

p=0 aj1,l1,··· ,jN ,lN ,jN+1,p αp.

Replacing that last expansion:

Terms of maximum degree of f(
∑n−1

j=0 xjαj) =

n−1∑
p,j1,l1,··· ,jN ,lN ,jN+1=0

xj1xl1 · · · xjNxlNxjN+1aj1,l1,··· ,jN ,lN ,jN+1,p αp.

Which contains the non zero terms xj1xl1 · · · xjNxlNxjN+1 of degree 2N + 1.
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Because the bases {α0, · · · , αn−1} are an linearly independent set, it only remains to demon-

strate that at least some coe�cient aj1,l1,··· ,jN ,lN ,jN+1,p is not zero. If all the coe�cients are zero

{aj1,l1,··· ,jN ,lN ,jN+1,p}
n−1
p=0 = {0}, then the function f is of a smaller degree, for example, 2N and the

code of the even order 2N .

Consider N such that n ≥ 2N + 1. From the expansion of f(
∑n−1

k=0 xkαk) we extract a term of

maximum degree, as for example:

The sum of all (2N + 1)! summands whose variable part is xj10xl10 · · · xjN0
xlN0

xj(N+1)0

= xj10xl10 · · · xjN0
xlN0

xj(N+1)0
by its coe�cient Cj10 l10 ··· jN0

lN0
j(N+1)0∑

(s1,··· , s2N+1) is a permutation of (j10 ,l10 ,··· , jN0
,lN0

,j(N+1)0
)

tr(α2i1
s1 αs2) · · · tr(α

2iN
s2N−1

αs2N )(α
2k
s2N+1

+

αs2N+1). (3)

This implies that there exists a function of high nonlinearity in R(2N + 1, n) which is represented

by subfamily of functions f(x) = x2
k+1+(x2

k
+x+1)tr(x2

i1+1) · · · tr(x2iN+1) . Using our result we

give explicit examples of functions of high nonlinearity via computational means (see Appendix).

Whether the degree of the �eld is even or odd depends whether the coe�cient {aj1,l1,··· ,jN ,lN ,jN+1,p}
n−1
p=0

is zero or non-zero.

Algebraic Degree [11], [7] Let F2n be the n-dimensional vector space over the �eld F2. Any

function F from F2n to itself can be uniquely represented as a polynomial on n variables with

coe�cients in F2n , whose degree with respect to each coordinate is at most one:

F (x1, · · · , xn) =
∑

u∈Fn
2
c(u)(

∏n
i=1 x

ui
i ), c(u) ∈ Fn2 .

This representation is called the algebraic normal form (ANF) of F and its degree d0F is called

the algebraic degree of F. The algebraic degree of F, therefore equals the maximal algebraic degree

of the coordinate functions of F. It also equals the maximal algebraic degree of the component

functions of F. It is a right and left a�ne invariant (that is, its value does not change when we

compose F, on the right or the left, by an a�ne automorphism).
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The �eld F2n can be identi�ed with Fn2 as a vector space over F2. Then, viewed as a function

from this �eld to itself, F has a unique representation as a univariate polynomial over F2n of degree

at most 2n − 1. Let:

F (x) =
∑2n−1

i=0 cix
i, ci ∈ F2n .

For every binary vector x ∈ Fn2 , we can also denote by x the element x =
∑n−1

k=0 xkαk of F2n , where

{α0, · · · , αn−1} is a basis of the F2-vector space F2n . Let us write the binary expansion of every

integer i ∈ [0, 2n − 1], i =
∑n−1

s=0 is2
s, is ∈ {0, 1}. Then we have:

F (x) =
∑2n−1

i=0 ci(
∑n−1

k=0 xkαk)
∑n−1

s=0 is2
s

F (x) =
∑2n−1

i=0 ci
∏n−1
s=0 (

∑n−1
k=0 xkα

2s

k )is ,

since the mapping x → x2 is F2− linear over F2n and xk ∈ F2. Expanding these last products,

simplifying and decomposing again over the basis (α1, · · · , αn) gives the ANF of F.

In the case that F is given as a univariate polynomial over F2n , d
0(F ) = max{ω2(i); i is the exponent

of a term in F}, where ω2(i) =
∑n−1

s=0 is.

By de�nition, the algebraic degree of the family in Theorem 2.2.3 must be less than or equal to

2N + 1 ≤ n, where N is the number of trace factors.

Theorem 3.2.1. The functions f in the family in Corollary 2.2.17 are not a�ne equivalent to any

power functions nor other members of the family.

Proof:

d0(tr(f)) = d0(x2
k+1) = 2 /∈ {0, 1, d0(f)} (see [7]). Also, among them are Extended A�ne-

inequivalent, for each additional factor the new one function is Extended A�ne-inequivalent with

the previous ones.

In the functions in the Corollary 2.2.17, f(x) = x2
k+1+(x2

k
+x+1)P(tr(x2

i1+1), · · · , tr(x2
ij+1)),

the algebraic degree of P(xi1 , xi2 , · · · , xij ) is the degree of the term with the maximum number

of di�erent factors appearing in P(tr(x2
i1+1), · · · , tr(x2

ij+1)). Without loss of generality we will
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consider the subfamily of the form f(x) = x2
k+1+(x2

k
+x+1)tr(x2

i1+1) · · · tr(x2iN+1). To compute

the order of the code, we will concentrate in the terms of maximum degree into f(
∑n−1

j=0 xjαj):

We will calculate its algebraic degree from its representation as a function in a single variable, as

explained in a previous paragraph in this section [7].

To �nd the algebraic degree for the family in Theorem 2.2.3, f(x) = x2
k+1+(x2

k
+x+1)tr(x2

i+1),

we see that this family contains terms of the following forms:

A) x2
k+1 = x1.2

k+1.20 , then ω2(1.2
k + 1.20) = 2.

B) x2
k+2p(2i+1) = x1.2

k+1.2p+1.2i+p
, then ω2(1.2

k + 1.2p + 1.2i+p) = 3, for p such that k /∈ {p, i+ p}.

C) x2
0+2p(2i+1) = x1.2

0+1.2p+1.2i+p
, then ω2(1.2

0 + 1.2p + 1.2i+p) = 3, for p > 0.

D) x2
p(2i+1) = x1.2

p+1.2i+p
, then ω2(1.2

p + 1.2i+p) = 2.

Then d0(x2
k+1+(x2

k
+x+1)tr(x2

i+1)) =max{ω2(i); i is the exponent of a term in the representation

of f as a univariate polynomial} = 3.

To �nd the algebraic degree for the subfamily in Corollary 2.2.17, f(x) = x2
k+1 + (x2

k
+ x +

1)tr(x2
i1+1) · · · tr(x2iN+1), where 1 ≤ i1 < i2 < · · · < iN ≤ n − 1 are ordered, it is found that in

this family its terms with the highest degrees are in the following forms:

A) x2
k+2i1+p1+2p1+···+2iN+pN+2pN = x(2

k+2i1+p1+2p1+···+2iN+pN+2pN )mod(2n−1),

then ω2((1.2
k + 1.2i1+p1 + 1.2p1 + · · · + 1.2iN+pN + 1.2pN )mod(2n − 1));

B) x2
0+2i1+p1+2p1+···+2iN+pN+2pN = x(2

0+2i1+p1+2p1+···+2iN+pN+2pN )mod(2n−1),

then ω2((1.2
0 + 1.2i1+p1 + 1.2p1 + · · · + 1.2iN+pN + 1.2pN )mod(2n − 1));

C) x2
i1+p1+2p1+···+2iN+pN+2pN = x(2

i1+p1+2p1+···+2iN+pN+2pN )mod(2n−1),

then ω2((1.2
i1+p1 + 1.2p1 + · · · + 1.2iN+pN + 1.2pN )mod(2n − 1)),

where 0 ≤ pt ≤ n− 1. Note that the mod operation is a Ring Homomorphism, so it can be applied

in any term or factor involved, especially to the sums of terms of the form 2it+pt .
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Problem Given the parameters k and it, where 1 ≤ i1 < i2 < · · · < iN ≤ n− 1, �nd the N values

pt ∈ {0, 1, · · · n− 1} such that the next cardinal attain its maximum value:

Card{2i1 , · · · , 2iN , NorN + 1; for all pt = 0} ≤ Card{2k, 2i1+p1 , 2p1 , · · · , 2iN+pN , 2pN },

Card{20, 2i1+p1 , 2p1 , · · · , 2iN+pN , 2pN } ≤ 2N + 1 ≤ n. Then N ≤ n−1
2 .

From 1 ≤ i1 < i2 < · · · < iN ≤ n− 1, we have that N ≤ n− 1. So in the binary decompositions

of N , we have N{n−1} = N{n−2} = · · · = N{1+log2N} = 0. Furthermore binary decompositions of N

and N +1 di�er only by one term. Remember that every integer i ∈ [0, 2n− 1] has a unique binary

decomposition i =
∑n−1

s=0 is2
s, is ∈ {0, 1}.

The point is to solve the problem for the subfamilies, placing particular conditions on the set of

exponents 1 ≤ i1 < i2 < · · · < iN ≤ n− 1. And also study the best-case scenario.

A Good Solution

We consider �nite sequences of integer numbers (it)
N
t=1, (pt)

N
t=1 such that:

1 ≤ it < it+1 < iN ≤ n− 1

0 ≤ pt ≤ n− 1.

From the condition iN ≤ n − 1, then N ≤ n − 1. From the condition 2N + 1 ≤ n, then N ≤ n−1
2 .

Then N ≤ n−1
2 .

In this particular case, we search on the subset of (pt)
N
t=1 and (it + pt)

N
t=1 such that:

it ≤ n−1
2 ,

pt ≤ n−1
2 , for all t.

Then 2pt mod(2n − 1) = 2pt , for all t.

it + pt ≤ n− 1, then 2it+pt mod(2n − 1) = 2it+pt , for all t.

Then Card{2pt mod(2n− 1), 2it+pt mod(2n− 1); t = 1, · · · , N} = Card{2pt , 2it+pt ; t = 1, · · · , N}.

m+ 1 = maxt {it} ≤ n−1
2 , and
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Table 9. Sequences (it)
m+2

2
t=1 , (pt)

m+2
2

t=1 , where m is even.

it : 1 3 5 · · · m− 1 m+ 1

pt :
m
2

m
2
− 1 m

2
− 2 · · · 1 0

it + pt :
m
2
+ 1 m

2
+ 2 m

2
+ 3 · · · m m+ 1

m
2 = maxt {pt} ≤ n−1

2 .

Then m+ 1 ≤ n−1
2 , i.e. m ≤ n−3

2 . Let m = n−3
2 , where m is even (then n has the form n = 4r + 3,

for some r ∈ N).

Then Card{2pt , 2it+pt ; t = 1, · · · , N} = 2(m+2
2 ) = m+ 2 = n−3

2 + 2 = n+1
2 .

Then we obtain the new subfamilies with the maximum possible algebraic degree:

f(x) = x2
k+1 + (x2

k
+ x+ 1)tr(x2

i1+1) · · · tr(x2iN+1)

= x2
k+1 + (x2

k
+ x+ 1)tr(x2

1+1)tr(x2
3+1)tr(x2

5+1) · · · tr(x2m−1+1)tr(x2
m+1+1)

= x2
k+1 + (x2

k
+ x+ 1)tr(x2

1+1)tr(x2
3+1)tr(x2

5+1) · · · tr(x2
n−5
2 +1)tr(x2

n−1
2 +1),

where d0(f) = n+1
2 .

In general: for m even, such that m ≤ n−3
2 , the subfamily is:

f(x) = x2
k+1 + (x2

k
+ x+ 1)tr(x2

1+1)tr(x2
3+1)tr(x2

5+1) · · · tr(x2m−1+1)tr(x2
m+1+1)

where d0(f) = m+ 2 or m+ 3.

CASE n = 4r + 1:

We consider �nite sequences of integer numbers (it)
N
t=1, (pt)

N
t=1 such that:

1 ≤ it < it+1 < iN ≤ n− 1

0 ≤ pt ≤ n− 1

subject to:

{it, pt} ≤ n−1
2 , for all t.
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Table 10. Sequences (it)
m+2

2
t=1 , (pt)

m+2
2

t=1 , where m is even.

it : 2 4 6 · · · m m+ 2

pt :
m
2

m
2
− 1 m

2
− 2 · · · 1 0

it + pt :
m
2
+ 2 m

2
+ 3 m

2
+ 4 · · · m+ 1 m+ 2

m+ 2 = maxt {it} ≤ n−1
2 , and

m
2 = maxt {pt} ≤ n−1

2 .

Then m+2 ≤ n−1
2 , i.e. m ≤ n−5

2 . Let m = n−5
2 , where m is even (then n has the form n = 4r+5 =

4r̄ + 1, for some r̄ ∈ N).

Then Card{2pt , 2it+pt ; t = 1, · · · , N} = 2(m+2
2 ) = m+ 2 = n−5

2 + 2 = n−1
2 or n−1

2 + 1 = n+1
2 , due

to the possible presence of the additional term 2k for the case Card{2k, 2pt , 2it+pt ; t = 1, · · · , N},

or the presence of the additional term 20 for the case Card{20, 2pt , 2it+pt ; t = 1, · · · , N}.

Then we obtain the new subfamilies of high algebraic degree:

f(x) = x2
k+1 + (x2

k
+ x+ 1)tr(x2

i1+1) · · · tr(x2iN+1)

= x2
k+1 + (x2

k
+ x+ 1)tr(x2

2+1)tr(x2
4+1)tr(x2

6+1) · · · tr(x2m+1)tr(x2
m+2+1)

= x2
k+1 + (x2

k
+ x+ 1)tr(x2

2+1)tr(x2
4+1)tr(x2

6+1) · · · tr(x2
n−5
2 +1)tr(x2

n−1
2 +1),

where d0(f) ∈ {n−1
2 , n+1

2 }.

In general: for m even, such that m ≤ n−5
2 , the subfamily is:

f(x) = x2
k+1 + (x2

k
+ x+ 1)tr(x2

2+1)tr(x2
4+1)tr(x2

6+1) · · · tr(x2m+1)tr(x2
m+2+1),

where d0(f) ∈ {m+ 2, m+ 3}.
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The algebraic degree of f ensures that the sum given in equation (3), Cj10 l10 ··· jN0
lN0

j(N+1)0
, is not-

zero:

Theorem 3.2.2. Let n ≥ 4, the function f(x) = x2
k+1 + (x2

k
+ x+ 1)tr(x2

i1+1) · · · tr(x2iN+1) has

algebraic degree 2N + 1 if and only if the following items are met:

1. There exist basis vectors V = {αi}i such that 1 /∈ Span(V). In particular, this basis could be

V ⊆ {α, α2, · · · , αn−1}, where α is a primitive element.

2. There exist some non-zero term of maximum degree of variable part (let's say) xj10xl10 · · · xjN0
xlN0

xj(N+1)0
.

That is, there is a vector v= (j10 , l10 , · · · , jN0 , lN0 , j(N+1)0
) such that the following sum is non-zero:

∑
(s1,··· , s2N+1) is a permutation of (j10 ,l10 ,··· , jN0

,lN0
,j(N+1)0

)

tr(α2i1
s1 αs2) · · · tr(α

2iN
s2N−1

αs2N )(α
2k
s2N+1

+ αs2N+1) ̸=

0.

Proof:

Due to the form of f , its algebraic degree cannot exceed 2N + 1. By studying the Kernel(φ),

where φ(x) = x2
k
+ x, it we can show that |Kernel(φ)| ≤ 2. Then Kernel(φ) = {0, 1}. Thus,

1 /∈ Span(V) implies φ(Span(V)− {0}) * Kernel(φ).

Apply in equation (3), the fact that the families of functions been considered in this section,

f(x) = x2
k+1 + (x2

k
+ x + 1)tr(x2

i1+1) · · · tr(x2iN+1), has algebraic degree 2N + 1, it is su�cient

to have the coe�cient Cj10 l10 ··· jN0
lN0

j(N+1)0
nonzero.

Corollary 3.2.3. Let n ≥ 4, the function f(x) = x2
k+1+(x2

k
+x+1)tr(x2

i1+1) · · · tr(x2iN+1) has

algebraic degree 2N + 1 if and only if the following items are meet:

1. There exist basis vectors V = {αi}i such that 1 /∈ Span(V). In particular, this basis could be

V ⊆ {α, α2, · · · , αn−1}, where α is a primitive element.

2. There exist a vector v= (j10 , l10 , · · · , jN0 , lN0 , j(N+1)0
) satisfying the following Boolean identity:

∑
(s1,··· , s2N ) is a permutation of v∗=(j10 ,l10 ,··· , jN0

,lN0
)

tr(α2i1
s1 αs2) · · · tr(α

2iN
s2N−1

αs2N ) = 1.

Proof:

The demonstration follows immediately from Theorem 3.2.2.
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Corollary 3.2.4. Let n ≥ 4. Then there exist basis vectors V = {αi}i such that 1 /∈ Span(V), and

a vector v∗ = (j10 , l10 , · · · , jN0 , lN0) satisfying the following Boolean identity:

∑
(s1,··· , s2N ) is a permutation of v∗=(j10 ,l10 ,··· , jN0

,lN0
)

tr(α2i1
s1 αs2) · · · tr(α

2iN
s2N−1

αs2N ) = 1.

Proof:

Apply Corollary 3.2.3 to the functions (of algebraic degree 2N + 1) constructed in this section,

i.e. f(x) = x2
k+1 + (x2

k
+ x+ 1)tr(x2

i1+1) · · · tr(x2iN+1).

Remark In a vectorial Boolean function F on Fn2 , its n− coordinate functions are codewords in

some binary Reed-Muller code R(r, n). The algebraic degree of F , d0(F), which is the maximum

algebraic degree of its coordinate functions, is the order r of R(r, n).
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CHAPTER 4

A NEW TECHNIQUE TO BOUND THE NONLINEARITY

In this chapter, we establish a lower bound on the nonlinearity of the family of functions f(x) =

x2
k+1 + (x2

k
+ x+ 1)tr(x2

k+1)tr(x2
j+1) given in Theorem 2.2.16. The techniques developed in the

literature are not very helpful for functions we consider (i.e. ones that contain products of the form

tr(x2
k+1)tr(x2

j+1)). Here we introduce new techniques. All theorems in this chapter are new.

As a historical background Roy [34] uses some results of Fitzgerald [22] on quadratic functions

with two trace terms, trK/F2
(x(x2

a
+x2

b
)) where K is a �nite extension of F2, in order to generalize

some results of Lahtonen, McGuire and Ward [26] on Gold and Kasami- Welch functions. Then,

Roy gets the Walsh spectrum of the sum tr(x2
a+1) + tr(x2

b+1) under certain conditions introduced

in Lahtonen et al. [26].

4.1 Bounds for the Nonlinearity

The nonlinearity of a function F can be expressed in terms of the maximum modulus of the

Walsh Transform, NL(F ) = 2n−1− 1
2maxu∈Fn

2 , v∈Fm∗
2

|WF (u, v)|. Equal exponents in the terms of

the Walsh Transform de�nes the objective function to be maximized, in order to calculate the bound.

The method discussed here is new and can also be applied to study the Walsh spectrum and the

nonlinearity pro�le of other families of functions that contain Boolean terms of the form tr(bx2
k+1).

1st-Order Nonlinearity (Nonlinearity)

Simpli�cation of the Walsh Spectrum family in Theorem 2.2.16, f = F o ψ, where

ψ(x) = x+ P (x), P (x) := P(tr(x2
i1+1), · · · , tr(x2

ij+1)). Then:

Wf (a, b) =
∑

x∈F2n
(−1)tr(b F (ψ(x))+ a x) =

∑
y ∈F2n

(−1)tr(b F (y)+ aψ−1(y))

=
∑

y ∈F2n
(−1)tr(b F (y)+ a (y+P (y))) =

∑
y ∈F2n

(−1)tr(b F (y)+ a y)+ tr(aP (y)),
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where, by Lemma 2.2.15, ψ = ψ−1 is a permutation on F2n , such that n is even. P is a Boolean

function, if a ̸= 0 such that tr(a) = 0, then tr(aP (y)) = 0 on F2n . Then,

Wf (a, b) =
∑

y ∈F2n
(−1)tr(b F (y)+ a y)+ tr(aP (y)) =WF (a, b).

Then, the Walsh spectrum was veri�ed for all elements (b ̸= 0, a), such that tr(a) = 0:

Wf (b, a) =WF (b, a).

The objective of this section is to obtain a lower bound of the nonlinearity for the class of functions

f(x) = x2
k+1+(x2

k
+x+1)tr(x2

k+1)tr(x2
j+1) which satis�es Corollary 2.2.17. The Walsh coe�cient

is unknown for tr(a) = 1. Without loss of generality, we can assume the number of zeros is larger

than or equal the number of ones in the exponents in the Walsh sum. Then, WLOG, looking for a

way or the best way to maximize the number of zeros in the range of the function exponent in the

Walsh sum for f (using b+ 1 instead b) after the simpli�cation of its Walsh coe�cient:

tr(bx2
k+1) + tr(x2

k+1) + tr(ax) + tr(x2
k+1)tr(x2

j+1).
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Theorem 4.1.1. Let n = 2m, m odd and gcd(n, k) = 2. The nonlinearity of the family f(x) =

x2
k+1 + (x2

k
+ x+ 1)tr(x2

k+1)tr(x2
j+1) which satis�es Corollary 2.2.17 is bounded by:

2n−1 − 2
n
2 ≥ NL(x2

k+1 + (x2
k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) ≥ |R|,

where k is such that x2
k+1 has the classic Walsh Spectrum W

x2
k+1 = {2

n+2
2 , 2

n
2 , 0} (see Appendix

II), and R = {x ∈ F2n ; 1 + tr(bx2
k+1) = tr(x2

k+1) = tr(ax)}, for some a, b ̸= 0 in F2n .

Proof:

Without loss of generality, we can assume the number of zeros is larger than or equal the number of

ones in the exponents in the Walsh sum for f . Then, WLOG, maximize the number of zeros (Z) in the

range of the function tr((b+1)f(x)+ax). Due to the simpli�cation of the Walsh coe�cient of f (based

on the application of the permutation in Lemma 2.2.15, ψ = ψ−1, ψ(x) = x+ tr(x2
k+1)tr(x2

j+1)),

equivalently, we maximize the number of zeros of the function tr(bx2
k+1) + tr(x2

k+1) + tr(ax) +

tr(x2
k+1)tr(x2

j+1).

Objetive function: max
{b ̸=1, a, j}

|{x ∈ F2n ; tr(bx
2k+1) + tr(x2

k+1) + tr(ax) + tr(x2
k+1)tr(x2

j+1) = 0}|.

First, we will study the case for b ̸= 1, which will be reduced to the case for b = 1.

Let us consider the sets:

P = {x ∈ F2n ; tr(bx
2k+1) = tr(ax), tr(x2

k+1) = tr(ax)}

Q = {x ∈ F2n ; tr(bx
2k+1) = 1 + tr(ax), tr(x2

k+1) = 1 + tr(ax)}

R = {x ∈ F2n ; tr(bx
2k+1) = 1 + tr(ax), tr(x2

k+1) = tr(ax)}

S = {x ∈ F2n ; tr(bx
2k+1) = tr(ax), tr(x2

k+1) = 1 + tr(ax)}.

They de�ne a partition of F2n , denoted by P, with respect to the linear function tr(ax).

By the conditions on n and k, the monomial x2
k+1 becomes a permutation [23], [3], [40]. The

function (b + 1)x2
k+1 is a permutation too . Then (b + 1)x2

k+1 is onto. Then for b ̸= 1, the term

tr((b+ 1)x2
k+1) has 2n−1 values equal to zero and 2n−1 values equal to one. Then:

P ∪Q ⊆ {x ∈ F2n ; tr((b+ 1)x2
k+1) = 0}, then |P |+ |Q| ≤ 2n−1.
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R ∪ S ⊆ {x ∈ F2n ; tr((b+ 1)x2
k+1) = 1}, then |R|+ |S| ≤ 2n−1.

And from |P |+ |Q|+ |R|+ |S| = |P ∪Q ∪R ∪ S| = |F2n | = 2n, we have the identity:

|P |+ |Q| = 2n−1, |R|+ |S| = 2n−1.

In order to maximize the number of zeros, we can assume that |P | = max{|P |, |Q|, |R|, |S|}. We

denote by Z = the number of zeros, O = the number of ones.

CASE For k such that x2
k+1 has Walsh Spectrum W

x2k+1 ⊆ {2
n+2
2 , 2

n
2 , 0} :

Z− O = W
x2k+1(a, b)

Z + O = 2n

For any b ̸= 0, a ∈ F2n ,

|P |+ |S| = |{x ∈ F2n ; tr(bx
2k+1) = tr(ax)}| =


2n−1 + 2

n
2 , if W

x2
k+1(a, b) = 2

n+2
2

2n−1 + 2
n
2
−1, if W

x2
k+1(a, b) = 2

n
2

2n−1, if W
x2k+1(a, b) = 0.

(1)

Remark For any c ̸= 0, a ̸= 0, the set {x ∈ F2n ; tr(cx
2k+1) = 0}, where x2k+1 is a permutation,

not necessarily de�nes a vector subspace of Fn2 , as the set {x ∈ F2n ; tr(ax) = 0}. But tr(cx2k+1)

can be the same as tr(ax) in |P |+ |S| ∈ {2n−1 + 2
n
2 , 2n−1 + 2

n
2
−1, 2n−1} points.

Then, for some pair (a, b) ∈ F2n×F∗
2n the maximum number of values equals to zero is |P |+ |S| =

|P ∪ S| = |{x ∈ F2n ; tr(bx
2k+1) = tr(ax)}| = 2n−1 + 2

n
2 . Later we will only consider b with this

requirement. From P, |Q|+|R| = 2n−1−2
n
2 . From |P |+|Q| = 2n−1, |P | = |R|+2

n
2 . From |P | ≤ 2n−1:

|R| ≤ 2n−1 − 2
n
2 .

Also, from |P | = 2n−1 + 2
n
2 − |S|, |S| ≥ 2

n
2 . From |P | = max{|P |, |Q|, |R|, |S|}, |P |+ |Q| = 2n−1,

and |R|+ |S| = 2n−1, we obtain |Q| = min{|P |, |Q|, |R|, |S|}.

From now, the parameter j will be used in the maximization process. Moreover, this process depend

uniquely on j (independent of b and a).



c⃝ 2020 Roberto Reyes Carranza

84/131

x ∈ F2n : tr(bx2k+1) + tr(x2k+1) + tr(ax) + tr(x2k+1) × tr(x2j+1)

For x ∈ P : 0 + tr(ax) + tr(ax) × tr(x2j+1)

For x ∈ Q : 0 + tr(ax) + (1 + tr(ax)) × tr(x2j+1)

For x ∈ R : 1 + tr(ax) + tr(ax) × tr(x2j+1)

For x ∈ S : 1 + tr(ax) + (1 + tr(ax)) × tr(x2j+1)

Table 11. tr(bf(x) + ax) on partition P

The objective function is simpli�ed such that it only depends on the choice of parameter j:

Objetive function: max
tr(x2

j+1)
|{x ∈ F2n ; tr(bx

2k+1) + tr(x2
k+1) + tr(ax) + tr(x2

k+1)tr(x2
j+1) = 0}|.

SUBCASE For j such that x2
j+1 has Walsh coe�cient W

x2
j+1(a, b) ∈ {2n, 0}:

x ∈ F2n : tr(bx2k+1) + tr(x2k+1) + tr(ax) + tr(x2k+1) × tr(x2j+1)

For x ∈ P :
0 + tr(ax) + tr(ax) × tr(ax)

= 0

For x ∈ Q :
0 + tr(ax) + (1 + tr(ax)) × tr(ax)

= tr(ax)

For x ∈ R :
1 + tr(ax) + tr(ax) × tr(ax)

= 1

For x ∈ S :
1 + tr(ax) + (1 + tr(ax)) × tr(ax)

= 1 + tr(ax)

Table 12. tr(bf(x) + ax) on partition P

From:

tr(bf(x) + ax) =

 1, if x ∈ R

1 + tr(ax), if x ∈ S
(2)

S will be most convenient to get zero values, therefore it will be assumed that |S| ≥ |R|. Then, the

following monotonic sequence on the partition P is guaranteed:

|P | ≥ |S| ≥ |R| ≥ |Q|.
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That sequence is a key part of solving the optimization problem. Also:

|R|+ 2
n
2 = |P | ≥ |S| ≥ |R|, so |R|+ 2

n
2 ≥ |S| ≥ |R|.

From now, on the parameter a will be used in the maximization process. Moreover, this process

depend uniquely on a (the three parameters are independent each other {b, a, j}).

The objective function is simpli�ed such that it only depends on the choice of parameter a:

Objective function: max
tr(ax)

|{x ∈ F2n ; tr(bx
2k+1) + tr(x2

k+1) + tr(ax) + tr(x2
k+1)tr(x2

j+1) = 0}|

= max
tr(ax)

|{x ∈ Q ∪ S; tr(bx2k+1) + tr(x2
k+1) + tr(ax) + tr(x2

k+1)tr(x2
j+1) = 0}|

SUBCASE Regarding the parameter a:

The function tr(ax) has up to 2n−1 zeros, and 2n−1 ones. In the worst case, ∀x ∈ Q, tr(ax) = 0,

and ∀x ∈ S, tr(ax) = 1. Then

x ∈ F2n : tr(bx2k+1) + tr(x2k+1) + tr(ax) + tr(x2k+1) × tr(x2j+1)

For x ∈ P :
0 + tr(ax) + tr(ax) × tr(ax)

= 0

For x ∈ Q :
0 + 0 + (1 + 0) × 0

= 0

For x ∈ R :
1 + tr(ax) + tr(ax) × tr(ax)

= 1

For x ∈ S :
1 + 1 + (1 + 1) × 1

= 1 + 1= 0

Table 13. tr(bf(x) + ax) on partition P

max
{b ̸=1, a, j}

|{x ∈ F2n ; tr(bx
2k+1) + tr(x2

k+1) + tr(ax) + tr(x2
k+1)tr(x2

j+1) = 0}| = 2n − |R|

≥ 2n − (2n−1 − 2
n
2 ) ≥ 2n−1 + 2

n
2 . Then, the new maximum absolute value of Walsh coe�cient is:

max
(a, b ̸=0)

|W
x2

k+1+(x2
k
+x+1)tr(x2

k+1)tr(x2
j+1)

(a, b)| ≥ 2
n+2
2

Then, the new nonlinearity will be upper bounded by:
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x ∈ F2n : tr(bx2k+1) + tr(x2k+1) + tr(ax) + tr(x2k+1) × tr(x2j+1)

For x ∈ P : 0

For x ∈ Q : 0

For x ∈ R : 1

For x ∈ S : 0

Table 14. tr(bf(x) + ax) on partition P

NL(x2
k+1 + (x2

k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) ≤ 2n−1 − 2

n
2 .

On the other hand, if we compute the value of |R|, the new maximum absolute possible value of

Walsh coe�cient is attained by:

max
(a, b ̸=0)

|W
x2k+1+(x2k+x+1)tr(x2k+1)tr(x2

j+1)
(a, b)| = 2n − 2|R|.

Then, the new nonlinearity will be lower bounded by:

NL(x2
k+1 + (x2

k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) ≥ |R|.

Using these last two inequalities the new nonlinearity is bounded by:

2n−1 − 2
n
2 ≥ NL(x2

k+1 + (x2
k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) ≥ |R|

Where |R| = |{x ∈ F2n ; tr(bx
2k+1) = 1 + tr(x2

k+1) = 1 + tr(ax)}|. Moreover, to reduce the

computational cost, we can be used the more e�cient form:

|R| = |{x ∈ F2n ; 1 + tr(bx2
k+1) = tr(x2

k+1) = tr(ax)}|.

SUBCASE For j such that x2
j+1 has Walsh the coe�cient W

x2
j+1(a, b) ∈ {2

n+2
2 , 2

n
2 }:

Then Z = 2n−1 + 2
n
2 . We will use these values on P ∪ S. Then, tr(x2j+1) ̸= tr(ax), so tr(x2

j+1) =

1 + tr(ax) on Q ∪R, |Q ∪R| = 2n−1 − 2
n
2 . Then,

The objective function is already determined on the sets P and Q.
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x ∈ F2n : tr(bx2k+1) + tr(x2k+1) + tr(ax) + tr(x2k+1) × tr(x2j+1)

For x ∈ P :
0 + tr(ax) + tr(ax) × tr(ax)

= 0

For x ∈ Q :
0 + tr(ax) + (1 + tr(ax)) × (1 + tr(ax))

= 1

For x ∈ R :
1 + tr(ax) + tr(ax) × (1 + tr(ax))

= 1 + tr(ax)

For x ∈ S :
1 + tr(ax) + (1 + tr(ax)) × tr(ax)

= 1 + tr(ax)

Table 15. tr(bf(x) + ax) on partition P

The objective function is simpli�ed such that it only depends on the choice of parameter a:

Objective function: max
tr(ax)

|{x ∈ F2n ; tr(bx
2k+1) + tr(x2

k+1) + tr(ax) + tr(x2
k+1)tr(x2

j+1) = 0}|

= max
tr(ax)

|{x ∈ R ∪ S; tr(bx2k+1) + tr(x2
k+1) + tr(ax) + tr(x2

k+1)tr(x2
j+1) = 0}|.

SUBCASE Regarding the parameter a:

The function tr(ax) has up to 2n−1 zeros, and 2n−1 ones. |R ∪ S| = 2n−1, then in the worst case,

∀x ∈ R ∪ S, tr(ax) = 1. Then

x ∈ F2n : tr(bx2k+1) + tr(x2k+1) + tr(ax) + tr(x2k+1) × tr(x2j+1)

For x ∈ P :
0 + tr(ax) + tr(ax) × tr(ax)

= 0

For x ∈ Q :
0 + tr(ax) + (1 + tr(ax)) × (1 + tr(ax))

= 1

For x ∈ R :
1 + 1 + 1 × (1 + 1)

= 1 + 1= 0

For x ∈ S :
1 + 1 + (1 + 1) × 1

= 1+ 1= 0

Table 16. tr(bf(x) + ax) on partition P
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x ∈ F2n : tr(bx2k+1) + tr(x2k+1) + tr(ax) + tr(x2k+1) × tr(x2j+1)

For x ∈ P : 0

For x ∈ Q : 1

For x ∈ R : 0

For x ∈ S : 0

Table 17. tr(bf(x) + ax) on partition P

Then max
{b̸=1, a, j}

|{x ∈ F2n ; tr(bx
2k+1) + tr(x2

k+1) + tr(ax) + tr(x2
k+1)tr(x2

j+1) = 0}| = 2n − |Q|

If we compute the value of |Q|, the new maximum absolute possible value of Walsh coe�cient is

attained by:

max
(a, b ̸=0)

|W
x2

k+1+(x2
k
+x+1)tr(x2

k+1)tr(x2
j+1)

(a, b)| = 2n − 2|Q|.

Then, the new nonlinearity will be lower bounded by:

NL(x2
k+1 + (x2

k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) ≥ |Q|.

But, from |Q| = min{|P |, |Q|, |R|, |S|}, this last inequality is implied by the before case. In con-

clusion, for k such that x2
k+1 has Walsh Spectrum W

x2
k+1 = {2

n+2
2 , 2

n
2 , 0}, we have:

2n−1 − 2
n
2 ≥ NL(x2

k+1 + (x2
k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) ≥ |R|,

where |R| = |{x ∈ F2n ; 1 + tr(bx2
k+1) = tr(x2

k+1) = tr(ax)}|.

On the Distribution of Zeros in the A�ne Family

For a proof of our following result and its version in higher dimensions we refer to Section 5.1

Theorem 4.1.2. Let a1 ̸= a2 two non-zero elements in F2n , and Sa1 = {x ∈ F2n ; tr(a1x) = 0}

and Sa2 = {x ∈ F2n ; tr(a2x) = 0} its corresponding F2 - vector subspaces of F2n . The sets Ha1 =

{x ∈ F2n ; tr(a1x) = 1} and Ha2 = {x ∈ F2n ; tr(a2x) = 1} its hyperplanes, respectively. Then the

intersections Sa1 ∩ Sa2 , Sa1 ∩Ha2 , Ha1 ∩ Sa2 , and Ha1 ∩Ha2 form a partition of F2n , such that:
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|Sa1 ∩ Sa2 | = |{x ∈ F2n ; tr(a1x) = tr(a2x) = 0}| = 2n−2,

|Sa1 ∩Ha2 | = |{x ∈ F2n ; tr(a1x) = 0, tr(a2x) = 1}| = 2n−2,

|Ha1 ∩ Sa2 | = {x ∈ F2n ; tr(a1x) = 1, tr(a2x) = 0}| = 2n−2,

|Ha1 ∩Ha2 | = |{x ∈ F2n ; tr(a1x) = tr(a2x) = 1}| = 2n−2.

Corollary 4.1.3. The number of zeros in the quadratic function tr(a1x)tr(a2x) (a1 ̸= a2 in F∗
2n) is:

|O = {x ∈ F2n ; tr(a1x)tr(a2x) = 0}| = |(Sa1 ∩ Sa2) ∪ (Sa1 ∩Ha2) ∪ (Ha1 ∩ Sa2)| = (34)2
n.

Remark The following result is useful for knowledge and for a good intuition about the distribution

of zeros and ones in the family of linear Boolean functions: |Ha1 | = 2n−1, but |{x ∈ Ha1 ; tr(a2x) =

0}| ̸= 2n−1. Exactly, |{x ∈ Ha1 ; tr(a2x) = 0}| = (14)2
n.

Due to potential of application of this Corollary 4.1.3, we call it Theorem on the distribution of

zeros of the quadratic.

Figure 1. n = �eld degree. NL(f) = Nonlinearity of a given function f . Ub=

upper bound and Lb= lower bound of NL(fkjk), given in Theorems 4.1.1- 4.1.4.

Gold Gk(x) = x2
k+1. The function of Budaghyan et al. fk(x) = x2

k+1 + (x2
k
+ x+

1)tr(x2
k+1). fkjk(x) = x2

k+1 + (x2
k
+ x + 1)tr(x2

k+1)tr(x2
j+1) family in Theorems

4.1.1- 4.1.4. fkjuk(x) = x2
k+1+(x2

k
+x+1)tr(x2

i+1)tr(x2
j+1)tr(x2

u+1). fkjuvk(x) =

x2
k+1 + (x2

k
+ x+ 1)tr(x2

i+1)tr(x2
j+1)tr(x2

u+1)tr(x2
v+1). Rik(x) = x2

k+1 + (x2
k
+

x+ 1)tr(x2
i+1)(1 + tr((x+ x8)2

i+1)) is a variation inspired by families in Corollary

2.2.17. Budaghyan function is EA-inequivalent but CCZ-equivalent to Gold. d(f) =

Algebraic degree of f .
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Remark A weakness of Gold family is that it has 2nd-order nonlinearity equal to 0: nl2(Gk) = 0.

Fortunately, for n odd the families given in Corollary 2.2.17 do not necessariy have 2nd-order

nonlinearity equal to 0, see Section 4.3. For n = 7, nl2(fkjk) ≥ 9, where k = 1, j = 2. For n = 11,

nl2(f) ≥ 119, where f is a function in Corollary 2.2.17.
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Theorem 4.1.4. Let n = 2m, the family f(x) = x2
k+1 + (x2

k
+ x + 1)tr(x2

k+1)tr(x2
j+1) belongs

to the class of functions given in Corollary 2.2.17, where the Walsh coe�cients of x2
k+1 satisfy the

classic requirement of the Gold family: W
x2k+1(a1, 1) = 2

n+2
2 (see Appendix II), for any a1 ∈ F2n .

Then, the nonlinearity of f has the following lower bound:

NL(x2
k+1 + (x2

k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) ≥ 2n−2 − 2

n
2 .

Proof:

CASE b = 1. First, we consider the case for n even, later the case for n odd.

Let's n = 2m. Without loss of generality, we maximize the number of zeros (Z) in the range of

the function tr(x2
k+1) + tr(ax) + tr(x2

k+1)tr(x2
j+1).

SUBCASE For {k, j} such that W
x2

k+1(a1, 1) =W
x2

j+1(a1, 1) = 2
n+2
2 :

x ∈ F2n : tr(x2k+1) + tr(a1x) + tr(x2k+1) × tr(x2j+1)

For x ∈ P : 0 + tr(a1x) × tr(x2j+1)

For x ∈ Q : 1 + (1 + tr(a1x)) × tr(x2j+1)

Table 18. tr(1f(x) + ax) on partition P ∪Q = F2n

The Walsh coe�cient W
x2k+1(a1, 1) = 2

n+2
2 , de�nes the following sets, by solving the linear system:

Z− O = W
x2k+1(a1, 1) =

∑
x∈F2n

(−1)tr(1. x
2k+1)+ tr(a1 x)

Z + O = 2n

P = {x ∈ F2n ; tr(x
2k+1) = tr(a1x)}, with |P | = 2n−1 + 2

n
2 .

Q = {x ∈ F2n ; tr(x
2k+1) = 1 + tr(a1x)}, with |Q| = 2n−1 − 2

n
2 .

They de�ne the partition P ∪Q = F2n , corresponding to the linear function tr(a1x).
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Now, we pay particular attention to a solution to our optimization problem:

Objective function: max
{a1, j}

|{x ∈ F2n ; tr(x
2k+1) + tr(a1x) + tr(x2

k+1)tr(x2
j+1) = 0}|.

Also, since W
x2

j+1(a1, 1) = 2
n+2
2 , then we will ensure at least the |P | = max{|P |, |Q|} = 2n−1+2

n
2

of 2n−1+2n−2 zero values, if the corollary on the quadratic function tr(a1x)tr(a2x) has been applied.

x ∈ F2n : tr(x2k+1) + tr(a1x) + tr(x2k+1) × tr(x2j+1)

For x ∈ P :
0 + tr(a1x) × tr(a2x)

tr(a1x)tr(a2x)

For x ∈ Q :
1 + (1 + tr(a1x)) × (1 + tr(a2x))

tr(a1x) + tr(a2x) + tr(a1x)tr(a2x)

Table 19. tr(1f(x) + ax) on partition P ∪Q = F2n

It is not convenient for the purpose of getting more zeros, that the quadratic resultant function

over the set Q, tr(a1x) + tr(a2x) + tr(a1x)tr(a2x), such that x /∈ O. Because x /∈ O, it implies

tr(a1x)+ tr(a2x)+ tr(a1x)tr(a2x) = 1+1+1 = 1. Then, we prefer as much as possible for elements

in Q that x ∈ O, which is described in the next table:

x ∈ F2n : tr(x2k+1) + tr(a1x) + tr(x2k+1) × tr(x2j+1)

For x ∈ P :
tr(a1x)tr(a2x)

= 0

For x ∈ Q ∩ O :
tr(a1x) + tr(a2x) + tr(a1x)tr(a2x)

= tr(a1x) + tr(a2x)

For x ∈ Q ∩ Oc :
tr(a1x) + tr(a2x) + tr(a1x)tr(a2x)

= 1 + 1 + 1 = 1

Table 20. tr(1f(x) + ax) on partition P ∪Q = F2n
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Remark In the probabilistic terms, for x ∈ Q∩O, the resultant function, tr(a1x) + tr(a2x) is such

that tr(a1x) = 0 ∨ tr(a2x) = 0, i.e.:

tr(a1x) + tr(a2x) =


0 + 0 = 0,

0 + 1 = 1,

1 + 0 = 1.

(3)

It is Pr(1) = 2
3 , Pr(0) =

1
3 . But worst case, to get even more zero values, we suppose that Pr(0) = 1,

i.e. tr(a1x) + tr(a2x) = 0 on Q ∩ O.

Now, ∀x ∈ P, tr(a1x)tr(a2x) = 0, then P ⊆ O. Taking in account that P ∪Q = F2n is a partition,

then P ∪ (Q∩O) = O, |P ∪ (Q∩O)| = (34)2
n, |Q∩O| = (34)2

n− |P | = 2n−2 − 2
n
2 , Q∩Oc = Oc, and

|Q ∩ Oc| = |Q| − |Q ∩ O| = 2n−1 − 2
n
2 − (2n−2 − 2

n
2 ) = 2n−2.

Then, max
{a1, j}

|{x ∈ F2n ; tr(x
2k+1) + tr(a1x) + tr(x2

k+1)tr(x2
j+1) = 0}| = 2n − |Q ∩ Oc|.

The new maximum absolute possible value of Walsh coe�cient for b = 1, is attained by:

max
a1 ∈F2n

|W
x2

k+1+(x2
k
+x+1)tr(x2

k+1)tr(x2
j+1)

(a1, 1)| = 2n−1.

Then, the new �nonlinearity� (with the restriction, b = 1) will be lower bounded by:

NL(x2
k+1 + (x2

k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) ≥ 2n−1 − 2n−2.

SUBCASE For {k, j} such that W
x2k+1(a1, 1) = 2

n+2
2 , and W

x2
j+1(a1, 1) = 0:

Because W
x2k+1(a1, 1) = 2

n+2
2 , we will use the same �rst table and partition P ∪Q = F2n given

in the earlier sub-case. Next, the factor tr(x2
j+1) takes the main role in the maximization problem,

but now with the di�erence that W
x2

j+1(a1, 1) = 0.

Objective function: max
{a1, j}

|{x ∈ F2n ; tr(x
2k+1) + tr(a1x) + tr(x2

k+1)tr(x2
j+1) = 0}|.
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x ∈ F2n : tr(x2k+1) + tr(a1x) + tr(x2k+1) × tr(x2j+1)

For x ∈ P : 0 + tr(a1x) × tr(x2j+1)

For x ∈ Q : 1 + (1 + tr(a1x)) × tr(x2j+1)

Table 21. tr(1f(x) + ax) on partition P ∪Q = F2n

FromW
x2

j+1(a1, 1) = 0, tr(x2
j+1) agrees with linear (and a�ne) functions tr(a2x) in 2n−1 points.

In order to satisfy the objective function (maximize the zero values in tr(1f(x) + ax)), there are

the following four choices:

If tr(x2
j+1) = tr(a2x), for x in P , then η(x) = tr(a1x)tr(a2x) =

 1, if x ∈ Ha1 ∩Ha2

0, if x /∈ Ha1 ∩Ha2

If tr(x2
j+1) = tr(a2x), for x in Q, then

κ(x) = 1+ tr(a2x) + tr(a1x)tr(a2x) =

 1, if x ∈ Ha1 ∩Ha2

1 + tr(a2x), if x /∈ Ha1 ∩Ha2

The best choice is considering tr(x2
j+1) = tr(a2x), for x in P ∩ (Ha1 ∩Ha2)

c. And taking into

account that |P | = 2n−1 + 2
n
2 and (Ha1 ∩ Ha2)

c = (34)2
n, it can happen for all the 2n−1 points,

where tr(x2
j+1) agrees with tr(a2x). Then, we elaborate the next table:

x ∈ F2n : tr(x2k+1) + tr(a1x) + tr(x2k+1) × tr(x2j+1)

2n−1 x′s in P = P − (Ha1 ∩Ha2):
0 + tr(a1x) × tr(a2x)

tr(a1x)tr(a2x)

2
n
2 x′s in P = P ∩ (Ha1 ∩Ha2):

0 + tr(a1x) × (1 + tr(a2x))

tr(a1x) + tr(a1x)tr(a2x)

For x ∈ Q :
1 + (1 + tr(a1x)) × (1 + tr(a2x))

tr(a1x) + tr(a2x) + tr(a1x)tr(a2x)

Table 22. tr(1f(x) + ax) on partition P ∪Q = F2n , where f in Corollary 2.2.17

There are three types of functions on the partition:

η(x) = tr(a1x)tr(a2x), ζ(x) = tr(a1x)+ tr(a1x)tr(a2x), ξ(x) = tr(a1x)+ tr(a2x)+ tr(a1x)tr(a2x).
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For example, for the function ξ: If x ∈ Ha1 ∩Ha2 , then ξ(x) = 1 + 1 + 1 = 1. Then, we prefer

that x is not in Ha1 ∩Ha2 , to increase the chances of obtaining zero values, ξ(x) = 0.

To sum up all possible values:

η(x) =

 1, if x ∈ Ha1 ∩Ha2

0, if x /∈ Ha1 ∩Ha2

(4)

ζ(x) =

 0, if x ∈ Ha1 ∩Ha2

tr(a1x), if x /∈ Ha1 ∩Ha2

(5)

ξ(x) =

 1, if x ∈ Ha1 ∩Ha2

tr(a1x) + tr(a2x), if x /∈ Ha1 ∩Ha2 .
(6)

To get the best number of zeros, it is convenient to apply Theorem 4.1.2, |Ha1 ∩Ha2 | = 2n−2.

x ∈ F2n : tr(x2k+1) + tr(a1x) + tr(x2k+1) × tr(x2j+1)

2n−1 x′s in P = P − (Ha1 ∩Ha2):
η(x)

0

2
n
2 x′s in P = P ∩ (Ha1 ∩Ha2):

ζ(x)

0

2n−2 x′s in Q = Q− (Ha1 ∩Ha2):
ξ(x)

tr(a1x) + tr(a2x)

2n−2 − 2
n
2 x′s in Q = Q ∩ (Ha1 ∩Ha2):

ξ(x)

1

Table 23. tr(1f(x) + ax) on partition P ∪Q = F2n

In the worst case, to get even more zero values, we assume that ξ(x) = tr(a1x) + tr(a2x) = 0 on

the Q ∩ O.

Then max
{a1, j}

|{x ∈ F2n ; tr(x
2k+1) + tr(a1x) + tr(x2

k+1)tr(x2
j+1) = 0}| = 2n − |Q ∩ (Ha1 ∩Ha2)|.

The new maximum absolute possible value of Walsh coe�cient for b = 1, is attained by:
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max
a1 ∈F2n

|W
x2k+1+(x2k+x+1)tr(x2k+1)tr(x2

j+1)
(a1, 1)| = 2n−1 + (2)2

n
2 .

Then, the new �nonlinearity� (with the restriction, b = 1) will be lower bounded by:

NL(x2
k+1 + (x2

k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) ≥ 2n−2 − 2

n
2 .

Summarizing the two sub cases for b = 1, and W
x2

k+1(a1, 1) = 2
n+2
2 :

NL(x2
k+1 + (x2

k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) ≥

 2n−2, if W
x2

j+1(a1, 1) = 2
n+2
2

2n−2 − 2
n
2 , if W

x2
j+1(a1, 1) = 0.

(7)

Note that the case W
x2

j+1(a1, 1) = 0 is always present.

CASE For b ̸= 1 from b = 1:

In order to satisfy the objective function we will consider the subcase for b = 1, which is

the one with the maximum number of zero values corresponding to W
x2

k+1(a1, 1) = 2
n+2
2 and

W
x2

j+1(a1, 1) = 0. From that, we address the case for b ̸= 1:

Wf (a, b) =
∑

x∈F2n

(−1)tr(bf(x)+ax) =
∑

x∈F2n

(−1)tr((b+1)x2
k+1)+ tr(x2

k+1)+tr(a1x)+tr(x2
k+1)tr(x2

j+1)

=
∑

x /∈Q∩(Ha1∩Ha2 )

(−1)tr((b+1)x2
k+1)+ 0 +

∑
x∈Q∩(Ha1∩Ha2)

(−1)tr((b+1)x2
k+1)+ 1.

Taking in account the following facts: tr((b + 1)x2
k+1 is a permutation, that is |T | = 2n−1, where

T = {x ∈ F2n ; tr((b+1)x2
k+1) = 0}, |F2n−(Q∩(Ha1∩Ha2))| = 2n−1+2n−2+2

n
2 , |Q∩(Ha1∩Ha2)| =

2n−2 − 2
n
2 . Then, in order to get the maximum number of zeros, the worst case occurs with the

following choice:

Wf (a, b) ≤
∑

x /∈Q∩(Ha1∩Ha2 )∩T
(−1)0+0 +

∑
x /∈Q∩(Ha1∩Ha2 )∪T

(−1)1+0 +
∑

x∈Q∩(Ha1∩Ha2 )−T

(−1)1+1

Wf (a, b) ≤ 2n−1 + (2n−2 − 2
n
2 )− (2n−2 + 2

n
2 ) = 2n−1 − (2)2

n
2 .

Where: |F2n − (Q ∩ (Ha1 ∩ Ha2) ∩ T )| = 2n−1, |F2n − (Q ∩ (Ha1 ∩ Ha2) ∪ T )| = 2n−2 + 2
n
2 ,

|Q ∩ (Ha1 ∩Ha2) − T | = 2n−2 − 2
n
2 .
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Then, the new �nonlinearity� (with the restriction, b ̸= 1) will be lower bounded by:

NL(x2
k+1 + (x2

k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) ≥ 2n−2 + 2

n
2 .

In summary, for W
x2

k+1(a1, 1) = 2
n+2
2 , the nonlinearity is under bounded by:

NL(x2
k+1 + (x2

k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) ≥

 2n−2 − 2
n
2 , if b = 1

2n−2 + 2
n
2 , if b ̸= 1

(8)

Then, in the worst case:

NL(x2
k+1 + (x2

k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) ≥ 2n−2 − 2

n
2 .

Remark This method can also be applied to study the Walsh spectrum and the nonlinearity pro�le

of other families of functions that contain the Boolean terms tr(bx2
k+1). Moreover, because the

bounds depend on the Walsh spectrum of functions, the new family of functions with the same

Walsh spectrum could have the same bounds according to their formula.

4.2 Simpli�cation of the Walsh Spectrum of the Family in Theorem 2.2.24, f2 = F o φ,

where φ(x) = x+B(x). Then:

Wf2(a, b) =
∑

x∈F2n
(−1)tr(b F (φ(x))+ a x) =

∑
y ∈F2n

(−1)tr(b F (y)+ aφ−1(y))

=
∑

y ∈F2n
(−1)tr(b F (y)+ a (y+B(y))) =

∑
y ∈F2n

(−1)tr(b F (y)+ a y)+ tr(aB(y)),

where φ = φ−1 is a permutation. B is a Boolean function, considering a, such that tr(a) = 0, then

tr(aB(y)) = 0 on F2n . There are a lot of candidates, exactly |{a ̸= 0 ∈ F2n ; tr(a) = 0}| = 2n−1− 1.

Then, Wf2(a, b) =
∑

y ∈F2n
(−1)tr(b F (y)+ a y)+ tr(aB(y)) =WF (a, b), for a ̸= 0, with tr(a) = 0. Then,

the Walsh spectrum was veri�ed for all elements (b ̸= 0, a), such that tr(a) = 0:

Wf2(b, a) =WF (b, a).
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Using the previous technique in order to increase the chances of achieving a high nonlinearity for the

family, from the nonlinearity of one of the two functions that have participated in its composition.
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4.3 Bounds for the 2nd-Order Non-linearity

2nd-Order Nonlinearity

The same concept d(f,R(1, n)) works in general for R(r, n), ∀r ≥ 2.

nl2(f) = minh∈R(2,n) dH(f, h) = minh∈R(2,n)(f + h).

Applying the concepts from Reed-Muller Codes Section 1.2 to f + g, where deg(g) = 2, we get a

formula for the 2nd- order nonlinearity based on the Walsh Transform with the extra quadratic

term :

dH{f, g + ε+
∑n

i=1 uivi} = dH{f + g, ε+
∑n

i=1 uivi} = 1
2{2

n ±
∑

v ∈F2n

(−1)u.v+(f+g)(v)}

nl2(f) =
1
2{2

n −maxu∈Fn
2 , g ∈R(2,n)|

∑
v ∈F2n

(−1)b.f(v)+u.v+g(v)|},

where ε could be 0 or 1, and Q(v) = g + ε +
∑n

i=1 uivi means an arbitrary quadratic function in

the vector v = (v1, v2, · · · , vn) ∈ Fn2 .

W2,f ((ai)
n
2
i=0, b) = |

∑
x∈F2n

(−1)
tr(bf(x))+ tr(

n
2∑

i=1
aix

2i+1)+ tr(ax)
| = |

∑
x∈F2n

(−1)
tr(bf(x))+ tr(

n
2∑

i=0
aix

2i+1)
|.

Objective function: max
{b̸=0, (ai)i, ai ∈F2n}

|{x ∈ F2n ; tr(bf(x)) + tr(

n
2∑
i=0

aix
2i+1) = 0}|

Considering a family of Corollary 2.2.17, f = F o ψ, where ψ(x) = x+P (x), P (x) = tr(x2
k+1)tr(x2

j+1),

Q(x) = ax+ g(x) =

n
2∑
i=0

aix
2i+1

W2,f ((ai)i, b) =
∑

x∈F2n

(−1)tr(b F (ψ(x))+ a x+ g(x)) =
∑

y ∈F2n

(−1)tr(b F (y)+ aψ−1(y)+ g(ψ−1(y)))

=
∑

y ∈F2n

(−1)tr(b F (y)+Q(y+P (y))) =
∑

y ∈F2n

(−1)
tr(b F (y))+ tr(

n
2∑

i=0
ai(y+P (y))2

i+1)
.

We begin the maximization process with the exponent in the exponential sum W2,f ((ai)i, b):
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e(x) = tr(b x2
k+1) + tr(b (x2

k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) + tr(

n
2∑
i=0

aix
2i+1).

Taking into account that in general the sum tr(

n
2∑
i=0

aix
2i+1) contains the term tr(b x2

k+1). Then, the

objective function is simpli�ed to:

max
{b̸=0, (ai)i, ai ∈F2n}

|{x ∈ F2n ; tr(b (x
2k + x+ 1)tr(x2

k+1)tr(x2
j+1)) +

n
2∑
i=0

tr(aix
2i+1) = 0}|.

For b = 1 for n even, tr(b (x2
k
+ x + 1)tr(x2

k+1)tr(x2
j+1)) = 0 on F2n . Then, the maximization

problem is reduced to the knowledge of the weight distribution of R(2, n) (quadratics more general

than a Gold function):

max
{b=1, (ai)i, ai ∈F2n}

|{x ∈ F2n ;

n
2∑
i=0

tr(aix
2i+1) = 0}| = 2n− minimum weight in R(2, n)

where, min
{b=1, (ai)i, ai ∈F2n}

|{x ∈ F2n ;

n
2∑
i=0

tr(aix
2i+1) = 1}| =minimum weight in R(2, n) =min{2n, 2n−1±

2n−2, · · · , 2n−1 ± 2
n
2 , 2n−1 ± 2

n
2
−1, 2n−1} = 2n−1 − 2n−2

Also, we are looking for non-trivial solutions, so just considering the cases where the element 0 is

not in the weight distribution of R(2, n).

On the other hand, for b ̸= 1 there may be fewer number of ones. Then, there is an upper bound:

nl2(f) = d(f,R(2, n)) = min
{b̸=0, (ai)i, ai ∈F2n}

|{x ∈ F2n ; tr(b (x
2k + x+ 1)tr(x2

k+1)tr(x2
j+1)) +

n
2∑
i=0

tr(aix
2i+1) = 1}| ≤ min

{b=1, (ai)i, ai ∈F2n}
|{x ∈ F2n ;

n
2∑
i=0

tr(aix
2i+1) = 1}| = 2n−1 − 2n−2

nl2(x
2k+1 + (x2

k
+ x+ 1)tr(x2

k+1)tr(x2
j+1)) ≤ 2n−1 − 2n−2.

Theorem 4.3.1. [14]

All the weights in R(r, n) are multiples of 2[
n−1
r

].

Proposition [Carlet [11], recursive lower bounds on the r− nonlinearity]:

nlr(f) ≥ 2n−1 − 1
2

√
22n − 2

∑
a∈F2n

nlr−1(Daf).
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Corollary 4.3.2. [Corollary 2, Carlet [9]]:

Assuming some K, k, ∈ N ∪ {0}, with ∀a ∈ F∗
2n , nlr−1(Daf) ≥ 2n−1 −K2k.

Then:

nlr(f) ≥ 2n−1 − 1
2

√
(2n − 1)K2k+1 + 2n.

It is approximately:

nlr(f) ≥ 2n−1 −
√
K2

n+k−1
2 .

Example For n = 6 = 2(3), n2 = 3 even, by application of Corollary 4.3.2:

The subfamily f(x) = x2
i+1 + (x2

i
+ x+ 1)tr(x2

i+1)tr(x2
j+1), where i, j ∈ {1, 2, 3}.

nl1(Daf) = 0, ∀a ̸= 0. 0 = 32−K2k, then K = 1, k = 5. Then nl2(f) ≥ 32− 25 = 0.

On the other hand, by J. Schatz [35], 18 = ρ(RM(2, 6)) ≥ nl2(f). Then 18 ≥ nl2(f) ≥ 0.

Example For n = 8 = 2(4), n2 = 4 not even, by application of Corollary 4.3.2 for lower bound:

The sub family f(x) = x2
i+1 + (x2

i
+ x+ 1)tr(x2

i+1)tr(x2
j+1), where i, j ∈ {1, 2, 3, 4}.

nl1(Daf) = 0, constant ∀a ̸= 0. 0 ≥ 28−1 −K2k, then K = 1, k = 7.

Then nl2(f) ≥ 28−1 − 1
2

√
(28 − 1)28 + 28, nl2(f) ≥ 0.

Example For n = 7, by application of Corollary 4.3.2 for lower bound:

The sub family f(x) = x2
i+1 + (x2

i
+ x+ 1)tr(x2

i+1)tr(x2
j+1), where i = 1, j = 2.

nl1(D1f) = 24, and nl1(Daf) = 16, constant, ∀a /∈ {0, 1}.

r = 2, min
a∈F∗

2n

nlr−1(Daf) = 16 = 27−1 −K2k, then K = 3, k = 4.

Then nlr(f) ≥ 27−1 − 1
2

√
(27 − 1)(3)25 + 27 ≥ 8.5. Then nl2(f) ≥ 9.

Example For n = 9, by application of Corollary 4.3.2 for lower bound:

The sub family f(x) = x2
i+1 + (x2

i
+ x+ 1)tr(x2

i+1)tr(x2
j+1), where i = 1, j = 3.

nl1(Daf) = {112, 64, 0}, ∀a ̸= 0.
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r = 2, min
a∈F∗

2n

nlr−1(Daf) = 0 = 29−1 −K2k, then K = 1, k = 8.

Then nlr(f) ≥ 29−1 − 1
2

√
(29 − 1)(1)29 + 29 = 0. Then nl2(f) ≥ 0.

Example For n = 11, by application of Corollary 4.3.2 for lower bound:

nl1(D1f) = 480, and nl1(Daf) ∈ {256, 224, calculating}, ∀a ̸= 0.

r = 2, min
a∈F∗

2n

nlr−1(Daf) = 224 = 211−1 −K2k, then K = 52, k = 5.

Then nlr(f) ≥ 211−1 − 1
2

√
(211 − 1)(52)26 + 211 = 118.8. Then nl2(f) ≥ 119.
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CHAPTER 5

NEW SIMPLE DIFFERENTIALLY δ- UNIFORM BOOLEAN FACTORS BASED

FAMILIES

5.1 New Di�erentially {4, 6, 8}-Uniform Permutations with Optimal Algebraic Degree

In the whole discussion of this theory, we identify the vector space Fn2 with the �eld F2n .

The AES (advanced encryption standard) uses the inverse function, which is a di�erential 4-

uniform function. Finding di�erential 4- uniform permutation functions with high nonlinearity on

even degree �elds is a big challenge. In view of these reasons, in [2], Bracken and Leander listed an

open problem:

Problem To �nd more highly nonlinear permutations of even degree �elds with di�erential unifor-

mity of 4.

It is known that if f is an permutation on F2n , then deg(f) ≤ n−1. If it attains the equality Zha [40]

calls it optimal algebraic degree (oad). To read about a class of sporadic binomials permutations with

low di�erential uniformity (δ = 4, 6) see the work of Charpin and Kyureghyan (2017) in [13]. Yu

and Wang built di�erential 6 and 4- uniform permutations from the inverse function [39]. Then

Qu et al. [33] gives us a survey of di�erentially 4-uniform permutations families, even without the

requirement of high nonlinearity see the Carlet [10], and also Zha [40].

We construct new families of 4-uniform functions in this Chapter. All our functions have much

simpler forms than the ones given by the authors mentioned above. It is important to underline

that the functions given by a group of authors are de�ned implicitly, or are given as a piecewise

function. While our functions are given through an explicit formula in polynomial representation.
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Theorem 5.1.1. [Di�erentially {4, 6, 8}-Uniform Permutations]

There is a linearly independent set of Fn2 , (ai)
n−1
i=1 , whith tr(a1) = · · · = tr(an−1) = 0, such that:

1) If n odd and gcd(n, k) = 1, then, the family of functions:

f(x) = x2
k+1 + (x2

k
+ x+ 1)tr(a1x) · · · tr(an−1x),

is differentially 4-uniform permutation on F2n , nl(f) ≥ nl(x2
k+1)−2 = 2n−1−2

n−1
2 −2, and optimal

algebraic degree d0(f) = n− 1.

2) If n= 2m, where m is odd and gcd(n, k′) = 2, then, the family of functions:

G(x) = x2
k′+1 + (x2

k′
+ x+ 1)tr(a1x), · · · , tr(adegx),

is differentially γ-uniform permutation on F2n , where γ ∈ {4, 6, 8}, d0(G) = deg ∈ {n − 2, n − 1}.

Moreover:

If deg = n− 1 (optimal algebraic degree), then nl(G) ≥ nl(x2
k′+1)− 2.

If deg = n− 2 (almost optimal algebraic degree), then nl(G) ≥ nl(x2
k′+1)− 4.

3) If n odd and gcd(n, i) = 1, then, the Kasami based family of functions:

K(x) = x2
2i−2i+1 + (x2

2i−2i + x2
2i−(2)2i+1 + x2

2i−(2)2i + x2
2i−(3)2i+1 + x2

2i−(3)2i + · · ·+ x2
i+1 +

x2
i
+ x+ 1)tr(a1x), · · · , tr(an−1x),

is differentially 4-uniform permutation on F2n , nl(K) ≥ nl(F ) − 2 = 2n−1 − 2
n−1
2 − 2, F (x) =

x2
2i−2i+1, and optimal algebraic degree d0(K) = n− 1.

Proof:

We will �rst demonstrate more general results. Then we will obtain our results as consequences as

particular cases. Following the sequence of propositions in this section.
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Lemma 5.1.2. There exists a linearly independent set of Fn2 , (ai)
n−1
i=1 , such that tr(a1) = · · · =

tr(an−1) = 0.

Proof:

Let B = {1, α, α2, · · · , αn−1} be a basis over F2n with α a primitive element of the �eld. If we

select B such that it contains elements whose trace is 1 then we can consider the maximal subsets

of B: {αe1 , · · · , αep} and {αep+1 , · · · , αen}, such that tr(αei) = 1, for i ≤ p, and tr(αei) = 0, for

p < i, for some p.

Thus the set of n− 1 vectors {αe1 + αe2 , · · · , αe1 + αep , αep+1 , · · · , αen} are linearly independent

(because of de�nition of linear independence) and have trace 0.

Lemma 5.1.3. There exist a basis in Fn2 , (ai)ni=1, where its basis vectors have trace 1.

Proof:

Half of the elements in the vector space Fn2 have trace equal to 1. Any vector v of trace 1 can

be spanned by a linear combination of basis vectors because taking the trace of v is the same as

taking the trace of the basis vectors. As such, there must exist at least one vector αe1 ∈ B such

that tr(αe1) = 1.

Consider the maximal subsets of B: {αe1 , · · · , αep} and {αep+1 , · · · , αen}, such that tr(αei) = 1,

for i ≤ p, and tr(αei) = 0, for p < i, for some p. Then the set of n vectors {αe1 , αe2 , · · · , αep , αe1 +

αep+1 , · · · , αe1 + αen} is also a basis in Fn2 where its elements have trace 1.

Lemma 5.1.4. Let c ∈ F2n , i1, i2, · · · , il ∈ N, P ∈ F2[xi1 , xi2 , · · · , xij+l
] a polynomial with coe�-

cients in F2, and tr(a1) = · · · = tr(aj) = 0. Then, the equation

x+ P(tr(a1x), · · · , tr(ajx), tr(x2
i1+1 + x tr(1)), · · · , tr(x2il+1 + x tr(1))) = c,

has only one solution,

x = c+ P(tr(a1c), · · · , tr(ajc), tr(c2
i1+1 + c tr(1)), · · · , tr(c2il+1 + c tr(1))).

Proof:
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Uniqueness: Let φ(x) := x+P (x), where P (x) := P(tr(a1x), · · · , tr(ajx), tr(x2
i1+1+x tr(1)), · · · ,

tr(x2
il+1 + x tr(1))). The equation for x, φ(x) = c, implies x = c + P (x), where the algebraic ex-

pression P (x) is Boolean, i.e. P (x) ∈ {0, 1},∀x ∈ F2n . Then, the equation φ(x) = c, has only two

possible solutions, c and c + 1. If x0 is a solution for that equation, then x0 + 1 is not a solution:

φ(x0 + 1) = x0 + 1+ P (x0 + 1)= x0 + P (x0) + 1 = φ(x0) + 1 ̸= φ(x0) = c, because of the identity

P (x+ 1) = P (x) on F2n , in the next paragraph. Then the solution for this equation is unique.

Identity P (x + 1) = P (x) on F2n : P (x + 1) = P(tr(a1x), · · · , tr(ajx), tr(x2
i1+1 + 1 + xtr(1) +

tr(1)), · · · , tr(x2il+1+1+xtr(1)+tr(1))) = P(tr(a1x), · · · , tr(ajx), tr(x2
i1+1+x tr(1)), · · · , tr(x2il+1+

x tr(1))) = P (x), on F2n , because of tr(a1) = · · · = tr(aj) = 0, and tr(x + 1)2
k+1 = tr(x2

k+1 + 1)

on F2n , ∀k ∈ N.

Form of the Solution: Along the lines of the proof of Lemma 2.2.1, we consider the following

form of the solution, x = c+ P (c). If P (c) = 0, then φ(c+P (c)) = φ(c) = c+P (c) = c+0 = c. On

the other hand, if P (c) = 1, then φ(c+P (c)) = φ(c+1) = φ(c) + 1 = c+P (c) + 1 = c+1+ 1 = c,

as in a previous calculations, where φ(x0 + 1) = φ(x0) + 1. Therefore in both cases x = c + P (c)

is the solution for the given equation, φ(x) = c.

Theorem 5.1.5. [Di�erentially γ-Uniform Polynomial] Let tr(a1) = · · · = tr(aj) = 0 over

F2n , F a differentially δ-uniform function, and P ∈ F2[xi1 , xi2 , · · · , xij+l
] a polynomial with coe�-

cients in F2. Then, the family of functions:

f(x) = F (x+ P(tr(a1x), · · · , tr(ajx), tr(x2
i1+1 + x tr(1)), · · · , tr(x2il+1 + x tr(1))))

is differentially γ-uniform, where δ ≤ γ ≤ 2δ, j + l ≥ 1, and each ik ∈ N.

Proof:

Given a ̸= 0, b, both in F2n , considering the corresponding di�erential equation for f to be

studied:

Daf(x) = F (x+ P (x) + P (x+ a)− P (x) + a)− F (x+ P (x)) = b,

where P (x) := P(tr(a1x), · · · , tr(ajx), tr(x2
i1+1 + x tr(1)), · · · , tr(x2il+1 + x tr(1))), the same no-

tation as in the previous Lemma.
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Since P (x + a) − P (x) is a Boolean function, for a = 1, it is possible that the term P (x +

a) − P (x) + a becomes zero, then the equation for b = 0 is reduced to the following equation,

D1f(x) = F (x+ P (x))− F (x+ P (x)) = 0, on F2n ∩ {x ∈ F2n ; P (x+ 1) + 1 = P (x)}.

Case a ̸= 1. Subcase P (x+ a)− P (x) = 0: The equation Daf(x) = b becomes:

F (x+ P (x) + a)− F (x+ P (x)) = b

Because F is differentially δ-uniform over F2n , this equation has at most δ solutions for the

variable y = x + P (x), which will be denoted by y = yt and y = yt + a, for 1 ≤ t ≤ δ
2 . In the

following steps we solve the equations in x, x+ P (x) = y, for each value of y.

The equation x+P (x) = yt, by Lemma 5.1.2, has the unique solution x = yt+P (yt), for 1 ≤ t ≤ δ
2 .

The equation x+ P (x) = yt + a, by Lemma 5.1.2, has the unique solution x = yt + a+ P (yt + a),

for 1 ≤ t ≤ δ
2 .

Then, there are at most δ solutions.

Subcase P (x+ a)− P (x) = 1: The equation Daf(x) = b becomes:

F (x+ P (x) + a+ 1)− F (x+ P (x)) = b

Because of F is differentially δ-uniform over F2n , this equation has at most δ solutions for the

variable y = x + P (x), which will be denoted by y = zt and y = zt + a + 1, for 1 ≤ t ≤ δ
2 . In the

following we will try to solve the equations in x, x+ P (x) = y, for each value of y.

The equation x+P (x) = zt, by Lemma 5.1.2, has the unique solution x = zt+P (zt), for 1 ≤ t ≤ δ
2 .

The equation x + P (x) = zt + a + 1, by Lemma 5.1.2, has the unique solution x = zt + a + 1 +

P (zt+a+1) = zt+a+1+P (zt+a), because of the identity, P (x+1) = P (x), on F2n , for 1 ≤ t ≤ δ
2 .

Then, there are at most δ solutions.

Case a = 1. D1f(x) = F (x+P (x)+1)−F (x+P (x)) = b, because of the identity, P (x+1) = P (x),

on F2n , this equation can be treated as the equations that appear in the case for a ̸= 1. So the

equation D1f(x) = b has at most δ solutions.
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In conclusion, for any a ̸= 0, b, both in F2n , the equation Daf(x) = b attains a total of at most 2δ

solutions in F2n .

Remark Apply this Theorem to the differentially {2, 4}-uniform permutations F (Gold and Kasami

subfamilies), refer to Gold in [23], Janwa andWilson in [24], Nyberg in [30], and others in [33], [40], [11].

For any a ∈ F2n , let Sa = {x ∈ F2n ; tr(ax) = 0} its corresponding F2- vector subspace of F2n , and

the set Ha = {x ∈ F2n ; tr(ax) = 1} its hyperplane, respectively. For a ̸= 0, dimSa = n− 1.

Lemma 5.1.6. Let a1 ̸= a2 two nonzero elements in F2n . Then:

|Sa1 ∩ Sa2 | = |{x ∈ F2n ; tr(a1x) = tr(a2x) = 0}| = 2n−2.

Proof:

S is a 1-1 transformation: S : F∗
2n → Ln−1(Fn2 )

a Sa

where Ln−1(Fn2 ) represents the set of all linear

subspaces of dimension n− 1 of the linear space Fn2 .

Let a1 ̸= a2. If we have Sa1 = Sa2 , then:

∀x ∈ F2n , tr(a1x) = 0 ⇐⇒ tr(a2x) = 0

∀x ∈ F2n , tr(a1x) ̸= 0 ⇐⇒ tr(a2x) ̸= 0

∀x ∈ F2n , tr((a1 + a2)x) = tr(a1x) + tr(a2x) = 0.

Thus for a1+a2 ̸= 0 we have |Sa1+a2 | = 2n. This contradicts that the cardinality of proper subspaces

Sa (for each a ∈ F∗
2n) is |Sa| = 2n−1. Thus Sa1 ̸= Sa2 .

If a1 ̸= a2 ∈ F∗
2n we know that dim(Sa1) = dim(Sa2) = n − 1. Let B = (xi)

n−1
i=1 be a basis for Sa1 ,

and xn ∈ F2n such that B ∪ {xn} is a basis for F2n . Furthermore, let B′ = (x′i)
n−1
i=1 be a basis for

Sa2 , and x
′
n ∈ F2n such that B′ ∪ {x′n} is a basis for F2n .
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Now lets consider Sa1 ̸= Sa2 , dim(Sa1) = dim(Sa2), and dim(Sa1) + 1 = dim(F2n), then there

exist a unique vector (say xn−1) in B that we cannot obtain from a linear combination of vectors

in B′, and vice versa.

We know that k(∈ N) linearly independent vectors can generate (via linear combinations) sets of

exactly k linearly independent vectors (since the space generated by their span is the same up to

isomorphism). Since B′ does not generate xn−1 it must then generate the n−1 linearly independent

vectors in B ∪ {xn} − {xn−1}. As a consequence, B′ generate the n − 2 vectors in B, x1, .., xn−2,

i.e. B ∩ Sa2 = {x1, · · · , xn−2}. Thus the subspace Sa2 ∩ Sa2 is such that Span({x1, · · · , xn−2}) ⊆

Sa2 ∩ Sa2 .

Let x ̸= 0 ∈ Sa1 ∩ Sa2 , then
n−2∑
i=1

cixi + cn−1xn−1 = x =
n−1∑
i=1

c′ix
′
i. Since ∀xi(1 ≤ i ≤ n − 2) ∈

Span(B′), then cn−1xn−1 =
n−1∑
i=1

c′′i x
′
i ∈ Span(B′). Since xn−1 /∈ Span(B′), then cn−1 = 0. Thus,

x = c1x1 + · · ·+ cn−2xn−2 + 0xn−1 = c1x1 + · · ·+ cn−2xn−2, i.e. x ∈ Span({x1, · · · , xn−2}).

This means that Sa1 ∩ Sa2 is an F2 - vector subspace of Sa1 (and Sa2) of one dimension less,

dim(Sa1 ∩ Sa2) = n− 2 and |Sa1 ∩ Sa2 | = 2n−2.

Remark To prove the Lemma 5.1.6 we can also apply the theorem for the dimension of a sum of

subspaces of a �nite dimensional vector space.

Lemma 5.1.7. Let a1 ̸= a2 two nonzero elements in F2n . Then the intersections Sa1∩Sa2 , Sa1∩Ha2 ,

Ha1 ∩ Sa2 , and Ha1 ∩Ha2 form a partition of F2n , such that:

|Sa1 ∩ Sa2 | = |{x ∈ F2n ; tr(a1x) = tr(a2x) = 0}| = 2n−2,

|Sa1 ∩Ha2 | = |{x ∈ F2n ; tr(a1x) = 0, tr(a2x) = 1}| = 2n−2,

|Ha1 ∩ Sa2 | = {x ∈ F2n ; tr(a1x) = 1, tr(a2x) = 0}| = 2n−2,

|Ha1 ∩Ha2 | = |{x ∈ F2n ; tr(a1x) = tr(a2x) = 1}| = 2n−2.

Proof:



c⃝ 2020 Roberto Reyes Carranza

110/131

The previous Lemma states that, Sa1 ∩Sa2 is an F2 - vector subspace of Sa1 such that, dim(Sa1 ∩

Sa2) = n− 2 and |Sa1 ∩ Sa2 | = 2n−2. From |Sa1 | = 2n−1, and that {Sa1 ∩ Sa2 , Sa1 ∩Ha2} de�nes a

partition for Sa1 , then |Sa1 ∩Ha2 | = 2n−2.

Let a = a1 + a2. Then |Sa| = |{x ∈ F2n ; tr(ax) = 0}| = |{x ∈ F2n ; tr(a1x) = tr(a2x)}| = 2n−1,

is the number of points where the two linear functions, tr(a1x) and tr(a2x), agree, that is |Sa1 ∩

Sa2 |+ |Ha1 ∩Ha2 |. Then |Ha1 ∩Ha2 | = 2n−2. On the other hand, |Ha| = |{x ∈ F2n ; tr(ax) = 1}| =

|{x ∈ F2n ; tr(a1x) ̸= tr(a2x)} = 2n−1, is the number of points where the two linear functions are

di�erent, that is |Sa1 ∩Ha2 |+ |Ha1 ∩ Sa2 |. Then |Ha1 ∩ Sa2 | = 2n−2.

Lemma 5.1.8. Let {ai ∈ F2n ; i = 1, 2, 3} be a F2- linearly independent set of Fn2 , such that

|Sai ∩ Saj | = |{x ∈ F2n ; tr(aix) = tr(ajx) = 0}| = 2n−2, for all i ̸= j. Then, the intersections

Sa1 ∩Sa2 ∩Sa3 , Sai ∩Saj ∩Hak , Sai ∩Haj ∩Hak , and Ha1 ∩Ha2 ∩Ha3 form a partition of F2n , such

that:

|Sa1 ∩ Sa2 ∩ Sa3 | = |{x ∈ F2n ; tr(a1x) = tr(a2x) = tr(a3x) = 0}| = 2n−3,

|Sai ∩ Saj ∩Hak | = |{x ∈ F2n ; tr(aix) = tr(ajx) = 0, tr(akx) = 1}| = 2n−3,

|Sai ∩Haj ∩Hak | = |{x ∈ F2n ; tr(aix) = 0, tr(ajx) = tr(akx) = 1}| = 2n−3,

|Ha1 ∩Ha2 ∩Ha3 | = |{x ∈ F2n ; tr(a1x) = tr(a2x) = tr(a3x) = 1}| = 2n−3, for all i, j, k di�erent

from each other.

Proof: We denote by t̃i,j,k = {x ∈ F2n ; tr(a1x) = i, tr(a2x) = j, tr(a3x) = k}, and ti,j,k = |t̃i,j,k|,

for any (i, j, k) ∈ F3
2. From {ai}3i=1 linearly independent, a1 + a2 + a3 ̸= 0, |Sa1+a2+a3 = {x ∈

F2n ; tr(a1x) + tr(a2x) = tr(a3x)}| = 2n−1. The set {t̃0,0,0, t̃0,1,1, t̃1,0,1, t̃1,1,0} de�nes a partition of

Sa1+a2+a3 , then t0,0,0 + t0,1,1 + t1,0,1 + t1,1,0 = |Sa1+a2+a3 | = 2n−1.

Also, the set {t̃0,0,1, t̃0,1,0, t̃1,0,0, t̃1,1,1} de�nes a partition of Ha1+a2+a3 = {x ∈ F2n ; tr(a1x) +

tr(a2x) = tr(a3x) + 1}, then t0,0,1 + t0,1,0 + t1,0,0 + t1,1,1 = |Ha1+a2+a3 | = 2n − |Sa1+a2+a3 | = 2n−1.

From the hypothesis |Sai ∩Saj | = 2n−2, as in the demonstration of the previous Lemma, we have

a common cardinality: |Sai ∩ Haj | = |Hai ∩ Saj | = |Hai ∩ Haj | = 2n−2, for all i ̸= j in {1, 2, 3}.
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Then, taking into account the partitions, we have the following system of 14 linear equations in the

8 variables, ti,j,k:

t0,0,0 + t0,0,1 = |Sa1 ∩ Sa2 | = 2n−2, t0,0,0 + t1,0,0 = |Sa2 ∩ Sa3 | = 2n−2,

t0,0,0 + t0,1,0 = |Sa1 ∩ Sa3 | = 2n−2, t0,1,1 + t0,1,0 = |Sa1 ∩Ha2 | = 2n−2,

t0,1,1 + t1,1,1 = |Ha2 ∩Ha3 | = 2n−2, t0,1,1 + t0,0,1 = |Sa1 ∩Ha3 | = 2n−2,

t1,0,1 + t1,0,0 = |Ha1 ∩ Sa2 | = 2n−2, t1,0,1 + t0,0,1 = |Sa2 ∩Ha3 | = 2n−2,

t1,0,1 + t1,1,1 = |Ha1 ∩Ha3 | = 2n−2, t1,1,0 + t1,1,1 = |Ha1 ∩Ha2 | = 2n−2,

t1,1,0 + t0,1,0 = |Ha2 ∩ Sa3 | = 2n−2, t1,1,0 + t1,0,0 = |Ha1 ∩ Sa3 | = 2n−2,

t0,0,0 + t0,1,1 + t1,0,1 + t1,1,0 = |Sa1+a2+a3 | = 2n−1, t0,0,1 + t0,1,0 + t1,0,0 + t1,1,1 = |Ha1+a2+a3 | = 2n−1.

Sa1 ∩ Sa2 ∩ Sa3 is an F2 - vector subspace of Sai ∩ Saj , for any i ̸= j, of one less or same dimension,

i.e. |Sa1 ∩Sa2 ∩Sa3 | = 2n−2 (or 2n−3). Then, from the �rst three equations, t0,0,1 = t1,0,0 = t0,1,0 = 0

or 2n−3, respectively. Substituting in the equation (14): t1,1,1 = 2n−1 or 2n−3, respectively. Now,

substituting t1,1,1 = 2n−1 in the equation (5):

t0,1,1 = 2n−2 − 2n−1 (contradiction with t0,1,1 ∈ N ∪ {0}). Then t1,1,1 = 2n−3 and t0,1,1 = 2n−2 −

2n−3 = 2n−3. Also, from the equation (14), 3 t0,0,1 + 2n−3 = 2n−1, i.e. t0,0,1 = t1,0,0 = t0,1,0 = 2n−3.

Doing back substitution. From the �rst equation, t0,0,0 = 2n−3. From equations (7), (12):

t1,0,1 = |Ha1 ∩ Sa2 | − t1,0,0 = 2n−3, t1,1,0 = |Ha1 ∩ Sa3 | − t1,0,0 = 2n−3. All the equations are

satis�ed. In summary ti,j,k = 2n−3.

Theorem 5.1.9. [On the Distribution of Zeros in A�ne Functions] Let (ai)
n−1
i=1 a linearly

independent set of Fn2 , the sets Sai = Kernel(tr(aix)) = {x ∈ F2n ; tr(aix) = 0} its corresponding F2

- vector subspaces of F2n , and Hai = {x ∈ F2n ; tr(aix) = 1} its hyperplanes. Then, the intersections

of the form Sai1 ∩ · · · ∩ Sain−1
, Hai1

∩ Sai2 ∩ · · · ∩ Sain−1
, Hai1

∩Hai2
∩ Sai3 ∩ · · · ∩ Sain−1

,· · · , and

Hai1
∩ · · · ∩ Hain−1

form a partition of F2n . Also, |Uai1 ∩ · · · ∩ Uain−1
| = 2n−(n−1) = 21, where

Uai1 ∩ · · · ∩ Uain−1
denotes any partition element.
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Proof: It is su�cient to demonstrate that |Uai1 ∩ · · · ∩ Uaik | = 2n−k, for all Uai1 , · · · Uaik , for all

1 ≤ k ≤ n− 1. In particular it follows the theorem. Proceeding by induction:

We use the Lemmas 5.1.7 and 5.1.8 for some beginning values for n:

For n = 2: |Uai1 | = 2n−1 = 21.

For n = 3: |Uai1 | = 2n−1 = 22; |Uai1 ∩ Uai2 | = 2n−2 = 21.

For n = 4: |Uai1 | = 2n−1 = 23; |Uai1 ∩ Uai2 | = 2n−2 = 22; |Uai1 ∩ Uai2 ∩ Uai3 | = 2n−3 = 21.

The induction hypothesis: Supposing true up to K = n − 2, i.e. let {ai1 , · · · , ain−2} a linearly

independent set, such that |Uai1 ∩ · · · ∩ Uaik | = 2n−k, for all 1 ≤ k ≤ n− 2.

Induction Step: To demonstrate for K + 1 = n − 1, |Uai1 ∩ · · · ∩ Uain−1
| = 2n−(n−1) = 21, for all

Uai1 ∩ · · · ∩ Uain−1
:

To de�ne by t̃li1 ,··· ,lik := {x ∈ F2n ; tr(ai1x) = li1 , · · · , tr(aikx) = lik}, and tli1 ,··· ,lik = |t̃li1 ,··· ,lik |, ∀

(li1 , · · · , lik) ∈ Fk2, where 1 ≤ k ≤ n− 1. Systems of equations:

Those that add to zero: By the induction hypothesis {ai}n−1
i=1 are linearly independent, a1 + · · · +

an−1 ̸= 0. Then 2n−1 = |Sa1+···+an−1 = {x ∈ F2n ; tr((a1+· · ·+an−1)x) = tr(a1x)+· · ·+tr(an−1x) =

l1 + · · ·+ ln−1 = 0}| = t0i1 ,··· ,0in−1
+

∑
(li1 ,··· , lin−1

)∈Fn−1
2 has even 1′s

tli1 ,··· ,lin−1
.

Those that add to one: Also, 2n−1 = 2n − |Sa1+···+an−1 | = |Ha1+···+an−1 = {x ∈ F2n ; tr((a1 + · · ·+

an−1)x) = l1 + · · ·+ ln−1 = 1}| =
∑

(li1 ,··· , lin−1
)∈Fn−1

2 has odd 1′s

tli1 ,··· ,lin−1
.

To de�ne by t̄lik+1
,··· , lin−1

:= tli1 ,··· , lik , lik+1
,··· , lin−1

, where li1 , · · · , lik are the �xed values, lik+1
, · · · , lin−1

are the free values. Then we have the identity
∑

(lik+1
,··· , lin−1

)∈Fn−1−k
2

t̄lik+1
,··· , lin−1

= tli1 ,··· , lik . The

induction hypothesis yields the following systems of equations:

From n− 1 factors (Uaij ), n− 2 �xed values, and 1 free value:

t̄0in−1
+ t̄1in−1

= |Uai1 ∩ · · · ∩ Uain−2
| = 2n−(n−2) = 22.

From n− 1, n− 3 �xed values, and 2 free values:

t̄0in−2
0in−1

+ t̄0in−2
1in−1

+ t̄1in−2
0in−1

+ t̄1in−2
1in−1

= 2n−(n−3) = 23.
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From n− 1, n− 4 �xed values, and 3 free values:

t̄0in−3
0in−2

0in−1
+

∑
(lin−3

, lin−2
, lin−1

)∈F3
2 has one entry 1

t̄lin−3
lin−2

lin−1
+∑

(lin−3
, lin−2

, lin−1
)∈F3

2 has two entry 1
′s

t̄lin−3
lin−2

lin−1
+ t̄1in−3

1in−2
1in−1

= 2n−(n−4) = 24.

· · ·

From n− 1, n− (µ+ 1) �xed values, and µ free values:

t̄0in−µ ··· 0in−1
+

∑
(lin−µ ··· lin−1

)∈Fµ
2 has one entry 1

t̄lin−µ ··· lin−1
+

∑
(lin−µ ··· lin−1

)∈Fµ
2 has two entry 1

′s

t̄lin−µ ··· lin−1
+

· · · +
∑

(lin−µ ··· lin−1
)∈Fµ

2 hasµ−1 entry 1′s

t̄lin−µ ··· lin−1
+ t̄1in−µ ··· 1in−1

= 2n−(n−(µ+1)) = 2µ+1.

· · ·

From n− 1, 1 �xed value, and n− 2 free values:

t̄0i2 ··· 0in−1
+

∑
(li2 ··· lin−1

)∈Fn−2
2 has one entry 1

t̄li2 ··· lin−1
+

∑
(li2 ··· lin−1

)∈Fn−2
2 has two entry 1′s

t̄li2 ··· lin−1
+ · · · +∑

(li2 ··· lin−1
)∈Fn−2

2 hasn−3 entry 1′s

t̄li2 ··· lin−1
+ t̄1i2 ··· 1in−1

= 2n−1.

The intersection (Sai1 ∩ · · · ∩ Sain−2
) ∩ Sain−1

is a F2 - vector subspace of Sai1 ∩ · · · ∩ Sain−2
, then,

it has one less or the same dimension that of the space Sai1 ∩ · · · ∩ Sain−2
. Then:

t0i1 ··· 0in−1
= |

n−1∩
j=1

Saij | =


|
n−2∩
j=1

Saij | = 2n−(n−2) = 22, if dim(
n−1∩
j=1

Saij ) = dim(
n−2∩
j=1

Saij )

2−1|
n−2∩
j=1

Saij | = 21, if dim(
n−1∩
j=1

Saij ) = dim(
n−2∩
j=1

Saij )− 1

(9)

Case If t0i1 ··· 0in−1
= 21: Substituting in the last system of equations:

From n− 1, n− 2 �xed values, in particular to be 0, and 1 free value:

t̄0in−1
+ t̄1in−1

= 22, t̄0in−1
= t0i1 ··· 0in−1

, then t̄1in−1
= 22 − 21 = 21.

From n− 1, n− 3 �xed values, in particular to be 0, and 2 free values:

t̄0in−2
0in−1

+ t̄0in−2
1in−1

+ t̄1in−2
0in−1

+ t̄1in−2
1in−1

= 23,
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t̄0in−2
0in−1

= t0i1 ··· 0in−1
, t̄0in−2

1in−1
= t̄1in−1

, t̄1in−2
0in−1

= t̄1in−1
,

then: t̄1in−2
1in−1

= 23 − 3(21) = 21.

· · ·

From n− 1, n− µ− 1 �xed values, in particular to be 0, and µ free values, for 1 ≤ µ ≤ n− 2 (from

the inductive hypothesis):

µ∑
j=0

(
µ
j

)
t̄ lin−µ ··· lin−1

((lin−µ ,··· lin−1
)

has j entries 1′s)

= 2µ+1.

We obtain the constant sequence: t̄1in−1
= t̄1in−2

1in−1
= · · · = t̄1i2 ··· 1in−1

= 21.

Case If t0i1 ··· 0in−1
= 22: Again substituting in the system of equations:

From n− 1, n− 2 �xed values, in particular to be 0, and 1 free value:

t̄0in−1
+ t̄1in−1

= 22, t̄0in−1
= t0i1 ··· 0in−1

, then t̄1in−1
= 22 − 22 = 0, for t̄1in−1

arbitrary.

From n− 1, n− 3 �xed values, in particular to be 0, and 2 free values:

t̄0in−2
0in−1

+ t̄0in−2
1in−1

+ t̄1in−2
0in−1

+ t̄1in−2
1in−1

= 23,

t̄0in−2
0in−1

= t0i1 ··· 0in−1
, t̄0in−2

1in−1
= t̄1in−2

0in−1
= t̄1in−1

= 0, substituting the last identity

then: t̄1in−2
1in−1

= 23 − 22 = 22, for t̄1in−2
1in−1

arbitrary.

From n− 1, n− 4 �xed values, in particular to be 0, and 3 free values:

22 + 3(0) + 3(22) + t̄1in−3
1in−2

1in−1
= 24,

then: t̄1in−3
1in−2

1in−1
= 0, for t̄1in−3

1in−2
1in−1

arbitrary.

We obtain the alternating sequence:

t̄ lin−µ ··· lin−1

((lin−µ ,··· lin−1
)

hasµ free values)

=

 0, if (lin−µ , · · · lin−1) contains an odd number of 1's

4, if (lin−µ , · · · lin−1) contains an even number of 1's,
(10)

∀ 1 ≤ µ ≤ n− 2.
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Substituting in the equation:

2n−1 = |Ha1+···+an−1 | =
∑

(li1 ,··· , lin−1
)∈Fn−1

2 has odd 1′s

tli1 ,··· ,lin−1
=

∑
(li1 ,··· , lin−1

)∈Fn−1
2 has one entry 1

t̄1in−1
+

∑
(li1 ,··· , lin−1

)∈Fn−1
2 has three entry 1′s

t̄1in−3
1in−2

1in−1
+ · · · +∑

(li1 ,··· , lin−1
)∈Fn−1

2 hasn−3 entry 1′s

t̄1i3 ··· 1in−1
or

∑
(li1 ,··· , lin−1

)∈Fn−1
2 hasn−2 entry 1′s

t̄1i2 ··· 1in−1
+

possibly t 1i1 ··· 1in−1

(alln−1 places
are 1′s)

= 2n−1.

I.e.:

0 + · · · + 0 + possibly t 1i1 ··· 1in−1

(alln−1places
are 1′s)

= 2n−1.

Then term t1i1 ··· 1in−1
needs to be present and can't be 0; it is t1i1 ··· 1in−1

= 2n−1.

From the inductive hypothesis we have:

tli1 ··· lin−2
= |Uai1 ∩ · · · ∩ Uain−2

| = 2n−(n−2) = 22

In particular:

t1i1 ··· 1in−2
= |Hai1

∩ · · · ∩Hain−2
| = 22.

By de�nition:

t1i1 ··· 1in−2
0in−1

+ t1i1 ··· 1in−2
1in−1

= t1i1 ··· 1in−2

Then substituting the last equations:

2n−1 = t1i1 ··· 1in−1
= 22 − t1i1 ··· 1in−2

0in−1
≤ 22, where t1i1 ··· 1in−2

0in−1
≥ 0, ∀n ≥ 4.

For n ≤ 3 the theorem is true, from the previous lemmas, Lemma 5.1.7 and 5.1.8.

Then t0i1 ··· 0in−1
= 22 is not true. Then, t0i1 ··· 0in−1

= 21, then for this case we have the corresponding

constant sequence:

t̄1in−1
= t̄1in−2

1in−1
= · · · = t̄ 1in−µ ··· 1in−1

((li1 ,··· , lin−1
) hasµ entry 1′s)

= · · · = t̄1i2 ··· 1in−1
= 21
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Equivalently:

t0i1 ··· 0in−2
1in−1

= t0i1 ··· 0in−3
1in−2

1in−1
= · · · = t0i1 ··· 0in−µ−1

1in−µ ··· 1in−1
= · · · = t0i11i2 ··· 1in−1

= 21,

for all 1 ≤ i1, · · · , in−1 ≤ n− 1 places, 1 ≤ µ ≤ n− 2.

It remains to see what happens in the case of n − 1 ones, t1i1 ··· 1in−1
. By back substitution, this

is by substituting the last equation (which has n − 2 ones and 1 zero) of the constant sequence,

t0i11i2 ··· 1in−1
= 21, for all 1 ≤ i1, · · · , in−1 ≤ n− 1 places (then also t1i1 ··· 1in−2

0in−1
= 21), into the

equation:

t1i1 ··· 1in−2
0in−1

+ t1i1 ··· 1in−2
1in−1

= t1i1 ··· 1in−2

t1i1 ··· 1in−2
1in−1

= 22 − 21 = 21.

Then, with the last equation t1i1 ··· 1in−1
= 21, and t0i1 ··· 0in−1

= 21, the constant sequence is com-

pleted:

t0i1 ··· 0in−1
= t0i1 ··· 0in−2

1in−1
= t0i1 ··· 0in−3

1in−2
1in−1

= · · · = t0i1 ··· 0in−µ−1
1in−µ ··· 1in−1

= · · · =

t0i11i2 ··· 1in−1
= t1i1 ··· 1in−1

= 21,

for all 1 ≤ i1, · · · , in−1 ≤ n− 1 places, 1 ≤ µ ≤ n− 2.

Which means that |Uai1 ∩ · · · ∩Uain−1
| = tli1 ··· lin−1

= 21, ∀ li1 · · · lin−1 , (li1 , · · · , lin−1) contains any

number of ones, from 0 up to n− 1. Then |Ua1 ∩ · · · ∩ Uan−1 | = 21, for all Ua1 , · · · , Uan−1 .

Corollary 5.1.10. Let (ai)
n−1
i=1 a linearly independent set of Fn2 , and φ a function on F2n , de�ne the

sets H̃ai := {x ∈ F2n ; tr(aiφ(x)) = 1}. Then

|H̃ai1
∩ · · · ∩ H̃ain−1

| = |φ−1[{v0, v1}]|, where Ha1 ∩ · · · ∩Han−1 = {v0, v1}.

In particular, if φ is a permutation, then |H̃ai1
∩ · · · ∩ H̃ain−1

| = 21.

Corollary 5.1.11. Let (ai)
n−1
i=1 a linearly independent set, and be 0 /∈ (hi)

l
i=1 a sequence of di�erent

elements, on F2n . De�ning a
(j)
i := aihj , where each hj ̸= 1, then

{x ∈ F2n ; tr(a1x), · · · tr(an−1x) + tr(a
(1)
1 x) · · · tr(a(1)n−1x) + tr(a

(l)
1 x) · · · tr(a

(l)
n−1x) = 1}
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⊂ (Ha1 ∩ · · · ∩Han−1)∪ · · · ∪ (H
a
(l)
1

∩ · · · ∩H
a
(l)
n−1

), and

|(Ha1 ∩ · · · ∩Han−1)∪ · · · ∪ (H
a
(l)
1

∩ · · · ∩H
a
(l)
n−1

)| ≤ 2(l + 1).

Also, one can use the a�ne transformation a
(j)
i := ai + hj .

Moreover, if Ha1 ∩ · · · ∩ Han−1 ,· · · ,Ha
(l)
1

∩ · · · ∩ H
a
(l)
n−1

are disjoints, then the following equality is

achieved:

|{x ∈ F2n ; tr(a1x) · · · tr(an−1x) + tr(a
(1)
1 x) · · · tr(a(1)n−1x) + tr(a

(l)
1 x) · · · tr(a

(l)
n−1x) = 1}

= (Ha1 ∩ · · · ∩Han−1)∪· · · ∪ (H
a
(l)
1

∩ · · · ∩H
a
(l)
n−1

)| = 2(l + 1).

Example Let (ai)
n−1
i=1 a linearly independent set on F2n , de�ne a

(1)
i := aih1, where h1 ̸= 0, 1,

moreover (Ha1 ∩ · · · ∩Han−1) ∩ (h1Ha1 ∩ · · · ∩Han−1) = ∅. Then

|{x ∈ F2n ; tr(a1x) · · · tr(an−1x) + tr(a
(1)
1 x) · · · tr(a(1)n−1x) = 1}

= (Ha1 ∩ · · · ∩Han−1) ∪ (H
a
(1)
1

∩ · · · ∩H
a
(1)
n−1

)| = 4.

Theorem 5.1.6 implies that |Ha1 ∩ · · · ∩Han−1 | = 21, i.e. only two pre images will change, from x to

x+ 1, that means: Ha1 ∩ · · · ∩Han−1 = {x0, x1}, for some xi ∈ F∗
2n .

The given families in the hypothesis of the main theorem (Theorem 5.1.1) belong to the more

general family f(x) = F (x + tr(a1x) · · · tr(an−1x)). For f we will make a approximation of its

nonlinearity through the nonlinearity for F (which is known):

Wf (a, b) = (−1)tr(b F (x0+1)+ a x0) + (−1)tr(b F (x1+1)+ a x1) +
∑

x∈F2n−{x0, x1}
(−1)tr(b F (x)+ a x)

= (−1)tr(b F (x0+1)+ a x0) − (−1)tr(b F (x0)+ a x0) + (−1)tr(b F (x1+1)+ a x1) − (−1)tr(b F (x1)+ a x1) +∑
x∈F2n

(−1)tr(b F (x)+ a x)

= (−1)tr(b F (x0+1)+ a x0)−(−1)tr(b F (x0)+ a x0)+(−1)tr(b F (x1+1)+ a x1)−(−1)tr(b F (x1)+ a x1)+WF (a, b)

Then:

Wf (a, b)−WF (a, b) = (−1)tr(b F (x0+1)+ a x0) − (−1)tr(b F (x0)+ a x0) + (−1)tr(b F (x1+1)+ a x1) − (−1)tr(b F (x1)+ a x1)
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Wf (a, b)−WF (a, b) = r ∈ {0, ±2, ±4}.

Then we have the following bounds for the nonlinearity of f :

nl(f) = 2n−1 − 1
2 max
a∈Fn

2 , b∈Fn∗
2

|Wf (a, b)| = 2n−1 − 1
2 max
a∈Fn

2 , b∈Fn∗
2

|WF (a, b) + r|.

nl(F )− |r|
2 = 2n−1 − 1

2(|r|+ max
a∈Fn

2 , b∈Fn∗
2

|WF (a, b)|) ≤ nl(f) ≤

2n−1 − 1
2(−|r|+ max

a∈Fn
2 , b∈Fn∗

2

|WF (a, b)|) = nl(F ) + |r|
2

nl(f)− nl(F ) = r
2 ∈ {0, ±1, ±2}.

In particular: nl(f) ≥ nl(F ) − 2. Apply this inequality to the functions F (subfamilies of Gold

and Kasami), whose nonlinearities are shown on in Table 1 in Section 1.2, we can apply the result of

Kaisa Nyberg [30]. The Walsh spectrum of Gold subfamilies can be found in the paper of Edel [21].

Examples Gold and Kasami based permutations. From Theorem Di�erentially δ-Uniform poly-

nomial, G(x) = x2
k+1 + (x2

k
+ x + 1)tr(a1x), · · · , tr(ajx) and K(x) = x2

2i−2i+1 + (x2
2i−2i +

x2
2i−(2)2i+1+x2

2i−(2)2i+x2
2i−(3)2i+1+x2

2i−(3)2i+· · ·+x2i+1+x2
i
+x+1)tr(a1x), · · · , tr(ajx), where

tr(a1) = · · · = tr(aj) = 0. Cryptographic properties: ∆(f) = its di�erential δ uniformity. nl(f) =

its nonlinearity, depending on which family they are, they satisfy the inequalities: nl(f) ≥ nl(F )−2

(or nl(f) ≥ nl(F ) − 4), where nl(F ) is the high nonlinearity of the Gold or Kasami. d0(f) = its

algebraic degree. For the computer programs see Appendix I.
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n f(x) ∆(f) 1 to 1 nl(f) d0(f)

6 Gold x5 4 yes 24 2
= 2(3) x5 + (x4 + x+ 1)tr(x)tr(ax) 6 yes 22 5
3 odd tr(a2x)tr(a4x)tr(a5x)

x5 + (x4 + x+ 1)tr(x)tr(ax) 6 yes 20 5
tr(a2x)tr(a4x)

Kasami x13 4 yes 24 3
x13 + (x12 + x9 + x8 + x5 + x4 + x+ 6 yes 22 5
1)tr(x)tr(ax)tr(a2x)tr(a4x)tr(a5x)

x13 + (x12 + x9 + x8 + x5 + x4 + x+ 8 yes 20 5
1)tr(x)tr(ax)tr(a2x)tr(a4x) 4 ≤ 8 ≤ 2(4)

7 Kasami x13 2 yes 56 3
x13 + (x12 + x9 + x8 + x5 + x4 + x+ 1) 4 yes 54 6

tr(ax)tr(a2x)tr(a3x)tr(a4x)tr(a5x)tr(a6x)

x13 + (x12 + x9 + x8 + x5 + x4 + x+ 1) 4 yes 52 6
tr(ax)tr(a2x)tr(a3x)tr(a4x)tr(a5x)

Gold x9 2 yes 56 2
x9 + (x8 + x+ 1)tr(ax)tr(a2x) 4 yes 54 6
tr(a3x)tr(a4x)tr(a5x)tr(a6x)

x9 + (x8 + x+ 1)tr(ax) 4 yes 52 6
tr(a2x)tr(a3x)tr(a4x)tr(a5x)

Gold x5 2 yes 56 2
x5 + (x4 + x+ 1)tr(ax)tr(a2x) 4 yes 54 6
tr(a3x)tr(a4x)tr(a5x)tr(a6x)

x5 + (x4 + x+ 1)tr(ax) 4 yes 52 6
tr(a2x)tr(a3x)tr(a4x)tr(a5x)

Gold x3 2 yes 56 2
x3 + (x2 + x+ 1)tr(ax)tr(a2x) 4 yes 54 6
tr(a3x)tr(a4x)tr(a5x)tr(a6x)

x3 + (x2 + x+ 1)tr(ax) 4 yes 52 6
tr(a2x)tr(a3x)tr(a4x)tr(a5x)

Table 24. Gold and Kasami based permutations with optimal algebraic degree
(oad). Where a = α is a primitive element such that the trace of each power
of a appearing in f is zero, and see Appendix II for the properties of Gold
functions.
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n f(x) ∆(f) 1 to 1 nl(f) d0(f)

10 Gold x17 4 yes 480 2
= 2(5) x17 + (x16 + x+ 1)tr(x)tr(ax)tr(a2x)tr(a3x) 6 yes 478 9
5 odd tr(a4x)tr((a5 + a7)x)tr(a6x)tr(a8x)tr(a9x)

x17 + (x16 + x+ 1)tr(x)tr(ax)tr(a2x)tr(a3x) 6 yes 476 9
tr(a4x)tr(a6x)tr(a8x)tr(a9x)

Gold x5 4 yes 480 2
x5 + (x4 + x+ 1)tr(x)tr(ax)tr(a2x)tr(a3x) 6 yes 478 9
tr(a4x)tr((a5 + a7)x)tr(a6x)tr(a8x)tr(a9x)

x5 + (x4 + x+ 1)tr(x)tr(ax)tr(a2x)tr(a3x) 8 yes 476 9
tr(a4x)tr(a6x)tr(a8x)tr(a9x)

12 Gold x17 16 yes 1920 2
x17 + (x16 + x+ 1)tr(x)tr(ax)tr(a2x) 18 yes 1918 11

tr(a3x)tr(a4x)tr((a5 + a7)x)tr(a6x)tr(a8x) where
tr((a5 + a9)x)tr((a9 + a10)x)tr(a11x) 16 ≤ 18 ≤ 2(16)

x17 + (x16 + x+ 1)tr(x)tr(ax)tr(a2x) 18 yes 1916 11
tr(a3x)tr(a4x)tr((a5 + a7)x)tr(a6x)tr(a8x)

tr((a5 + a9)x)tr(a11x)

Table 25. Gold and Kasami based permutations with optimal algebraic degree
(oad). Where a = α is a primitive element such that the trace of each power
of a appearing in f is zero, and see Appendix II for the properties of Gold
functions.

Remark The Galois �eld F210 is often used in Cryptography research, see [27], [16], [17], [18]. Xu and

Qu in their Theorem 3.2 in [38](2020) have obtained a di�erentialy 4-uniform permutation family

piecewise de�ned on the �eld F210 , whose nonlinearities run from 462 up to 476. Our permutation

with the lowest nonlinearity has nonlinearity 476, surpassing them. Furthermore, our permutations

reach an optimal algebraic degree, and theirs do not. Other set of authors Peng, Tan, and Wang

in [32](2016), Tang D., Carlet, and Tang X. in [36](2015), Qu, Tan Y., Tan C., and Li in [33](2013)

have obtained di�erentialy 4-uniform permutation families on the �eld F210 , whose nonlinearities

run from 442 up to 454.
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Furthermore, on the �eld F212 our function Rik(x) = x2
k+1 + (x2

k
+ x+ 1)tr(x2

i+1)(1 + tr((x+

x8)2
i+1)) (which is inspired by families from our Corollary 2.2.17) has a better nonlinearity nl(Rik) =

1936 than the nonlinearities of the functions givens by groups of authors, whose nonlinearities run

from 1888 up to 1928, in [32]. The Preferred functions discovered by Qu, Tan Y., Tan C., and Li,

PF (x) = x3(2
t+1), where 2 ≤ t ≤ n

2 −1 (n even), de�ned in Lemma 4.1(2) shown in Table IV in [33],

have a nonlinearity that is between 1884 and 1900. While their functions given by range of Theorem

5.6 shown in Table III, in [33], G(x) = x−1+ trn1 (
x2

x+1), have nonlinearity equal to 1928.

Remark We can sacri�ce a little in the size of the function. Taking the function an almost permu-

tation, but obtaining a better di�erentiability uniform (low) ∆(f).

From results in this section it can be proved our following good corollary.

Corollary 5.1.12. [On the Distribution of Zeros in A�ne Functions] Let (ai)
n−1
i=1 a linearly

independent set of Fn2 , the sets Sai = Kernel(tr(aix)) = {x ∈ F2n ; tr(aix) = 0} its corresponding

F2 - vector subspaces of F2n , Hai = {x ∈ F2n ; tr(aix) = 1} its hyperplanes, and 1 ≤ r ≤ n − 1.

Then, the intersections of the form Sa1∩· · ·∩Sar , Ha1∩Sa2∩· · ·∩Sar , Ha1∩Ha2∩Sa3∩· · ·∩Sar ,· · · ,

and Ha1 ∩ · · · ∩Har form a partition of F2n . Also, |Ua1 ∩ · · · ∩ Uar | = 2n−r, where Ua1 ∩ · · · ∩ Uar

denotes any partition element.

5.2 Simple Di�erentially δ-Uniform Families

Based on Section 2.2 and 4.1, and the techniques used in the proof of the main theorem presented

in Section 5.1, allows us to write the following new di�erentially δ-uniform functions with a simple

polynomial formula:

Theorem 5.2.1. [Cubic Boolean Based I] Let gcd(k, n) = 1, and tr(a1) = tr(a2) = tr(a3) = 0.

The family of functions:

f(x) = x2
k+1 + (x2

k
+ x+ 1 + tr(1))tr(a1x)tr(a2x)tr(a3x)

are at least differentially 4- uniform over F2n .
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Remark The exponent 2k+1 is the simplest such that the cubics tr(a1x)tr(a2x)tr(a3x) �survive�, i.e.

such that the functions f(x) = x2
k+1+(x2

k
+x+1)tr(a1x)tr(a2x)tr(a3x) have strong cryptographic

properties, such as di�erential δ- uniformity, nonlinearity and algebraic degree.

The 2nd-Order Nonlinearity of f(x) = x2
k+1 + (x2

k
+ x+ 1)tr(a1x)tr(a2x)tr(a3x):

tr(bf(x)) + tr(Q(x)) = tr(bx2
k+1) + tr(b(x2

k
+ x+ 1)tr(a1x)tr(a2x)tr(a3x)) + tr(Q(x))

= tr(Bx)tr(a1x)tr(a2x)tr(a3x)+ tr(b)tr(a1x)tr(a2x)tr(a3x) + tr(Q(x)), where B = b + b
1

2k , Q(x)

is any quadratic function.

For b = 1 = tr(1), for n odd, then tr(bf(x))+ tr(Q(x)) = tr(a1x)tr(a2x)tr(a3x)+ tr(Q(x)). Subject

to (ai)i∈F2n
be a linearly independent set of vectors in Fn2 , we have:

nl2(x
2k+1 + (x2

k
+ x+ 1)tr(a1x)tr(a2x)tr(a3x)) ≤ |Ha1 ∩Ha2 ∩Ha3 | = 2n−2 − 2n−3.

Theorem 5.2.2. [Cubic Boolean Based II] Let gcd(k, n) = 1, and tr(a1) = 0. The family of

functions:

f(x) = x2
k+1 + (x2

k
+ x+ 1)tr(a1x)tr(x

2j+1 + x tr(1))

are at least differentially 4- uniform over F2n .

Remark The 2nd- Order Walsh exponents of f(x) = x2
k+1 + (x2

k
+ x+ 1)tr(a1x)tr(x

2j+1 + x):

tr(bf(x)) + tr(Q(x)) = tr(bx2
k+1) + tr(b(x2

k
+ x+ 1)tr(a1x)tr(x

2j+1 + x tr(1))) + tr(Q(x))

= tr(Bx)tr(a1x)tr(x
2j+1+x tr(1))+ tr(b)tr(a1x)tr(x

2j+1+x tr(1))+ tr(Q(x)), where B = b+ b
1

2k ,

Q(x) is any quadratic function.

For b = 1 = tr(1), for n odd, then tr(bf(x)) + tr(Q(x)) = tr(a1x)tr(x
2j+1 + x) + tr(Q(x)) =

tr(a1x)tr(x
2j+1) + tr(a1x)tr(1x) + tr(Q(x)), where tr(a1) = 0 and tr(1) ̸= 0.

Theorem 5.2.3. Let F be aGold differentially δ-uniform function over F2n , and P ∈ F2[xi1 , xi2 , · · · , xin−1 ]

a polynomial with coe�cients in F2. Then there exist a linearly independent set of Fn2 , (ai)
n−1
i∈F2n

,

and tr(a1) = · · · = tr(an−1) = 0, such that the family of functions:

f(x) = F (x+ P(tr(a1x), · · · , tr(an−1x)))
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are differentially γ-uniform, where δ ≤ γ ≤ 2δ, d0(f) = n− 1, and nl(f) ≥ nl(F )− 2.

Theorem 5.2.4. Let F be aGold differentially δ-uniform function over F2n , and P ∈ F2[xi1 , xi2 , · · · , xin−2 ]

a polynomial with coe�cients in F2. Then there is a linearly independent set of Fn2 , (ai)
n−2
i∈F2n

, and

tr(a1) = · · · = tr(an−2) = 0, such that the family of functions:

f(x) = F (x+ P(tr(a1x), · · · , tr(an−2x)))

is differentially γ-uniform, where δ ≤ γ ≤ 2δ, d0(f) = n− 1, and nl(f) ≥ nl(F )− 4.

The following theorem was proved in Section 5.1.

Theorem 5.2.5. [Di�erentially γ-Uniform Polynomial] Let tr(a1) = · · · = tr(aj) = 0 over

F2n , F a differentially δ-uniform function, and P ∈ F2[xi1 , xi2 , · · · , xij+l
] a polynomial with coe�-

cients in F2. Then the family of functions:

f(x) = F (x+ P(tr(a1x), · · · , tr(ajx), tr(x2
i1+1 + x tr(1)), · · · , tr(x2il+1 + x tr(1))))

is differentially γ-uniform, where δ ≤ γ ≤ 2δ, j + l ≥ 1, and every ik ∈ N.
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Appendix I

This Computational Library (CL) collects a programming experience using symbolic software, in

particular SAGE. This CL contains the implementation of the new Theorems, Algorithms in this

research work. Also it can be applied to several purposes in Technology and Defense.

Figure 2. Switching Neighbors in the Narrow Sense: Γi(x) = x3 + µtr(G(x)) +

µ̄tr(xr), where G(x) is any function, and r = 9, 3 (see Tables in section 2.1).

Figure 3. Gold and Kasami based permutations with optimal algebraic degree.

Where a = α is a primitive element, also the trace of each power of a appearing in

f is zero (see Tables in section 5.1).
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Appendix II

The following tables include the Walsh Spectrum and other cryptographic properties of the Gold

family (to read about Classical Walsh Spectrum see [21]). Unusual values that are not mentioned in

the papers, and that these values represent a weakness of the Gold family, as for example ∆ = 8

and 16, Wlash Spectrum of the forms {2n−3, 2
n
2 , 0}, {2n−4, 2

n
2 , 0}, {2

n+3
2 , 0} and {2

n+5
2 , 0} are

highlighted in bold letter. A complete information about it, up to the �nite �eld of degree 15, is a

matter of interest for authors in this research area:
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Examples Let us n an even number. Monomials x2
d+1, ∆ = its di�erential δ uniformity. These

permit us to see the variety of cases that can occur. The programs given in Appendix I can be
adapted to obtain the following table.

n even x2d+1 ∆ permutation Walsh coe�. |W
x2

d+1(a, b)| |W
x2

d+1| form
n = 2 x3 2 not perm [(0, 3), (4, 1)]; [(2, 4)] {2n, 2

n
2 , 0}

n = 4
x5 4 not perm [(0, 15), (16, 1)]; [(4, 16)] {2n, 2

n
2 , 0}

x3 2 not perm [(0, 12), (8, 4)]; [(4, 16)] {2n+2
2 , 2

n
2 , 0}

n = 6 x9 8 not perm [(0, 63), (64, 1)]; [(8, 64)] {2n, 2
n
2 , 0}

= 2(3) x5 4 permutation [(0, 48), (16, 16)] cte. {2n+2
2 , 0}

3 odd x3 2 not perm [(0, 48),(16, 16)]; [(8, 64)] {2n+2
2 , 2

n
2 , 0}

n = 8
x17 16 not perm [(0, 255), (256, 1)]; [(16, 256)] {2n, 2

n
2 , 0}

x9 2 not perm [(0, 192), (32, 64)]; [(16, 256)] {2n+2
2 , 2

n
2 , 0}

x5 4 not perm [(0, 240), (64, 16)]; [(16, 256)] {2n−2, 2
n
2 , 0}

x3 2 not perm [(0, 192), (32, 64)]; [(16, 256)] {2n+2
2 , 2

n
2 , 0}

n = 10 x33 32 not perm [(0, 1023), (1024, 1)], [(32, 1024)] {2n, 2
n
2 , 0}

= 2(5) x17 4 permutation [(0, 768), (64, 256)] cte. {2n+2
2 , 0}

5 odd x9 2 not perm [(0, 768), (64, 256)]; [(32, 1024)] {2n+2
2 , 2

n
2 , 0}

x5 4 permutation [(0, 768), (64, 256)] cte. {2n+2
2 , 0}

x3 2 not perm [(0, 768), (64, 256)]; [(32, 1024)] {2n+2
2 , 2

n
2 , 0}

n = 12
x65 64 not perm [(0, 4095), (4096, 1)], [(64, 4096)] {2n, 2

n
2 , 0}

x33 2 not perm [(0, 3072), (128, 1024)], [(64, 4096)] {2n+2
2 , 2

n
2 , 0}

x17 16 permutation [(0, 3840), (256, 256)] cte. {2n−4, 0}
x9 8 not perm [(0, 4032), (512, 64)], [(64, 4096)] {2n−3, 2

n
2 , 0}

x5 4 not perm [(0, 3840), (256, 256)], [(64, 4096)] {2n−4, 2
n
2 , 0}

x3 2 not perm [(0, 3072), (128, 1024)], [(64, 4096)] {2n+2
2 , 2

n
2 , 0}

n = 14 x129 � not perm [(0, 16383), (16384, 1)], [(128, 16384)] {2n, 2
n
2 , 0}

= 2(7) x65 4 permutation [(0, 12288), (256, 4096)] cte. {2n+2
2 , 0}

7 odd x33 2 not perm [(0, 12288), (256, 4096)], [(128, 16384)] {2n+2
2 , 2

n
2 , 0}

x17 4 permutation [(0, 12288), (256, 4096)] cte. {2n+2
2 , 0}

x9 2 not perm [(0, 12288), (256, 4096)], [(128, 16384)] {2n+2
2 , 2

n
2 , 0}

x5 4 permutation [(0, 12288), (256, 4096)] cte. {2n+2
2 , 0}

x3 2 not perm [(0, 12288), (256, 4096)], [(128, 16384)] {2n+2
2 , 2

n
2 , 0}

Table 26. A variety of extended Walsh Spectrum |W
x2d+1|
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Examples Let us n an odd number. Monomials x2
d+1, ∆ = its di�erential δ uniformity. These

permit us to see the variety of cases that can occur. For computer programs see the Appendix I.

n odd x2d+1 ∆ permutation Walsh coe�. |W
x2

d+1(a, b)| |W
x2

d+1| form

n = 3 x3 2 permutation [(0, 4), (4, 4)] cte. {2n+1
2 , 0}

n = 5
x5 2 permutation [(0, 16), (8, 16)] cte. {2n+1

2 , 0}
x3 2 permutation [(0, 16), (8, 16)] cte. {2n+1

2 , 0}
n = 7 x9 2 permutation [(0, 64), (16, 64)] cte. {2n+1

2 , 0}
x5 2 permutation [(0, 64), (16, 64)] cte. {2n+1

2 , 0}
x3 2 permutation [(0, 64), (16, 64)] cte. {2n+1

2 , 0}

n = 9
x17 2 permutation [(0, 256), (32, 256)] cte. {2n+1

2 , 0}
x9 8 permutation [(0, 448), (64, 64)] cte. {2n+3

2 , 0}
x5 2 permutation [(0, 256), (32, 256)] cte. {2n+1

2 , 0}
x3 2 permutation [(0, 256), (32, 256)] cte. {2n+1

2 , 0}
n = 11 x33 2 permutation [(0, 1024), (64, 1024)] cte. {2n+1

2 , 0}
x17 2 permutation [(0, 1024), (64, 1024)] cte. {2n+1

2 , 0}
x9 2 permutation [(0, 1024), (64, 1024)] cte. {2n+1

2 , 0}
x5 2 permutation [(0, 1024), (64, 1024)] cte. {2n+1

2 , 0}
x3 2 permutation [(0, 1024), (64, 1024)] cte. {2n+1

2 , 0}

n = 13
x65 2 permutation [(0, 4096), (128, 4096)] cte. {2n+1

2 , 0}
x33 2 permutation [(0, 4096), (128, 4096)] cte. {2n+1

2 , 0}
x17 2 permutation [(0, 4096), (128, 4096)] cte. {2n+1

2 , 0}
x9 2 permutation [(0, 4096), (128, 4096)] cte. {2n+1

2 , 0}
x5 2 permutation [(0, 4096), (128, 4096)] cte. {2n+1

2 , 0}
x3 � permutation [(0, 4096), (128, 4096)] cte. {2n+1

2 , 0}
n = 15 x129 � permutation [(0, 16384), (256, 16384)] cte. {2n+1

2 , 0}
x65 � permutation [(0, 28672), (512, 4096)] cte. {2n+3

2 , 0}
x33 � permutation [(0, 31744), (1024, 1024)] cte. {2n+5

2 , 0}
x17 � permutation [(0, 16384), (256, 16384)] cte. {2n+1

2 , 0}
x9 � permutation [(0, 28672), (512, 4096)] cte. {2n+3

2 , 0}
x5 � permutation [(0, 16384), (256, 16384)] cte. {2n+1

2 , 0}
x3 � permutation [(0, 16384), (256, 16384)] cte. {2n+1

2 , 0}

Table 27. A variety of extended Walsh Spectrum |W
x2

d+1|
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Appendix III

List of the primitive polynomials p(x) used in this research work:

F2n p(x)

F22 x2 + x+ 1

F23 x3 + x+ 1

F24 x4 + x+ 1

F25 x5 + x2 + 1

F26 x6 + x+ 1,

x6 + x4 + x3 + x+ 1 [SAGE]

F27 x7 + x+ 1

F28 x8 + x4 + x3 + x2 + 1

F29 x9 + x4 + 1

F210 x10 + x3 + 1,

x10 + x6 + x5 + x3 + x2 + x+ 1 [SAGE]

F211 x11 + x2 + 1

F212 x12 + x6 + x4 + x+ 1,

x12 + x7 + x6 + x5 + x3 + x+ 1 [SAGE]

F213 x13 + x4 + x3 + x+ 1

F214 x14 + x5 + x3 + x+ 1,

x14 + x7 + x5 + x3 + 1 [SAGE]

F215 x15 + x+ 1,

x15 + x5 + x4 + x2 + 1 [SAGE]

Table 28. p(x) is a primitive polynomial over F2n .

Figure 4. Given a positive integer n, the following program returns the primitive

polynomial used by SAGE to construct the �nite �eld of degree n.

Contact: roberto.reyes@upr.edu robertoruv@gmail.com


