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This thesis addresses a Japanese—to-English statistical machine translation
(SMT) system for technical documents. Machine translation (MT) 1is a
promising solution for growing translation needs. Japanese—-to—-English MT is
one of the most difficult language pairs due to their large lexical and
syntactic differences. This thesis work focuses on patents as the most
demanded technical documents that have different attributes from other
general documents: technical terms and long complex sentences. This thesis
tackles three important research problems 1in the target task: word
segmentation on technical terms, unknown katakana word transliteration, and
long—distance reordering. Novel techniques are proposed to overcome these
problems: domain adaptation of word segmentation using very large-scale
patent data, noise—aware translation fragment extraction for accurate
machine transliteration, and syntax—based post-ordering for efficient and
accurate long—distance reordering.

Chapter 2 gives a brief introduction of SMT techniques on which the proposed
methods are based. They are established and widely used in various language
pairs but not sufficient for the Japanese—to—English patent SMT.

Chapter 3 presents a novel domain adaptation method for the Japanese word
segmentation, using very large—scale Japanese monolingual unlabeled corpora.
The proposed method utilizes word boundary clues called Branching Entropy
and pseudo—dictionary features obtained from the Japanese monolingual
corpora. The probabilistic characteristic of the Branching Entropy mitigates
the stability issue of the baseline method using Accessor Variety. The
method achieved word segmentation F-measure of 98.36% and out-of-vocabulary
word recall of 92.61% in word segmentation experiments, which were
significantly higher than the performance of the baseline methods

Chapter 4 presents a novel noise—aware character alignment method which
extracts meaningful transliteration fragments. Although more than a half of
unknown words in Japanese—to—English patent SMT are katakana words, they can
be translated into the original English words. However, the transliteration
is not straightforward because of the ambiguous and inconsistent mapping
between katakana and English phonemes. This work focuses on partial noise in
transliteration candidates extracted from the bilingual corpora to learn the
mapping, which has not been addressed by previous studies that model sample-
wise noise only. The proposed method achieved transliteration accuracy of
66% for unknown katakana words, which is 10% error reduction from the method
addressing sample—wise noise only.




Chapter 5 presents a novel efficient SMT method called post-ordering that
divides the SMT problem explicitly into two steps: monotone lexical
translation by the phrase—-based SMT and reordering by the syntax—based SMT.
The post-ordering approximates the accurate but computationally expensive
syntax—based SMT by using an intermediate language with English words in the
Japanese word order. The post-ordering achieved accurate translation
comparable to the syntax—based SMT with more than six—time faster decoding
speed.

Chapter 6 presents a patent SMT system integrating the techniques presented
above. This system has two major advantages other than the advantages of the
individual techniques. First, domain adaptation of Japanese pre—processing
is needed only on word segmentation, not on more difficult Japanese parsing.
Second, katakana unknown words are translated prior to reordering and
expected to be reordered correctly without special treatment of unknown word
reordering. The system achieved the BLEU scores of 34.77% and 35.75% for the
NTCIR-9 and NTCIR-10 PatentMT test sets, which were consistently higher than
the performance of the baseline systems using the standard techniques.

Chapter 7 concludes the thesis. The proposed SMT framework realizes a
practical Japanese-to-English SMT system adapted to technical documents,
where many technical terms and long sentences cause serious translation
errors. The propsoed methods do not rely on additional human annotations on
in—domain corpora, and can be trained with existing bilingual and
monolingual corpora. Finally, some further prospects are discussed.
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