symmetry MBPY

Article

Toward Social Media Content Recommendation
Integrated with Data Science and Machine Learning
Approach for E-Learners

Zeinab Shahbazi and Yung Cheol Byun *

Department of Computer Engineering, Jeju National University, Jejusi 63243, Jeju Special Self-Governing
Provience, Korea; zeinab.sh@jejunu.ac.kr
* Correspondence: ycb@jejunu.ac.kr

check for
Received: 31 August 2020; Accepted: 19 October 2020; Published: 30 October 2020 updates

Abstract: Electronic Learning (e-learning) has made a great success and recently been estimated as a
billion-dollar industry. The users of e-learning acquire knowledge of diversified content available in
an application using innovative means. There is much e-learning software available—for example,
LMS (Learning Management System) and Moodle. The functionalities of this software were reviewed
and we recognized that learners have particular problems in getting relevant recommendations.
For example, there might be essential discussions about a particular topic on social networks, such
as Twitter, but that discussion is not linked up and recommended to the learners for getting the
latest updates on technology-updated news related to their learning context. This has been set as the
focus of the current project based on symmetry between user project specification. The developed
project recommends relevant symmetric articles to e-learners from the social network of Twitter
and the academic platform of DBLP. For recommendations, a Reinforcement learning model with
optimization is employed, which utilizes the learners’ local context, learners’ profile available in the
e-learning system, and the learners” historical views. The recommendations by the system are relevant
tweets, popular relevant Twitter users, and research papers from DBLP. For matching the local context,
profile, and history with the tweet text, we recognized that terms in the e-learning system need to be
expanded to cover a wide range of concepts. However, this diversification should not include such
terms which are irrelevant. To expand terms of the local context, profile and history, the software
used the dataset of Grow-bag, which builds concept graphs of large-scale Computer Science topics
based on the co-occurrence scores of Computer Science terms. This application demonstrated the
need and success of e-learning software that is linked with social media and sends recommendations
for the content being learned by the e-Learners in the e-learning environment. However, the current
application only focuses on the Computer Science domain. There is a need for generalizing such
applications to other domains in the future.

Keywords: data science; DBLP platform; Twitter; deep reinforcement learning; machine learning;
recommendation system

1. Introduction

The recommendation system (RS) creates possible options for users based on user interest [1].
The proposed recommendation system is based on information which the user gave to the system
in the past. The given information may have many ratings which show that the aim of the user is
to get information from a particular domain—e.g., research area, documents, tweets, etc. Based on
the recommendation system architecture, the given information can be used as training data, either
supervised learning or unsupervised learning—e.g., clustering or document classification problems [2,3].
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In recent years, the recommendation system becomes a popular engine to implement on many websites to
find the preference of users. Two main techniques which present this system are known as content-based
recommendation (CB) and collaborative filtering recommendation (CF) [4-6]. Comparing these two
systems, CF is the most often used technique. The CB system is processed as recommending similar
options to the user based on user choices, and extract the target from user input information which is
accessible to the user profile and also the output profile [7].

The DBLP is known as the Digital Bibliographic Library Project, which indexes more than
2 million research publications. The dump of the website is freely available for download. This dataset
will help to identify top-rated articles based on learners profile, context, and history. Twitter is a
microblogging website where the social community generates a large number of small text messages
of 140 characters. It is noted that, daily, more than 300 million tweets are generated by the social
community, expressing the opinions and sentiments related to different things. The proposed system
will identify the top-rated and most popular Twitter user relevant to the user’s profile. For this, the
system will perform network analysis and identify the most popular Twitter users using different
social network analysis techniques, such as by measuring in-degree centrality. The centrality of a node
describes its popularity. These users are matched with the current learner activity. Not getting relevant
recommendations from social networks for e-learners based on the user’s context, historical data, and
profiles are the problem statement.

The developed system provides recommendations from the social network for e-learners.
The recommendations are based on the users’ local context, profiles, and historical data. The system is
a web application that searches the required data from the Web using different sources, such as the
Twitter user network and DBLP. The developed system recommends top-ranked information from
these sources depending upon the context, profile, and history of e-Learners. The application also
provides an interface to e-learners, where they can share their content and can read the contents shared
by other users, which is relevant to them. The reinforcement learning algorithm is presented as a
recommendation platform in the proposed system. Reinforcement learning is a learning algorithm
which works based on user feedback. The quality control of the system improves based on the
recommendation rating. As we know, the social media contents are unstructured and have a lack
of trust. Based on the main architecture of the reinforcement learning, when the user gets a good
recommendation then the feedback will be good and the reward sent to system is good. In this case,
the system is learning the user’s request and the recommendations are also trained based on that.
Similarly, if the user feedback is not good, then the system learns to avoid recommending bad articles.
To look for the history of the recommendation system, first, it must find the solution to solving the
problem of information overloading in Internet sources. Along with the number of uploaded files,
Internet sources are relatively high, and users do not know how to control it and also spend more time
and energy looking for and extracting the topic which they need. Based on the Eugene search result,
the information overloading issue was discovered in the information retrieval system, and in 1950 was
submitted by Moors [8]. In the proposed model, the recommendation system brings the following
contribution for e-learners:

The main contribution of this paper summarized as below:

e A real-time system which provides top-ranked Twitter user networks to e-learners from Twitter,
according to their context, history and profiles.

o The proposed system recommends top-ranked articles according to the e-learner’s context,
e-learner’s history, and e-learner’s profiles from DBLP.

e  The system also makes recommendations to e-learners from a local database.
The main objective of this study is the use of data mining and machine learning approaches for
social media content recommendation.

In this work, we proposed a social media content recommendation which provides the learning
material to e-Learners. The developed system is a real-time application that identifies the required data
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from the Web using different sources, such as Twitter and DBLP. The designed system will recommend
top-ranked information from Twitter and DBLP sources depending upon the context, profile, and
history of e-Learners. The application will also provide research articles related to the users searched
topic. Moreover, we have used data mining and machine learning approach to improve the accuracy of
social media content recommendation. Reinforcement learning is used as a machine learning algorithm
which combined with data mining techniques to extract the hidden knowledge from users tweets.
Finally, we illustrate the constructiveness of reinforcement learning, which applied for prediction
and recommendation of social media contents. The remainder of this paper is organized as follows:
Section 2 gives the literature review of the recommendation system. Section 3 explains the data analysis
for social media contents recommendation. Section 4 presents the predictive analysis of Twitter and
DBLP dataset using a reinforcement learning algorithm. Section 5 presents the prediction result of
Twitter and DBLP platform and, finally, we conclude the paper in Section 6.

2. Literature Review

In this section, we discuss the pros and cons of the existing recommendation system [9].
Moreover, we will also investigate the state-of-art approaches for Twitter recommendation, DBLP
recommendation and recommendation based on reinforcement learning.

2.1. Recommendation System

The recommendation system is a service to help users for easy access to their request in different
areas [10,11]. Tan and He [12] presented a procedure of physical resonance that is famous for resonance
similarity (RES). This approach shows the comparison of superior prediction and traditional similarity
based on user evaluation. Similarly, there are many IoT-based platforms, such as healthcare [13-15],
indoor localization [16,17], and many other IoT systems [18-22], which have improving possibilities
based on integration with the functionality of the recommendation system [23,24]. Hwang et al. [25]
execute the hotel reviews for a hotel management system based on Trip Advisor review information and
a Latent Dirichlet Allocation (LDA) semantic-based process to recognize and capture the performance
of the Term Frequency-Inverse Document Frequency (TF-IDF) process. In the presented approach,
all features related to hotels are extracted. The final results show that the LDA has less precision than
word-based LDA. To make the System more accurate, Jannach et al. [26] presented regression-based
and item-based recommendation. The developed recommendation systems with different researchers
used collaborative filtering techniques and algorithms [27-33]. Collaborative filtering gets information
based on user input knowledge and evaluates the relationship between different users to accomplish
specific deductions of feature spaces.

2.2. Twitter Recommendation

Twitter is one of the social media platforms based on sharing, uploading user opinions and
providing information about new studies, interests, etc. [34-36]. There are many research articles
related to Twitter classification in various goals. Some tweet recommendation systems proposed
Twitter as a reliable information spreader. Tweet recommendation and also Twitter users are the main
research direction in this topic too [37]. Based on the proposed methodology, there are three main
options to find the user influence on the Twitter platform that are named as followers, re-tweets and
page rank [38]. Building the recommendation system of followers to find the differences between
tweets and user profile, page rank or tweet rank estimate the efficiency of user influence to find the
similarity between shared link and user profile structure. All the proposed methods in previous
studies were based on the content-based recommendation to propose tweets without reflection of joint
view. Tweet recommendation is to target user, using a latent factor, collaborate ranking and specific
feature. User interest re-tweets are collected and estimated to establish user preference and make
a recommendation. The latent factor is the improved version of collaborating ranking for ranking
criterion. The latent factor is used as a parameter to increase the accuracy of system [39].
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2.3. DBLP Recommendation

DBLP is one of the online and open source references for published articles in the computer
science area. Based on the need for the user by visiting the DBLP website, it is comfortable and easy to
access recently published or any specific articles. DBLP was developed from small experiments on
web servers to famous open-data access servers in the computer science research area [40]. One of
the critical parts in DBLP recommendation, based on users searching for information-related articles
on their own interests, is also recommended. The user searching process is explained step by step in
Figure 1. Articles contain complete information about authors, publication time, access pages, etc. [41].
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Figure 1. Comparison of related studies’ accuracy.

2.4. Reinforcement Learning Recommendation

Recommendation, based on reinforcement learning (RL), is simplified to the Markov Decision
Process (MDP). This model works as a long-run performance system. Most of the RL based systems
have challenges from large-scale separated action space. There are some proposed systems for
solving this issue, such as the strength of previous information about the actions around them,
which generate proto-action using the k-nearest neighbor search system. This method rejects the
dimensions from negative influences, which user does not care about, and replaces them through
convenient action [42-49]. Moreover, MDP is used to model the recommendation process in RL.
Compared with the Multi-Armed Bandit (MAB) based system, MDP cannot obtain the running
frequency of reward. They try to define the state as an n-gram or model the item in MDP and define
the action as the recommendation between items. This process cannot apply to the large datasets. If
the candidate set item becomes more significant at the same time as the size of the state, the space also
increases and transition data face sparsity problems and can just apply them on related parameters
in a specified state [50-54]. Table 1 shows the comparison of various recommendation systems and
their objectives and advantages. In the mentioned table, ten various recommendation systems are
measured.
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Table 1. The advantages and objective of the various recommendation systems.

Authors

Objective

Advantage

Long Zhao et al.,
Zemin Liu et al. (2020) [55]

Bushra Alhijawi et al. [56],
Yousef Kilani et al. (2020)

Ruotsalo et al. [57]
(2013)

Braunhofer et al. [58]
(2014)

Elahi et al. (2013) [59]

Ostuni et al. [60]
(2013)

Braunhofer et al. [61]
(2014)

Noguera et al.

(2012) [62]
Bouneffouf et al. [63]

Solving the large action space issue
based on the Reinforcement Learning
Algorithm.

Recommendation system classification
on MRS, TPCRS, SRS and CRS

Raising the digital cultural heritage
accessibility

Place of interest (POI) recommendation

POI-based user personality
recommendation

Movie theatre recommendation

User personality recommendation
based on contact preferences

Users’ physical locations recommendation

Dynamic exploration recommendation

Reinforcement learning solves
the large action space issue.

Classifying recommendation
system to avoid the overloading
issue.

It is useful to apply to any data.

Generate related recommendations

with higher useability.
Desist the cold start issue.

Clear the content-based

recommendation results.

Presenting more related recommendations
based on the higher rating.

Useful in e-tourism.

The ability to have a 3D map.

Optimal value selection while

(2012) avoiding the traditional algorithms.
Increasing business success probability.
Providing various optimal driving routes

based on online processing time.

Ge et al. (2010) [64] Parking position recommendation

3. Social Media Content Recommendation for E-Learners

The proposed recommendation system is comprised of two main modules—a recommendation
system and the predictive analysis of social media content recommendation.

3.1. E-Learners Recommendation System

The proposed recommendation system is comprised of three-parts—presentation layer, business
layer, physical layer—which are shown in Figure 2. The presentation layer is responsible for exposing
the services to the front end through the user interface. The business layer represents the core
functionality of the recommendation system, which is categorized into two modules—i.e., the e-learning
system and the reinforcement learning-based social media content recommendation system.
The e-learning system is responsible for providing relevant recommendations from social media
to the e-learner. The e-learner can get top-ranked articles on the Twitter user network, which is
according to the user’s interest. Similarly, the reinforcement learning-based social media content
recommendation system is to use data mining and machine learning approach to improve the accuracy
of social media content recommendation. Reinforcement learning is used as a machine learning
algorithm, which is combined with data mining techniques to extract the hidden knowledge from
users tweets. Lastly, the physical layer represents the back-end database, which is responsible for
storing the data.

The data collection phase is one of the primary tasks in the knowledge discovery process.
The knowledge discovery process identifies hidden patterns from an enormous amount of data.
We perform knowledge discovery by identifying user profiles from the DBLP and Twitter website.
We targeted published articles and uploaded tweets for our experiments and the data crawling process
was customized accordingly. Table 2 shows the detailed information of collected Twitter and DBLP
datasets. Figure 3 shows the class diagram of the data collection process.
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Figure 2. E-learners recommendation system.
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Figure 3. Class diagram of the collected dataset.

Table 2. Data information.

Statistics

Numerical Values

Number of directions
Number of articles
Number of Users
Avg/Max/Min of time
Training Data

Test Data

744.456
567.916
582.933
3.5/6.4/1.6
70%

30%

In total, two open-access social media websites were selected for this process, which contain

comments, tweets, short texts and research articles.

A total of 70% of the dataset was used in the
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training set and 30% for the test set. The primary block diagram of the proposed system is shown
in Figure 4. The designed block diagram of the proposed data and predictive analysis model based
on Twitter and DBLP platform is composed of four main sections. The first section is designed as a
data collection layer. The data collection section contains two social media platform datasets, named
Twitter and DBLP library. The collected dataset from the Twitter platform includes tweets, projects,
comments, photos, news and conferences. The collected dataset from the DBLP platform includes
articles, publication access point, publication time and publication date. To process the collected dataset
for further steps, two data analysis techniques were applied in this process which are in the second
section or the pre-processing data section. Data analysis and predictive analysis technique was applied
to the input dataset. The data analysis technique contains the time series analysis, statistical analysis,
tweet analysis and article analysis. The predictive analysis contains reinforcement learning prediction
techniques. The next section is the recommendation layer. It presents the output information of the
previous steps and relevant recommendation results based on user preferences. The final section is the
user feedback, which is the main point of this system to improve the quality of the recommendation.
Based on using the reinforcement learning algorithm as a recommendation technique, the system
learns from user positive and negative responses to the agent and by repeating this process, improving
the system recommendation and trust quality.

Data Collection Layer Data Pre-processing Layer Recommendation Layer

st Aty Outt [y ——
vmm“mmm ¥l
tation of
tweets based on
Visualization and
interpretation of
TR
o, ||| 25 dovmloading RPN
R secords topics for twitter
and dblp demand
b P Yearly, monthly, using RL
- daily.
‘Publication analysis of posted
Articles tweets
fmirnen
User topic
Publication Publication interests based on
time Date interpretation of
‘posted tweets

Figure 4. Block diagram of the proposed data and predictive analysis model, based on Twitter and
DBLP platform.

3.2. Dataset

In this system, the collected dataset is from “Twitter social media platform records (Twitter API)”
and “DBLP research library history” to analyze and explore the hidden information for improving
the recommendation system. Data mining approaches and techniques were applied in the proposed
dataset to clean and pre-process it to refine the performance and stability of dataset. Moreover, the
following steps were performed to process a better service for e-learners on the social media platform:

Collecting data;

Cleaning data;

Manipulate missing values;
Missing value extraction;
Discovering the available features.

After managing the social media dataset and enterprising the information, data pre-processing
was applied for further process for normalizing dataset and for keeping the necessary information.
Data normalization was needed for changing the data form and structure to make it convenient for
further steps. The following Table 3 presents the extracted information and features from a dataset.
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Table 3. Twitter and DBLP platform features and description.

#  Features Description

1 Tweet The information which users share together

2 Projects The information of various projects (question and answer)
3  Comments Comments for shared topic

4  Photos Shared photos by various users

5 News Shared daily news

6  Conferences Upcoming conferences or opinions about previous conferences
7 Articles Published articles

8  Publication Access Point  Reference pages or article access information

9  Publication Time Article publication time

10  Publication Date Article publication date

3.3. Data Mining and Visualization

In the proposed system, we applied data mining techniques to determine the necessary and useful
information from the dataset for a suitable recommendation, based on user interest. The mentioned
analysis below exploits the collected dataset:

o  Twitter and DBLP article recommendation for e-learners based on tweet frequency, selected
articles and user preference;

e Time series analysis based on Monthly and daily analysis;
Twitter and DBLP platform analysis based on e-learner preferences;
Twitter and DBLP platform analysis based on e-learner clicked links;

3.3.1. Time Series Analysis

Time series analysis applied in this process to produce the new information for article
recommendation. The selected analysis is based on the date and time of sharing information which is
available in the dataset. To inform the time series analysis, the duration of data is for (2019) crawled
information from mentioned platforms. To start the analysis data segregated into two sections (monthly
and daily) to produce the Twitter and DBLP frequency. Figures 5 and 6 present the daily and monthly
basis of recommendation to e-learners. Daily basis records show the total record of the user activities
in one day, and monthly basis shows the total record of the monthly user activities.

Daily Analysis
250000

200000

150000
100000

50000

Number of Articles

0
1234567 8 91011121314151617 1819 2021 2223 24252627 2829 3031

Daily Records for a Month
Twitter e DBLP

Figure 5. Time series analysis of Twitter and DBLP platform (daily basis).
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Monthly Analysis
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Months

Figure 6. Time series analysis of Twitter and DBLP platform (Monthly basis).

3.3.2. Twitter API Analysis Based on Profile Address

In this part, profile address analysis accomplishes analyzing the Twitter API dataset. To visualize
Twitter API, based on profile address, street names are extracted from profiles and apply them as
location labels to visualize the Twitter frequency. The following parameters—e.g., profile address
and tweet topics— are used as inputs of visualization based on Twitter API profile addresses. The
following Figure 7 describes the minimum and maximum updates based on profile addresses. The
following address is randomly selected from the dataset. Each location presenting one area based on
the profile addresses.

Twitter AP1 Analysis based on Profile Address

4650
4600
4550
4500
4450
4400
o o AN © © O © A A NN P N
X A [N b WS & X Y o P & A &
) N A 3 Y -0 ~0 - A & 2
;0 & N N F L & o 0 N
°§§> S & ¢ <§? <> cﬁﬁ’ \5§§ QS» PPN J§§> \$§9 <${>
N
& VR I A
O o @ oA
\\o\gu ¥ \_x\(w @ @ @ﬁ .o(\\a
CS@ o)

Figure 7. Twitter API analysis according to profile address.
3.4. Discover Patterns and Features

Using data mining techniques improve the process to extract the hidden information from the
generated results. Table 4 presents the details of the extracted features from a dataset. The prediction
process in the proposed system causes improved system performance and, similarly, recommends
highly related information to the e-learner.



Symmetry 2020, 12, 1798 10 of 22

3.5. Interaction Model for the Proposed Recommendation Platform

The work-flow of the proposed RL recommendation model is illustrated in Figure 8.
The developed system is comprised of the technical infrastructure of the system. Tweets will be
fetched from Twitter using Twitter API (tweet environment). Whenever any user uploads an article in
the System, the System will remove the noise data from the title of the article. Afterwards, the system
will make a list of words which contain the title words and terms related to these words. The grow
bag will provide the related terms. Against each word from the list, tweets will be fetched and will
be saved in the database. When any e-learner wants the recommendations from Twitter against any
article, the System will make two lists of words. The first list will contain the interest and terms related
to the interest of an e-learner. The second list will contain the local context and terms related to the
local context of the e-learner. The system will get all the tweets which were saved in the database
against that article. The system will match the sub-strings of each tweet with the words of both lists.
Whenever any word matches with a tweet, one score will be added to the score of that tweet and will
recommend the top tweet to the user.

Table 4. List of discovered features.

# Features Description

Applying time series analysis in
this system causes us to extract the information
1  Time series related to visited links per day or download
and sharing information per day and, similarly,
total average per month
Based on the e-learners profile, the major
2 E-learner profile details  interest of the user on various topics and user clicks
and shared tweets, news and articles are extracted.
Extract the histogram, error rate, etc. from
raw dataset for articles frequency.
4 Article types Generate various article topics, titles, etc.
Generate different tweet information, comments,
news and shared links.

3 statistical features

5 Tweet types
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Figure 8. System work-flow of the proposed recommendation platform.
Tweets are ranked by using the following Equation (1).

n :
Rs; =y (Kee 0ty

i=0

KUHﬁTl‘* KupﬂTi*
n n

Wi)(

Wa)( Ws)] )

K} is a list of keywords of local context. Ky is a list of keywords from the user history. Kyp
is a list of keyword from the user profile. W;, W, and W3 are constants and are assigned based on
parameter importance. RS; is the relevancy similarity of the tweet.

4. Predictive Analysis of Twitter and DBLP Data Using Reinforcement Learning

The availability of a considerable amount of digital articles and tweets pose a challenge to discover
highly relevant contents for e-learners. Current search approaches have inherited problems and use
a limited set of parameters for searching the meta-data, mainly based upon the indexed keywords
only. This is not enough for the users, and users are often frustrated, mainly due to the availability of
a huge number of search results for a searched query. There is a need for the system, especially for
the e-learners community, which can provide online real-time information from social media to the
e-learner. E-learners can get top-ranked articles from the Twitter user network, which is according to
the user’s interest. A recommendation of social networks for the e-learner is a system that will provide
the learning material to the e-Learners. The system will be a web application that will search for the
required data from the Web using different sources, such as the Twitter user network and DBLP. The
developed system will recommend top-ranked information from these sources depending upon the
context, profile, and history of e-Learners. The application will also provide research articles related to
the users searched topic. The system inputs would be the usage and viewing history of users and user
profiles built by the users and the user local context. Based on this information, the system will find
research articles from DBLP and Twitter users from the Twitter microblogging website.
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This section presents the predictive analysis related to generated knowledge and details based on
the previous sections. The presented tweet and article recommendations for e-learners are shown in
Figure 9. The Applied Reinforcement Learning machine learning technique is the proposed system
for recommending tweets and articles to e-learner users. The presented process predictive analysis is
divided into three main sections. The first section contains the input data collected from social media
platforms. The data provide the information related to e-learners IP, article title, access page, e-learner
preference, e-learner click information, access date, article ID, access day, article category, article type
and access time. They move to the second section, before training the dataset, pre-processing, feature
engineering, data transformation and feature selection is applied to make the dataset ready for further
process. After splitting the data in the train and test set, a reinforcement learning technique is applied
for recommending the information, based on user preferences.

Reinforcement Learning Optimization

Reinforcement learning recommendation system contains various methods to optimize user
interest. In this process, user interest directly optimizes by using FeedRec [65] through the simulation
process. To do this, we need the find to “ground truth” of the system to get the maximum user
engagement. Based on this, the processing algorithm shows if it is possible to get the optimal policy
and maximized user engagement delay. The procedure of simulating is defining S(z;, i¢; B,) with a
mini-batch SGD by applying the predicted dataset. This dataset prepared based on prediction policy
1y and is immediately used as a manufacturing simulator. To get the efficiency of prediction policy 713,
the main loss in weight is minimized as in Equations (2) and (3).

T-1 m
7(B2) = L - - (004, D)6r(B2) @
t=0 j=1
St(Bz) = Ag x ¥ (gr,§r) + Ax # (x — £)2 + Ay x F(ye, Y1) + Ao * (W' — w07)? 3)

Input Data for Social Media Articles Prediction

and Recommendation
|

Raw Data
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U
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v
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E-learner IP Access Date Engin‘eeri ng
A S B Computed Features
Avrticle title Avrticle ID
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Data normalization N\
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Figure 9. Architectural diagram for predictive analysis.

N is defined as the total number of directions in the predicted dataset. To reduce the disparity, vg.¢
is defined as the significant ratio between 7t. 7 is the policy which extracted from the Q-network—e.g.,
c-greedy. Cross entropy is defined as ¥, which shows the loss function. c¢ is defined as the
hyper-parameter to avoid from the large ratio. The multi-task loss function is defined as &;(B-)
for evaluating the comparison between regression loss and multi-task loss and A is defined as a
hyper-parameter controller to evaluate the various tasks. Based on the updates from f3,, the extracted
7t from the Q-network is continuously changing. To keep the standard policies adaptive, as well as
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7T, the S network also saves changes to ensure the optimal accuracy. To improve user satisfaction in
previous research, diversity was mentioned as an effective process for the recommendation. Similarly,
it is an unintentional system to optimize user engagement. Based on the above-mentioned FeedRec
framework, it is possible to optimize user engagement through various means in diversity immediately.
To generate the simulation data, two types of lists are defined as user engagement and a list of
recommendations.

1. Linear Style: In this process, the most satisfying results belong to a linear relationship with
higher entropy. Based on this, the user can get more information and also use the system often. The
probability of the user in using the system and searching for articles is defined as Equation (4).

p(Use|py, ..., pn) = xa(P1, ..., o) +y,x >0 4)

The article recommendation system is defined as (¢, ..., ¢,), and the meaning of entropy is
defined as xa(¢s, ..., ¢»). x and y are used in the range of 0, 1.

2. Quadratic Style: The highly user satisfaction made by moderate entropy. The probability of
user in using a system and searching for articles is defined as Equation (5).

2
a(P1, .o P —
p(Uselpy, .., ) = exp(— P dn =K ®)
The above evaluations show the relationship between the user and system agent. The output of
this process shows that FeedRec contains the ability to fit various types of dispensation among the
entropy of recommendation list and user engagement.

5. Prediction Result of Twitter and DBLP Platform

In this section, the development environment, prediction results and implementation process of
the proposed recommendation system for e-learners are presented in detail.

5.1. Experimental Environment and Setup

The implementation of the proposed model structure and environment is presented in this section.
Table 5 summarizes the experimental set up of the proposed model. All experiments and results of the
system are carried out using Intel(R) Core(TM) i7-8700 CPU @3.20 GHz 3.19 GHz processor with 32 GB
memory. The reinforcement learning technique used for the recommendation system. Similarly, the
library and framework used in the proposed system is Jupyter notebook. The programming language
used in the designing of this System is WinPython-3.6.2.

Table 5. System’s components and specification.

Component Description

Programming language WinPython-3.6.2, IDE Jupyter Notebook
Operating system Windows 10 64bit

Browser Google Chrome, opera

GPU Nvidia GForce 1080

Library and framework Web Service

CPU Intel(R) Core(TM) i7-8700 CPU @3.20 GHz
Memory 32GB

Recommendation Modules  Reinforcement Learning

Optimization Algorithm Model Free optimization

5.2. Performance Evaluation

The selected users are bachelors, masters and PhD students. The ranked tweets by the system
are given to users for evaluation. For each query, nine tweets are given to the users—three out
of nine belong to categories: context-based recommendations, profile-based recommendations,
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and history-based recommendations. In this evaluation a form is provided to each user. The evaluation
form consists of user’s personal information, and a scenario, keyword and ranked tweet relevant to
that keyword. For the evaluation form, the user reads the scenario and checks the keyword relevance
with the tweets. The user reads the first tweet if this tweet is relevant to the given keyword then the
user marks this tweet as relevant or otherwise irrelevant. The user does the same steps for all tweets.
According to the result, the context has high weight over profile and history. The mentioned weight is
calculated by using the following Equations (6)—(8).

Context = (Context/(Context + History + Profile)) (6)
Profile = (Profile/(Context + History + Profile)) (7)
History = (History/(Context + History + Profile)) 8)

Performance evaluation describes the formal procedure to estimate the model performance results.
To specify the movement of our model, we applied three statistical evaluation method listed as Mean
Square Error (MSE), Mean Absolute Error (MAE) and Root Mean Square Error (RMSE).

e  Mean Square Error This statistical evaluation measure the relationship between predicted value
and actual value based on the mentioned Equation (9).

Yoy [An — A
m

MAE = )

e  Mean Absolute Error

This statistical evaluation measures the square of differences between predicted value and actual
value based on the mentioned Equation (10).

A

ne1(An — Ay)
m

MSE =

(10)

e  Root Mean Square Error

This statistical evaluation measure the error rate, error size based on the target value which

mentioned in Equation (11).
m _ A2
RMSE = \/ n=1 (A — An) (11)

m

5.3. Prediction Results

Prediction results contain the output of the experiments based on the above-mentioned machine
learning regression algorithms. This process contains 10 top related values based on e-learner requests
and activities. All the experiments and machine learning algorithms were implemented in winpython
programming environment. Figure 10 presents the efficiency of the operated models.
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Figure 10. Performance evaluation of predictive R.L algorithm.
5.4. Recommendation Results

Based on the proposed process of the recommendation system on social media contents for
e-learners, the reinforcement learning recommendation shows the system output on state, reward, loss
and model frequency. Table 6 presents system response time detail information. Response time shows
the output for three-timing information, containing loading time, searching time and execution time.
Loading time is the time that it takes the user to load the web page. Searching time is the time it takes
that user to search for the unique contents, and execution time is the time it takes to show the final
search result.

Table 6. Response time of system.

Number LoadingT. (sec) SearchingT.(sec) Execution T. (sec)

1 2.0883 0.0350 2.4505
2 0.5101 0.0348 0.5601
3 0.0012 0.0377 0.0401
4 1.7510 0.0627 1.8237
5 2.0883 0.0344 2.1331
6 2.0883 0.0344 2.4433
7 1.7510 0.0616 1.8226
8 1.7510 0.0358 1.8068
9 2.0883 0.0013 2.1017
10 1.7510 0.0400 1.8058

The main interface is shown in Figure 11. It gives two options “Sign in” and “Sign up”. The user
selects the appropriate option as per their requirement. When a user selects the “Sign up” option, the
user is redirected to the figure shown as (2), sign up. The registration process of users is shown in
(2). Clicking on the “Sign up” option requires the user to fill in the personal information. Once the
user selects the “Save” button, the form is sent to the server, and the user account has been made. The
profile information of users is shown in (3). It gives multiple options “Edit”, “Choose File”, “View
Profile”, “My Articles”, etc. The user selects the appropriate option as per their requirement. Selecting
the “Edit” option allows them to update their profile information. Selecting the “My Articles” option
shows the uploaded articles by the user shown in (4). When the user clicks on the “My Articles” button,
it gives multiple options, such as, “View”, “DBLP”, “View Profile”, “My Articles”, “Upload Articles”,
etc. The user selects the appropriate option based on their requirement. Selecting the “View” option
redirects them to the same page where the user can read the selected article. When the user selects the
“DBLP” option, it gives multiple options, such as, “Search (Button)”, “DBLP”, “View Profile”, “My
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Articles”, “Upload Articles”, etc. The user selects the appropriate option as per their requirement. The
user needs to fill the text box with the appropriate article name. When the user selects the “Search
(Button)”, they are redirected to the (9), where the user can see the recommendation from “DBLP”.
When the user selects the “Upload Articles” option, they are redirected to the (6), in which they can
click on the “Upload Articles” button. It gives multiple options, such as, “Save (Button)”, “Choose
File”, “DBLP”, “View Profile”, “My Articles”, “Upload Articles”, etc. In (6), the user needs to fill in the
article information to upload articles in the system. Once the user selects the “Save” button, the form is
sent to the server, and the articles are uploaded successfully. When the user selects the “Search Articles”
option, then the system redirects to (5), where they can search for articles from the system. The articles
against user query are shown in (8). It gives multiple options “View”, “DBLP”, “View Profile”, “My
Articles”, “Upload Articles”, etc. When the user selects “View”, they are redirected to the same page
where the user can read the selected article. The recommendation from DBLP is shown in (9).

STUDENT'S STUDENT'S  Wiiiiitsicmon STUDENT'S

USER REGISTERATION m

(1) Sign In (2) Sign-up (3) Profile

STUDENT'S  diifietiimon STUDENT'S

STUDENTS  nfision

ARTICLES UPLOAD ARTICLE

(4) My Atticles (5) DBLP Search (6) Upload Articles

STUDENT'S

STUDENTS  nfcisicn = STUDENT'S

(7) Search Articles (8) Show Avticles (9) Recommendation from DBLP
Figure 11. Social media content recommendation on web server.

Comparison and Baseline

Based on the proposed recommendation system, various algorithms compare together to show
the system performance. Using the future reward (DDQN) increases the RL recommendation result
above the (DN). Similarly, (DBGD) applied as an exploration system using €-greedy to pass the system
loss. Figure 12 shows the detail of system performance. In total, ten techniques are compared to
get the system performance result. The applied techniques are defined as LR, FM, W&D, LinUCB,
HLinUCB, DN, DDQN, DDQN+U, DDQN+U+EG and DDQN+U+DBGD. Based on the comparison,
DDQN+U+DBGD has the highest score. Applying EG to DDQN+U, did not have much effect on
improving the accuracy of the system.
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Figure 12. System performance.

Table 7 presents the diversity of user clicks that were measured by using cosine similarity.
The smallest output represents better diversity.  Similarly, some baseline methods—e.g.,
HLineUCB—achieve relatively equivalent recommendation diversity, which demonstrates UCB can

get sensible result too.

Table 7. User click diversity results.

Technique Recommendation Diversity
LR 0.2944
FM 0.3125
W&D 0.1758
LinUCB 0.3747
HLinUCB 0.2434
DN 0.2657
DDQN 0.2146
DDON + U 0.2824
DDON + U + EG 0.2118

DDON + U + DBGD  0.2327

Figure 13 shows the preferences based on the system rewards. The presented reward is based on

the recommended articles and total available articles.
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Figure 13. User preference based on the system reward.

Figure 1 shows the comparison of different studies related to our topic. In this figure, we compare
the presented result with four recent research articles on the recommendation system, and it shows the
proposed result that an F-measure output of 88% has a better consequence. The mentioned studies are
proposed by Verma et al. [66], Zhang et al. [67], Hsieh et al. [68] and Liu et al. [69].

6. Conclusions and Future Work

In this paper, we present a reinforcement learning framework to customize online Twitter and
DBLP article recommendation. The main differences between the proposed method and other methods
are the efficient modeling of the articles, comments, user’s feature, and also the design of explicitly
reach a great reward. Based on the user clicks on URLs and user searching process, the system
obtains more information from user feedback. Similarly, using the effective exploration strategy in
this framework increases the recommendation diversity and also gets more reward recommendations.
Experimental results suggest that the proposed system has higher accuracy for recommendation
diversity and can distribute in other recommendation systems too. The system quality control and
trust rely on user rating and feedback, which is the main concept of reinforcement learning. In the
future, we are planning to develop the offline recommendation evaluation and generate other types of
methods using the proposed framework.
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