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ABSTRACT 

In this paper a novel method for recognition of Persian 

handwritten digits is proposed. This approach uses central 

moments, Covariance, Median and Variance that are obtained 

at each the box digit image as the features set. The features set 

consist of 140 dimensions for each instance. In the 

classification phase of our proposed method the support 

vector machines, K-Nearest Neighbor and Sequential Minimal 

Optimization separately are employed. In this paper is used 

the principal components analysis (PCA) to reduce dimension 

features set. the performance of these three classifiers is 

observed on this application in terms of the correct 

classification and misclassification and how the performance 

of K-Nearest Neighbor classifier can be improved by varying 

the value of k.To evaluate our proposed scheme a database of 

Persian handwritten digits consist of 1699 handwritten digit 

images is used. In the best case proposed scheme using SMO 

classifiers yields a recognition rate of 92.3875% for 

handwritten Farsi numerals. 

Keywords 

Central moments, Variance, Covariance, Median, support 

vector machine, principle component analysis, K-Nearest 
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1. INTRODUCTION 
Handwritten recognition    is one of the subcategories of 

image processing that has many applications include 

automatic reading of postal addresses, bank checks and forms 

old documents, license plates recognition [35].optical 

character recognition (OCR) is one of the  most  successful  

applications  of automatic pattern recognition[2] ,and 

handwritten  digit recognition has long been  an active  topic  

in OCR and classification research. Numerous approaches 

have been proposed for pre-processing, feature extraction, 

classification, post–processing and some standard image 

databases are widely used to evaluate the performance [1]. an 

OCR system with a good recognition performance needs to 

maintain a very high recognition rate, and at the same time, to 

obtain a very high reliability, or a very low error 

rate[33,34].in the last few decades, numerous methods have 

been proposed for machine recognition of handwritten 

characters, especially for languages such as English, Japanese 

and Chinese due to the popularity of language use 

.Particularly, handwritten numeral recognition has attracted 

much attention, and various techniques (pre-processing, 

feature extraction, and classification) have been proposed 

[1,2,3,4,5]. In contrast, for the recognition of Persian (Arabic) 

handwritten digits very few works are reported [6, 7, 8, 9]. 

And now research on Farsi(Persian) scripts and numerals is 

receiving increasing attention because a lot of data such as 

addresses written on envelopes; amount written on checks; 

names, addresses, identity numbers, and Rial values written 

on invoices and forms were written by hand and they had to 

be entered into the computer for processing. Combining 

classifiers to achieve higher accuracy is an important research 

topic [10, 11, 12, 3, 28]. Essentially, the idea behind 

combining classifiers is based on the so-called divide and 

conquers principle, according to which a complex 

computational task is solved by dividing it into a number of 

computationally simple tasks and then combining the 

solutions to those tasks [14]. There are two main strategies in 

combining classifiers: fusion (static structures) and selection 

(dynamic structures) [15]. In classifier fusion, it is supposed 

that each ensemble member is trained on the whole feature 

space [11, 6], whereas in classifier selection, each member is 

assigned to learn a part of the feature space [16, 17, 18]. This 

way, in the former strategy, the final decision is made 

considering the decisions of all members, while in the latter 

strategy, the final decision is made by aggregating the 

decisions of one or a few of experts [14,19]. There are many 

feature extraction methods causing the recognition rate’s 

improvement. in the last ten years a few paper were published 

on Arabic/Persian digits recognition and  they used different 

methods for feature extraction such as geometric moments 

invariants, Zernike moments[29] and shadow coding[30].Two 

of best feature extraction methods for Farsi word recognition 

domain are Zoning [20, 21] and Gradient [22]. There are 

various methods in classification stage such Bays-normal 

[23], Decision Trees [24] Neural Networks [25], Statistical 

Classifiers [26] and Support Vector, Classifiers [27, 28]. 
Typically an ordinary optical character recognition (OCR) 

includes three indicated phase. Pre-processor, feature 

extraction and classifications phase that output of each step is 

the input of next step.In this paper in the phase Pre-processing 

Operations such as slant correction, normalization, and 

binarization have been done, in phase feature extraction of 

covariance, variance, central moments and the median is used. 

The last phases of SVM, K-NN and SMO separately as 

classifiers are used. 

The paper is organized as follows. We In Section 2 feature 

extraction methods and principle component analysis, Section 

3 classification, Section 4 block diagram the proposed 

method, Section 5 data set experimental results and 

comparative analysis are described. Finally in last section we 

present conclusion. 
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2. Feature Extraction Methods 
The performance of character recognition largely depends on 

the feature extraction approach. To select a set of appropriate 

numerical attributes of features from the interested objects for 

the purpose of classification has been among the fundamental 

problems in the design of an imagery pattern recognition 

system. One of the solutions, the utilization of moments for 

object characterization has received considerable attention in 

recent year. In this paper, the new technique derived to 

increase the accuracy and the efficiency in moment computing 

is addressed. Based on these developments, the significant 

improvement on image reconstruction via central moments, 

covariance, variance and median has been achieved.  

Since all the image size is 64*64(normalization), for 

extracting Suitable features from each image Each image has 

been divided into 64 squares with a size of 8 * 8 and the 

variance, covariance, mean, second-order central moment and 

the number of pixels per square as follows calculated and so 

the dimensional 320 will be feature vectors.  

 Features set I: Variance: 

In this section, we calculated the variance of variances of each 

column of pixels within each square which are equal to a one 

value. 

There are two common textbook definitions for the standard 

deviation s of a data vector x: 
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And n is the number of elements in the sample. The two forms 

of the equation differ only in n-1 versus in the divisor. The 
variance is the square of the standard deviation (STD). 

 Features set II: Covariance 

In this section, we calculated the covariance of covariance’s 

of each column of pixels within each square which are equal 

to a one value. 

Covariance removes the mean from each column before 

calculating the result. The covariance function is defined as: 

)])([(),cov( 221121   xxExx        (2-3) 

Where E is the mathematical expectation and   ii Ex . 

 Features set III: Central moment 

In this section, we calculated the second-order central moment 

of second-order central moments of each column of pixels 

within each square which are equal to a one value. 

Note that the central first moment is zero, and the second 

central moment is the variance computed using a divisor of n 

rather than n – 1, where n is the length of the vector x or the 

number of rows in the matrix x. 

The central moment of order k of a distribution is defined as: 

k

k xEm )(                          (2-4) 

Where E(x) is the expected value of x. 

 Features set IV: Median 

In this section, we calculated the median of medians of each 

column of pixels within each square which are equal to a one 

value. 

Features set V: Numbers of pixel per each square 

In this section, we calculated the numbers pixels within each 

square which are equal to a one value. 

Therefore the length of our feature vectors is 5*64=320. 

2.1 Principle component analysis 
Due to the high dimensionality of visual features, dimension 

reduction is important for modern image retrieval systems. 

Principal Component Analysis (PCA) [36] is one of the most 

widely used dimensionality reduction methods. The advantage 

of the PCA transformation is that it is linear and that any 

linear correlation presented in the data is automatically 

detected. In our system, PCA is used to generate compact and 

comprehensive feature vectors so that an efficient index can 

be constructed for fast retrieval in the image database. PCA 

analysis examines the variance structure in the dataset and 

determines the directions along which the data exhibits high 

variance. The first principal component (or dimension) 

accounts for as much of the variability in the data as possible, 

and each succeeding component accounts for as much of the 

remaining variability as possible. Using PCA, most of the 

information in the original space is condensed into a few 

dimensions along which the variances in the data distribution 

are the largest. 

In the first stage of our proposed model the Principle 

Component Analysis (PCA) was used, to avoid a high 

dimensional and redundant input space and optimally design 

and train the experts.PCA is a useful statistical technique that 

has found application in fields such as face recognition and 

image compression [39], and is a common technique for 

finding patterns in data of high dimension. 

It is a way of identifying patterns in data, and expressing the 

data in such a way as to highlight their similarities and 

differences. Since patterns in data can be hard to find in data 

of high dimension, where the luxury of graphical 

representation is not available, PCA is the one of powerful 

tool for analyzing data The other main advantage of PCA is 

that once you have found these patterns in the data, and you 

compress the data, i.e. by reducing the number of dimensions, 

without much loss of information [40]. 

Suppose T1, T2… TM that are the projection vector of   

Training data set and each of these vectors has N elements. 

The mean vector, A, is computed with the following equation: 
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Since the data is N dimensional, the covariance matrix will be  

N*N finally the eigenvectors and eigenvalues of the 

covariance matrix is calculated, and then the k most  

Significant component are picked out and formed feature 

vector. Thus the PCA projection matrix projects input patterns 

from an N-dimensional image space to a K-dimensional 

subspace.  We use PCA and reduce 320 dimension features 

set to 120 dimension features set. 

Principal component analysis (PCA) is a mathematical 

procedure that uses an orthogonal transformation to convert a 

set of observations of possibly correlated variables into a set 

of values of linearly uncorrelated variables called principal 

components. The number of principal components is less than 

or equal to the number of original variables. This 

transformation is defined in such a way that the first principal 

component has the largest possible variance (that is, accounts 
for as much of the variability in the data as possible), and each 

succeeding component in turn has the highest variance 

possible under the constraint that it be orthogonal to (i.e., 

uncorrelated with) the preceding components. Principal 

components are guaranteed to be independent only if the data 

set is jointly normally distributed. PCA is sensitive to the 

relative scaling of the original variables. Depending on the 

field of application, it is also named the discrete      

Karhunen–Loève transform (KLT), the Hotelling transform or 

proper orthogonal decomposition (POD). 

3. CLASSIFICATION 

 3.1 support vector machine 
Generally, an SVM solves a binary (two-class) classification 

problem and multi-class classification is accomplished by 

combining multiple binary SVMs. An M-class problem can be 

decomposed into M binary problems with each separating one 

class from the others, or into 








2

M
 binary problems with 

each discriminating between a pair of classes. The former 

scheme is adopted in our experiments. On a pattern x, the 

discriminate at function of a binary SVM is computed by 

bxxkyxf ii
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i
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Where l is the number of learning patterns, yi is the target 

value of learning pattern xi (+1 for the first class and - 1 for 

the second class), b is a bias, and k(x, xi) is a kernel function 

which implicitly defines an expanded feature space: 

)().(),( ii xxxxk           

Where )(x the feature is vector in the expanded feature 

space and may have infinite dimensionality. Types of kernels, 

polynomial, RBF and linear are computed such as table 1: 

Table 1. Different kernels for SVM classifiers 

Kernel Definition 
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Respectively. In our implementation, the pattern vectors are 

appropriately scaled for the polynomial kernel, with the 

scaling factors estimated from these self-inner products of 

sample vectors. While for the RBF kernel, the value of 
2  

Is estimated from the variance of sample vectors.  

 The discriminate function (1) can be viewed as a generalized 

linear discriminate function with weight vector 
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problem. 
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Where C is a parameter to control the tolerance of 

classification errors in learning. 

The solution of the quadratic problem (2) is not trivial on 

large sample size. Some algorithms have been pro- posed 

specially to solve the quadratic programming problem for 

SVM learning, among which is the sequential minimal 

optimization (SMO) of Platt [31] and the successive           

over relaxation (SOR) of Mangasarian [32].  

 

(3-1-1) 
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SVM is a binary classifier. In order to use it for the 

classification of several classes there are two approaches, one 

against all and one against one [38]:  

3.1.1 One against all   
One of the earliest and simplest implementation of multi-class 

SVM is One-Against-All (OAA) method. In this method, the 

K binary SVM classifiers are used for classification where K 

is the number of classes and the separator line for each class 

separate it from all other classes.  For classification in this 

method, each sample is given to all SVM classifiers and the 

winner class is selected [54, 38]. 

3.1.2 One against one   
Another popular approach is to train K (K -1)/2 binary SVMs, 

where each binary SVM is trained on data points from two 

classes. This approach is called One-Against-One (OAO) 

method [55, 56]. After training K (K - 1)/2 binary SVMs, 

future testing is done using “Max Wins” voting strategy. An 

interesting modification to OAO is Directed Acyclic Graph S 

VM (DAGSVM) proposed in [57].In this method, k different 

binary SVM classifiers are used and each SVM separates 

class I from class J where I and J are different class indexes 

[38]. 

 3.2 K-Nearest Neighbor Classier (KNN) 

The K-nearest neighbor (KNN) classifier has been both a 

workhorse and benchmark classifier [41, 42, 43, 44, 45]. 

Among the various methods of supervised statistical pattern 

recognition, the Nearest Neighbor rule achieves consistently 

high performance, without a priori assumptions about the 

distributions from which the training examples are drawn; it 

involves a training set of both positive and negative cases 

[19]. A new sample is classified by calculating the distance to 

the nearest training case; the sign of that point then determines 

the classification of the sample [47, 48]. The KNN classifier 

extends this idea by taking the k nearest points and assigning 

the sign of the majority. The performance of a KNN classifier 

is primarily determined by the choice of K as well as the 

distance metric applied [49]. However, it has been shown that 

when the points are not uniformly distributed, predetermining 

the value of K becomes difficult [52]. Larger k values help 

reduce the effects of noisy points within the training data set, 

and the choice of k is often performed through                   

cross validation [46]. 

 In parametric methods, whether for density estimation or 

classification, we assume a model valid for over the whole 

input space [46]. In classification, when we assume a normal 

density, we assume that all examples of the class are drawn 

from this same density [46]. But practically this assumption 

does not always hold and we may incur a large error if it does 

not [46]. If we cannot make such assumptions and cannot 

come up with a parametric model, one possibility is to use 

semi parametric mixture model. In nonparametric estimation, 

all we assume is that similar in- puts have similar outputs. 

Therefore, our algorithm is composed of finding the similar 

past instances from the training set using a suitable distance 

measure and interpolating from them to find the right output 

[50, 51]. 

4. Block diagram of the proposed system 
 Figure 1 shows the block diagram of the proposed system for 

training and test steps. The algorithm starts by applying 

required preprocessing to input image. In preprocessing step 

the input image is first converted to binary image 

(binarization), using algorithms [53] its slant is corrected and 

finally the handwritten digit normalize it to a constant size of 

64 × 64. Feature extraction is the next step of the proposed 

system. We used multi different methods for feature 

extraction including variance, covariance, central moments, 

median and the number of pixels each square. The extracted 

features are then used for training and testing the classifier 

algorithm. We utilized SVM and K-NN for the classification 

and recognition of handwritten Farsi digits. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.1 Data set 
The proposed system for digit recognition implemented using 

a MATLAB program and evaluated by Farsi handwritten 

database Tabiyat Modares University (TMU). The database 

includes1699 samples for ten Persian handwritten numeral 

and number samples for each digit differenced. The table1 

show number samples digits of each class. Figure 2 show 

samples of Farsi handwritten digits in the database. We 

applied 1121 samples of each digit for training and other 578 

samples for test. Table 2 shows number of samples per each 

class in this data set. 

 

Binarization 

 
Slant correction 

 

Normalization 64*64 

 

Feature extraction 

Feature selection  

Classification Classifier 

training 

 

Binarization 

 
Slant correction 

 

Normalization 64*64 

 

 Feature extraction 

 

Feature selection  

 

Fig1. Farsi digit recognition system diagram 

 

B) Training sub system 
A) Testing sub system 
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0 1 2 3 4 5

6 7 8 9 

Fig 2. Samples with different writing styles in the dataset 

 

5. Performance of the proposed system 
This section presents the results of different experiments. Our 

experiments were executed on TMU (Tarbiyat Modares 

University) data set of handwritten digits classification. The 

total number of 1699 digit samples is divided into two parts, 

1121(66%) samples for the training step and 578(34%) 

samples for the test step. All datasets were normalized to the 

range [-1, 1]. All experiments were implemented in MATLAB 

software on a laptop with Intel dual core processor (2 GHz), 

2GB of main memory, running windows seven. In K- Nearest 

Neighbor, the value of k is given like k=1 through 10. The 

distance metric is also given which is called Euclidean 

distance. Last of all for each k, the (%) or error is calculated 

that is shown in table5. The results obtained in the table5 

showed that for this particular problem at K=4, we achieved 

promising accuracy rates and the minimum error which is 

7.9585(%).it means that the highest accuracy value is 

achieved when 4 nearest neighbors contribute to the voting 

process. Tables 3, 4 show in order to the results achieved by 

the considered multiclass SVM and SMO classifications 

methods with the various kernels and classification accuracy 

on the test dataset. These experiments show that classifier 

SVMs with linear kernel is provided higher recognition rates 

than linear, polynomial or sigmoid kernel and classifier SMO 

with Normalized poly kernel is provided higher recognition 

rates than poly kernel, puk kernel and RBF kernel. The SVM 

classifier with liner kernel and SMO classifier with 

Normalized poly kernel that yielded the best result were used 

in the final tests. 

 

 

Table 3. (%) of error for different kernels using 

Sequential Minimal Optimization (SMO) 

 

Kernel Correct (%) Error (%) 

Normalized 

poly kernel 

92.3875 7.6125 

Poly kernel 90.8304 9.1696 

puk 85.2941 14.7059 

RBF Kernel 89.7924 10.2076 

 

 

       Table 4. (%) of error for different kernels using 

support vector machine. 
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Table2. Number of samples per   each class  

Kernel Correct (%) Error (%) 

Linear 91.3495 8.6505 

Polynomial 

Degree=2 

25.6055 74.3945 

Polynomial 

Degree=3 

17.301 82.699 

Polynomial 

Degree=4 

8.8235 91.1765 

Gaussian 

0  

87.0242 12.9758 

Gaussian  

002.0
 

85.8131 14.1869 

Gaussian   

005.0
 

87.5433 12.4567 

Sigmoid 82.699 17.301 

K Correct (%) Error (%) 

1 91.3495 8.6505 

2 91.3495 8.6505 

3 91.1765 8.8235 

4 92.0415 7.9585 

5 91.0035 8.9965 

6 91.3495 8.6505 

7 89.7924 10.2076 

8 90.4844 9.5156 

9 89.7924 10.2076 

10 89.4464 10.5536 

Table 5. (%) of error for different K using  

K- Nearest Neighbor 
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Thus the recognition accuracy of each digit would be according to the Table 7. 

 

 

5.1 Comparison of results 
To compare the performance of the novel method, we 

consider most of the works that are available for Persian    

handwritten digits recognition. It may be noted from Table 8 

that all the existing works were evaluated on smaller datasets. 

The highest dataset of size 80,000 was used by a recent work 

due to Rashnodi et al. [68, 69], Where as we used 80,000 

sample for our experiment. The Highest accuracy was 

obtained from the work due to Soltanzadeh et al. [61] but they 

have experimented with Only 8,918 samples and used 257 

dimensional features vector. We considered 1699 samples for 

the system proposed and has been acquired 92.3875% 

accuracies using140 dimensional Features vector. 

6. Conclusion  
The basic purpose of this paper is to review the three 

traditional machine learning techniques: a support vector 

machine (SVM), K- Nearest Neighbor (K-NN) and Sequential 

Minimal Optimization (SMO) Classifier and also investigate 

the performance of these three used classifiers. To do these 

tasks; steps are followed to implement the machine learning 

algorithms and application of these techniques to a dataset 

TMU. All the tables classification that were needed to predict 

the classification was shown in section 5. The process of 

calculating these tables basically reflects the details process in 

case of SVM, SMO and K-Nearest Neighbor classifiers. 

According to these tables, The SMO classifier with 

Normalized poly kernel has higher performance other than 

those mentioned classifiers (SVM, K-NN).In K-Nearest 

Neighbor method, the selection of k values application 

dependent. In the best case The   SMO is used to the testing 

data set and found 92.3875 (%) correct recognition rate, SVM 

is found 91.3495 (%) correct recognition rate and K-NN is 

found 92.0415 (%) correct recognition rate.

 

 

 

 

 

 

 

 

 

 

A B C D E F G H   I J Classifier 

49 0 0 0 0 2 0 0 0 0 A=C0 

0 61 0 0 0 0 0 0 0 0 B=C1 

0 2 52 3 2 0 0 0 0 0 C=C2 

0 0 1 41 6 1 0 0 0 0 D=C3 

0 0 1 3 55 0 0 0 0 0 E=C4 

3 0 0 0 0 51 0 0 0 0 F=C5 

1 0 2 0 1 1 48 0 1 4 G=C6 

0 0 2 0 0 0 1 62 1 0 H=C7 

0 0 0 0 0 1 0 0 56 0 I=C8 

0 1 1 0 1 0 2 0 0 59 J=C9 

 

Table 6. Confusion matrix of 

result 

Table 7.Accuracy recognition of Persian digits  

9 8 7 6 5 4 3 2 1 0 digit 

92.2 98.2 93.9 82.8 94.4 93.2 83.7 88.1 100 96.1 Accuracy (%) 
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