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Question Answering over Knowledge Graphs

Problem Generated Code Test Cases
H-Index def h_index(counts): Input:
n = len(counts) [1,4,1,4,2,1,3,5,6]

Given a list of citations counts,
where each citation is a
nonnegative integer, write a
function h_index that outputs

the h-index. The h-index is the
largest number / such that /
papers have each least £ citations.

Example:
Input: [3,0,6,1,4]
Output: 3

¥

if n > 0:
counts.sort()
counts.reverse()

h = '@
while (h < n and
counts[h]l-1>=h):
h +=1
return h

else:

return 0

Generated Code Output:
4

Input:
[1000,500,500,250,100,
100,100,100,100,75,50,
30,20,15,15,10,5,2,1]

Generated Code Output:
15
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Language-to-Code Generation




Semantic Parsing History: From Leibniz to Symantec

Leibniz (1685) developed a
formal conceptual language,
the characteristica universalis, for
use by an automated reasoner,

.. lambda calculus.
the calculus ratiocinator.

Richard Montague (1970) developed
a formal method for mapping natural
language to FOPC using Church’s

!

Dave Waltz (1975) developed the next
NL database interface (PLANES) to
query a database of aircraft
maintenance for the US Air Force.

Bertrand Russell and Alfred North Bill Woods (1973) developed the first NL Gary Hendrix founded Symantec (“semantic
Whitehead (Principia Mathematica, 1913)  database interface (LUNAR) to answer technologies”) in 1982 to commercialize NL
finalized the development of modern scientists’ questions about moon rocks 12 using database 14 interfaces based on manually
first-order predicate logic (FOPC). a manually developed Augmented Transition developed semantic grammars, but they switched
Network (ATN) grammar. to other markets when this was not profitable.
3
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Learning-based Semantic Parsing Research

Zelle and Mooney (1996)

<Sentence, Representation> Prolog

Parsing
Operator
Generator

Training
Examples

Example
Analysis

Control | Examples

Overly-General
Parser

Dong and Lapata (2016) Hwang et al. (2019)

Table-aware BERT-Encoder
Question Header 1  Header 2

[CLS] what is the °°° [SEP] player [SEP] country °°°
v vvvy v v v v

. : answer(J,(compa
what microsoft jobs ny(Jmicrosoft).j
ob(J),not((req_de [ BERT |

do not requirea —,
bses? t 20 bses))) v

v vy
Input Sequence Sequence/Tree  Logical I I I I I I
Utterance Encoder Decoder Form Hicis)  Hunat His Hine

Specialization

Hpiayer Heountry

Prolog

what are the major cities in utah ?
what states border maine ?

‘ Original Examples ‘

Tree-structured
decoder

¢ Induce Grammar SELECT
‘We now turn to issues of parsing and parameter estimation.

Parsing under a PCCG involves computing the most prob- Somple e Exames
able logical form L for a sentence S, ¢

0.1 0. 0.8
00-000-00-
arg mgx P(L|S;0) = arg mgx Z P(L,T|S;6) what are the major cties in [states border [maine]] ? - - - - -
T

count(*)

what are the ities in [states border [utah]] ?

what states b tates border [maine]] ?
tates border [utah]] ?

what states b
¢ Train Model How many  airlines airline airline airports city

id name
Jia and Liang (2016)

Zettlemoyer and Collins (2005) Wang et al. (2019)
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Semantic Parsing Research: Paradigm Shifts

Zelle and Mooney (1996)

Prolog

Dong and Lapata (2016)

Hwang et al. (2019)

Table-aware BERT-Encoder
Question Header 1  Header 2
e oo [SEP] player [SEP] country °°°
v v v v

Attention Layer

answer(J,(compa [CLS] what is the
ny(J,'microsoft'),j v vvyyv
[ BERT |

what microsoft jobs

. &
Program do ok recilulre 2 ob(J),not((req_de
Specialzation bscs? 2(J,'bscs))))) vV VVvYy v Y
Input Sequence Sequence/Tree  Logical I I I I o I I e
Utterance Encoder Decoder Form Hicts) - Hunat His Hine Hpiayer Heountry
Prolog
Origi I

what are the ties in utah ?
? Tree-structured

what states b
¢ Induce Grammar SELECT decoder
. . . . —_—
‘We now turn to issues of parsing and parameter estimation. count(*) - WHERE

Parsing under a PCCG involves computing the most prob- ¢ PR C
101 08

able logical form L for a sentence S, 0.
0O0-000-00-
order [maine]] ? - -
00-000-00
Train Model How many  airlines airline airline airports city
id name

Wang et al. (2019)
Jia and Liang (2016)

argmgxP(L\S; 0) = argmLax;P(L,ﬂS; 0)

Zettlemoyer and Collins (2005)
Contextualized Embeddings and

Pretrained Language Models

Non-Neural Network E2E Neural Networks

Jles™>
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Delicate Data Curation

Annotators check database schema (e.g., database: college)

Table name CmngS
F_Jﬁ r N

Table1 instructor |id|name| department id | salaryl....|

foreign key

Table 2 department |id name| building | budget | ....... |

primary
key

Table n

Annotators create:

Complex What are the name and budget of the departments
question  With average instructor salary greater than the
overall average?

Complex SELECT T2.name, T2.budget
saL FROM instructor as Tl JOIN department as
T2 ON Tl.department id = T2.id
GROUP BY Tl.department id
HAVING avg (Tl.salary) >
(SELECT avg(salary) FROM instructor)

To address the need for a large and high-quality
dataset for a new complex and cross-domain se-
mantic parsing task, we introduce Spider, which
consists of 200 databases with multiple tables,
10,181 questions, and 5,693 corresponding com-
plex SQL queries, all written by 11 college stu-
dents spending a total of 1,000 man-hours.

https://yale-lily.qithub.io/spider



https://yale-lily.github.io/spider

Overspecialized Model Design ...

Turn-Level
Seattle to Boston next Encoder [ [ -
Monday T
Rules Categories produced from logical form
Input Trigger Output Category arg max(Az.state(xz) A borders(z, texas), Ax.size(x)) Decoder
constant ¢ NP:c NP : texas SQL query
arity one predi Pp1 N : Az.p1(z) N : z.state(x)
arity one predicate py S\NP : Az.pi(x) S\NP : \z.state(x)
arity two predicate py (S\NP)/NP : dx.\y.p2(y, x) (S\NP)/NP : Xz.)\y.borders(y, x) Turn-Level
arity two predicate p2 (S\NP)/NP : Az.\y.p2(z, y) (S\NP)/NP : Az.\y.borders(z, y) B il
arity one predicate p1 N/N : Ag.dz.pi(z) A g(x) N/N : Ag.Az.state(z) A g(x) On American Airlines Encoder Encoder
literal with arity two predicate
and consfant ga’condp p; N/N : Ag.Az.p2(z,c) A g(z) N/N : Ag.Mz.borders(z, texas) A g(z) Query Segment
arity two predicate p (N\N)/NP : Ax.2g.Ay.p2(z, y) A g(z) (N\N)/NP : Ag.\z.Ay.borders(z,y) A g(x) Copy|ng
in with d . .
a;:i‘;;?:ﬂgn;;r;::ncho}l NP/N : Ag. argmax / min(g, Az.f(z)) NP/N : \g. arg max(g, Az.size(z)) \
an arity one i K . Decoder
e e S/NP : Az.f(=) S/NP : Az.size(z) SQL query |‘—
Hand-Crafted Rules and Features (Zettlemoyer and Collins, 2005) Single Utterances vs Conversations (Suhr et al., 2018)
root — Expr
Expr — expr[value]
expr > Call (a) Input Image (b) Object Segments (c) Abstract Scene Representation
ID  Size  Shape Material  Color x ¥ z
Call — expr[func] expr#[args] keyword*[keywords] 1 Small  Cube Metal Puple 045 -1.10 035
Ty - R“_"C";‘; 2 Llarge Cube  Metal Green 383 -0.04 070
keyword* - keyword 3 Large  Cube Metal Green  -320 063 0.70
. 4 Small Cylinder Rubber  Purple 075 131 035
5  Lage Cube  Metl Green 158 -1.60  0.70
—> Action Flow 1. Neural Scene Parsing
rrrrr » Parent Feeding 1I. Neural Question Parsing l 111 Symbolic Program Execution
d) Question (e) Program . ;
. Apply Rul ( 1. filter_shape 3. filter_shape
GenToken[my_list] PRy LSTM |— 1. filter_shape(scene, cylinder) 2. relate 4. filter_size 5. count
G te Tok 5 z :
enerate Token How many cubes that Y = 2. relate(behind) ID  Size  Shape .. ID  Size .. .
GenToken[</n>] 1+ GenToken with Copy are behind the cylinder = pocoge [LST™M ] —> 3. filter_shape(scene, cube) —> ; 5]::‘;‘: g::: i t:z: B
® are large? —> 4. filter_size(scene, large) e e =
LSTM_|—> 5. count(scene) 5 Tage Cube

Code: sorted(my_list, reverse=True)

Customized Decoders to Follow Grammar (Yin et al., 2017) Handling Different Forms of Data (Yi et al., 2018) 7



Pretrained Language Models are Getting Bigger
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Figure Adapted from Myle Ott



Large Language Models Open a New Era for NLP Research

Classification

Classification

Classify items into categories via example.

Prompt

The following is a list of companies and the categories they fall into:
Apple, Facebook, Fedex

Apple
Category:

Sample response

Technology

Facebook
Category: Social Media

Fedex
Category: Delivery

https://beta.openai.com/examples

Q&A
Answers  Generation = Conversation

Answer questions based on existing knowledge.

Prompt

I am ahighly intelligent question answering bot. If you ask me a

question that is rooted in truth, I will give you the answer. If you ask me

a question that Is nonsense, trickery, or has no clear answer, I will
respond with "Unknown".

Q: What Is human life expectancy in the United States?
A: Human life expectancy in the United States is 78 years.

Q: Who was president of the United States in 19557

A: Dwight D. Eisenhower was president of the United States in 1955.

Q: Which party did he belong to?
A: He belonged to the Republican Party.

Q: What is the square root of banana?
A: Unknown

Q: How does a telescope work?
A: Telescopes use lenses or mirrors to focus light and make objects

appear closer.

Q: Where were the 1992 Olympics held?
A: The 1992 Olympics were held in Barcelona, Spain.

Q: How many squigs are in a bonk?
A: Unknown

Q: Where Is the Valley of Kings?
A:

Sample response

The Valley of Kings Is located in Luxor, Egypt.

TL;DR summarization

Transformation  Generation

Summarize text by adding a 'tl;dr:' to the end of a text passage. It
shows that the API understands how to perform a number of tasks
with no instructions.

Prompt

A neutron star is the collapsed core of a massive supergiant star, which
had a total mass of between 10 and 25 solar masses, possibly more if
the star was especially metal-rich.[1] Neutron stars are the smallest and
densest stellar objects, excluding black holes and hypothetical white
holes, quark stars, and strange stars.[2] Neutron stars have a radius on
the order of 10 kilometres (6.2 mi) and a mass of about 1.4 solar masses.
[3] They result from the supernova explosion of a massive star,
combined with gravitational collapse, that compresses the core past
white dwarf star density to that of atomic nuclei.

Tldr

Sample response

A neutron star is the collapsed core of a massive superglant star. These
ultra-dense objects are incredibly fascinating due to their strange
properties and their potential for phenomena such as extreme
gravitational forces and a strong magnetic field.


https://beta.openai.com/examples

Focus on this Talk: How Large Language Models Help Semantic Parsing?

Zelle and Mooney (1996)

Prolog

what microsoft jobs
do not require a
bscs?

Input
Utterance

Encoder

Attention Layer

_.

Sequence Sequence/Tree

Decoder

Dong and Lapata (2016)

answer(J,(compa

ny(J,'microsoft'),j

ob(J),not((req_de
8(J,'bscs)))))

Logical
Form

Hwang et al. (2019)

Table-aware BERT-Encoder

Question Header 1 Header 2
[CLS] what is the °°° [SEP] player [SEP] country °°°
v vvvy v v v v
BERT |
il 0
Hicts)  Hwhat His Hine Hpiayer Heountry

‘We now turn to issues of parsing and parameter estimation.
Parsing under a PCCG involves computing the most prob-
able logical form L for a sentence S,

argmgxP(L\S; 0) = argmLax;P(L,ﬂS; 0)

Zettlemoyer and Collins (2005)

Non-Neural Network

in utah ?
¢ Induce Grammar
Synchronous CFG

¢ Sample New Examples

Recombinant Examples

¢ Train Model
"

Jia and Liang (2016)

E2E Neural Networks

Tree-structured

SELECT decoder
T
count(*) WHERE— =
i Column?:

1701

00-000-00-
00-000-00-

How many  airlines airline airline ~airports city
id name

Wang et al. (2019)
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Contextualized Embeddings and
Pretrained Language Models

LLMs

10



Large Language Models Help Semantic Parsing in Three Ways

[ Semantic Parsing ]

i

[ Large Language Models ]

r

\
Unified Semantic Parsing Framework
UnifiedSKG: Unifying and Multi-Tasking Structured Knowledge Grounding with Text-to-Text
Language Models, EMNLP 2022 y

Multilingual Semantic Parsing

XSemPLR: Benchmarking Cross-Lingual Semantic Parsing in Multiple Languages and
Meaning Representations, work in progress 2022

XRICL: Cross-lingual Retrieval-Augmented In-Context Learning for Cross-lingual

\Text—to—SQL Semantic Parsing, Findings of EMNLP 2022

~N

J

Semantic Parsing for Numerical and Logical Reasoning

MultiHiertt: Numerical Reasoning over Multi Hierarchical Tabular and Textual Data, ACL
2022

kFOLIO: Natural Language Reasoning with First-Order Logic, arXiv 2022

11



( )
Unified Semantic Parsing Framework

UnifiedSKG: Unifying and Multi-Tasking Structured Knowledge Grounding with Text-to-Text
Language Models, EMNLP 2022

J

[ Semantic Parsing ]

Multilingual Semantic Parsing

XSemPLR: Benchmarking Cross-Lingual Semantic Parsing in Multiple Languages and
Meaning Representations, work in progress 2022

XRICL: Cross-lingual Retrieval-Augmented In-Context Learning for Cross-lingual
Cext-to-SQL Semantic Parsing, Findings of EMNLP 2022 )

Large Language Models
(ot ) | \

Semantic Parsing for Numerical and Logical Reasoning

MultiHiertt: Numerical Reasoning over Multi Hierarchical Tabular and Textual Data, ACL 2022

FOLIO: Natural Language Reasoning with First-Order Logic, arXiv 2022

J

12




UnifiedSKG: Unifying and Multi-Tasking Structured Knowledge
Grounding with Text-to-Text Language Models

Xie et al., EMNLP 2022
https://github.com/hkunlp/unifiedskg

13


https://github.com/hkunlp/unifiedskg

Many NLP Tasks need Structured Knowledge

Semantic Parsing SQL/SPARQL/s-Expression

GEEEEE

i i i databases/apps SELECT T1.name
WhICh players dld win the —> SP model —> FROM players AS Tl JOIN matches AS T2
Australian Open? ON Tl.id = T2.winner_id
. —_ WHERE T2.Tourney = “Australian Open”
Question Answering Answer set
, )
Greece held its last Summer
S —»| QA model |—p> 2014
Olympics in which year? e " QA Rods
nowieage grapns NL descnptlon

Data-to-Text Generation

CEE—
DT model
E

'

~Bescntaimbierset, ]+

Fact Verification

~ Frecbase —_— Boolean

Dialogs w.f - — Multi-turn SQL-like programs

)

—3»| Dial model
\—

Structured Knowledge



Unified Structured Knowledge Grounding

Semantic Parsing

Which players did win the
Australian Open?

Question Answering

Greece held its last Summer
Olympics in which year?

Data-to-Text Generation

Fact Verification

Dialogs

databases/apps

knowledge graphs

UnifiedSKG

-

r~ Freecbase

web tables/pages

Structured Knowledge

SQL/SPARQL/s-Expression

SELECT T1.name
FROM players AS Tl JOIN matches AS T2

ON Tl.id = T2.winner_id
WHERE T2.Tourney = “Australian Open”
Answer set

2014
NL description

Boolean

Multi-turn SQL-like programs

15



Unify 21 Tasks Across 6 Task Families

Task Family Task Knowledge Input User Input Output
Spider (Yu et al., 2018) Database Question SQL
R —— GrailQA (Gu et al., 2021) Knowledge Graph Question s-Expression
J WebQSP (Yih et al., 2016) Knowledge Graph Question s-Expression
MTOP (Li et al., 2021) API Calls Question TOP Representation
WikiSQL (Zhong et al., 2017) Table Question Answer
WikiTQ (Pasupat and Liang, 2015) Table Question Answer
Ouestion Answerin CompWebQ (Talmor and Berant, 2018) Knowledge Graph Question Answer
wering HybridQA (Chen et al., 2020c) Table + Text Passage Question Answer
MultiModalQA (Talmor et al., 2021) Table + Text + Image Question Answer
FeTaQA (Nan et al., 2021a) Table Question Free-Form Answer
Data-to-Text DART (Nan et al., 2021b) Triple None Text
o=l ToTTo (Parikh et al., 2020) Highlighted Table None Text
MultiWoZ (Budzianowski et al., 2018) Ontology Dialog Dialog State
KVRET (Eric et al., 2017) Table Dialog Response
Conversational SParC (Yu et al., 2019b) Database Multi turn SQL
CoSQL (Yu et al., 2019a) Database Dialog SQL
SQA (Iyyer et al., 2017) Table Multi turn Answer
Fact Verificati TabFact (Chen et al., 2020b) Table Statement Boolean
act veryication FEVEROUS (Aly et al., 2021) Table + Text Statement Boolean
SQL2Text (Shu et al., 2021) Optional Database SQL Text
Formal-Language-to-Text Logic2Text (Chen et al., 2020d) Table Schema Python-like program Text

16



Unified Architecture using Text-to-Text Pretrained Language Models

Unified input sequence %

[ T ; structured knowledge: T ; context: — ]— Text-to-text PLM —>| Unified output sequence ¥
1

User request | Linearized structured knowledge | Context

Tables Triples

(Mars Hill College, joined, 1973)
— 21 — oy T ¢ gnronbe | 31 (Mars Hill College, location, Mars Hill)
row 2 : voshon | 2 Mars Hill College : joined : 1973 |

player 1o. col : player | no.

voshon 2 Mars Hill College : location : Mars Hill
Knowledge graph 5 Ontology
gim cinem@ 0P Ben Richardson
Ciit Bk s hotel-pricerange from {cheap, expensive dontcare}
film language English l hotel-parking from {free, no, yes, dontcare} \
Cut Bank film.cinematography Ben Richardson | hotel-pricerange: cheap, expensive, dontcare;

Cut Bank film.language English Hotel-parking: free, no, yes, dontcare




Unified Architecture using Text-to-Text Pretrained Language Models

Unified input sequence %
[ T ; structured knowledge: [ ; context: — ]— Text-to-text PLM —’l Unified output sequence 5

User request
Set of answers

Natural language
How many singers are there? {Pﬁnv\knk Paﬂs}
-

Formal language
select count (*) from singer @ New York, Paris

Boolean

Dialogue states
True = Entailed

hotel type: none
hotel name: Wartworth \ False —» Refuted

hotel type none, hotel name Wartworth




One Architecture, Multiple SOTA

Metric T5-base T5-large T5-3B  Previous sota (w/o extra)

Spider (dev.) Match 58.12 66.63 71.76 755" (Scholak et al., 2021)
GrailQA Match 62.39 67.30 70.11  83.8" (Ye et al., 2021b)
WebQSP F1 78.83 79.45 80.70 83.6" (Yeetal., 2021b)
MTOP Match 85.49 86.17 86.78 86.36 (Pasupat et al., 2021)
WikiTQ Acc 35.76 43.22 49.29 44.5 (Wang et al., 2019)
WikiSQL Acc 82.63 84.80 85.96 85.8 (Liu et al., 2021)
CompWebQ Acc 68.43 71.38 7326  70.4% (Das et al., 2021)
HybridQA (dev.) Acc 54.07 56.95 59.41 60.8 (Eisenschlos et al., 2021)
MultiModalQA (dev.) F1 75.51 81.84 85.28 82.7 (Yoran et al., 2021)
FeTaQA BLEU 2991 32.45 3344 30.54 (Nan et al., 2021a)
DART BLEU 46.22 46.89 46.66  46.89 (Nan et al., 2021b)
ToTTo (dev.) BLEU 48.29 48.95 48.95  48.95 (Kale and Rastogi, 2020)
MultiWoZ2.1 Joint Acc 54.64 54.45 55.42  60.61" (Dai et al., 2021)
KVRET Micro F1 66.45 65.85 67.88 63.6 (Gouet al., 2021)
SParC (dev.) Match 50.54 56.69 61.51 54.1 (Hui et al., 2021)
CoSQL (dev.) Match 42.30 48.26 54.08 56.9" (Scholak et al., 2021)
SQA Overall Acc 5291 61.28 62.37 58.6 (Liu et al., 2021)
TabFact Acc 76.13 80.85 83.68 74.4 (Yang et al., 2020)
FEVEROUS (dev.) Acc 75.05 79.81 82.40 82.38 (Aly et al., 2021)
SQL2Text BLEC 93.52 93.68 94.78 93.7 (Shu et al., 2021)
Logic2Text BLEC 90.66 90.57 91.39 88.6 (Shuetal., 2021)

19




[ Semantic Parsing ]

[ Large Language Models ]

é )
Unified Semantic Parsing Framework
UnifiedSKG: Unifying and Multi-Tasking Structured Knowledge Grounding with Text-to-Text
Language Models, EMNLP 2022
W,
Multilingual Semantic Parsing
XSemPLR: Benchmarking Cross-Lingual Semantic Parsing in Multiple Languages and
Meaning Representations, work in progress 2022
XRICL: Cross-lingual Retrieval-Augmented In-Context Learning for Cross-lingual
\Text-to—SQL Semantic Parsing, Findings of EMNLP 2022 )

Semantic Parsing for Numerical and Logical Reasoning

MultiHiertt: Numerical Reasoning over Multi Hierarchical Tabular and Textual Data, ACL 2022

FOLIO: Natural Language Reasoning with First-Order Logic, arXiv 2022

J
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XSemPLR: Benchmarking Cross-Lingual Semantic Parsing in
Multiple Languages and Meaning Representations

Zhang et al., Work in Progress

21



Multilingual Information Access

Usage Statistics of website content

Japanese ] 2.2 m % of websites Languages used to reach / watch web
German ] 25 content
French ] 2.6 2%
Persian I 2.8 m Use language other than
own
Turkish JJj 3.3
m Use only own language
Spanish . 4
Russian [ 8.6 = Others
english | 0.
0 20 40 60 80
(Data from Technology report: Usage statistics User language preferences online (EU)

of content languages for websites)

22



Multilingual Semantic Parsing
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Multilingual Semantic Parsing ]
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Multilingual Semantic Parsing

=== e
II—-_-
:--E C i

U

Multilingual Semantic Parsing

Yy

" SQL, SPARQL, GraphQL, Lambda-Calculus
(~*))  Functional Query Language, Prolog
.‘ Intent and Slot, ThingTalk Query Language

Databases

Knowledge Graphs

Virtual Assistants

Smart Home Devices

Code Generation




Multiple Input Languages, Multiple Output Meaning Representations

Task Dataset Meaning Representation Language Executable Domain Train Dev  Test
NLI for Databases ATIS SQL 7 yes 1 4303 481 444
NLI for Databases GeoQuery SQL,Lambda,FunQL,Prolog 8 yes 1 548 49 277
NLI for Databases Spider SQL 3 yes 138 8095 1034 -
NLI for Databases NLmaps Functional Query Language 2 yes 1 1500 - 880
QA on Knowledge Graph Overnight Lambda Calculus 3 yes 8 8754 2188 2740
QA on Knowledge Graph MCWQ SPARQL 4 yes 1 4006 733 648
QA on Web Schema2QA ThingTalk Query Language 1 yes 2 8932 - 971
Task-Oriented DST MTOP Hierarchical Intent and Slot 6 no 11 5446 863 1245
Code Generation MCoNaLa Python 4 yes open 2379 - 1788

Iél I©

what players made less than three assists over a season
Wie viele japanische Restaurants gibt es in Paris?
HEDEREKTF
mostrami i ristoranti con pill recensioni

T qfRT ¥ ffq ST FT SHT 7 7

JOW PRI RECH - S

XSemPLR

[ Encoder H Decoder ]

A-Calculus

FunQL

SQL

ThingTalk

Intent Slot

Prolog

( call SW.listValue ( call SW.getProperty ( ( lambda s ( call SW.filter
(var s ) ( call SW.ensureNumericProperty ( string num_assists ) ) (
string < ) ( call SW.ensureNumericEntity ( number 3 assist ) ) ) ) (
call SW.domain ( string player ) ) ) ( string player ) ) )
query(area(keyval(‘name’,‘Paris’), keyval(‘is_in:country’, ‘France’)),
nwr(keyval(‘cuisine’, ‘japanese’)),qtype(count))

SELECT count(*) FROM singer WHERE genre = ‘Rock’

now => ( sort param:aggregateRating.reviewCount:Number desc of (
@org.schema.Restaurant.Restaurant ) ) [ 1 ] => notify

[IN:GET_CATEGORY_EVENT [SL:TITLE_EVENT 9¥qf&T ¥ ] ]

answer(A,largest(A,(city(A).loc(A,B),const(B,stateid(louisiana)))))

25



mT5 is the Best

ATIS GeoQuery Spider NLmaps Overnight MCWQ Schema2QA MTOP Average

Translate-Test

mT5 44.50 65.91 45.26 66.36 59.69 19.85 3.18* 29.78*  50.26
In-language Monolingual

LSTM 35.00 60.26 11.54 68.60 15.10 10.38 36.80 63.40  37.64
mBERT+PTR  30.63 82.40 40.40 83.82 57.47 23.46 52.53 75.41 55.77
XLM-R+PTR 31.31 85.79 47.30 85.17 59.10 23.53 62.37 80.36 58.59
mBART 41.93 63.40 33.31 83.19 59.60 30.02 50.35 75.76 54.70

mT5 53.15 81.05 53.14  91.65 66.29 30.15 65.16 81.83  65.30



Multilingual Multitask Learning

High-Resource

. Low-Resource

sm@
German
Multilingual
English Multitask
Learning
French

27



Multilingual Multitask Learning Helps

ATIS GeoQuery Spider NLmaps Overnight MCWQ Schema2QA MTOP Average

Translate-Test

mT5 44.50 65.91 45.26 66.36 59.69 19.85 3.18" 29.78*  50.26
In-language Monolingual

LSTM 35.00 60.26 11.54 68.60 15.10 10.38 36.80 63.40  37.64
mBERT+PTR  30.63 82.40 40.40 83.82 57.47 23.46 52.53 75.41 55.77
XLM-R+PTR 31.31 85.79 47.30 85.17 59.10 23.53 62.37 80.36 58.59
mBART 41.93 63.40 33.31 83.19 59.60 30.02 50.35 75.76 54.70
mT5 53.15 81.05 53.14 91.65 66.29 30.15 65.16 81.83 65.30

In-language Monolingual Few-Shot
mT5 22.26 7.48 2957 26.93 9.17 0.77 22.61 61.90 22.09

In-language Multilingual
mT5 54.45 82.04 - - - - 60.92 82.95 70.09




Transfer Learning

English —>{

Transfer Learning

High-Resource
. Low-Resource
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Need Better Zero/Few-shot Learning for Other Languages

ATIS GeoQuery Spider NLmaps Overnight MCWQ Schema2QA MTOP Average

Translate-Test

mT5 44.50 65.91 45.26 66.36 59.69 19.85 3.18" 29.78*  50.26
In-language Monolingual

LSTM 35.00 60.26 11.54 68.60 15.10 10.38 36.80 63.40  37.64
mBERT+PTR  30.63 82.40 40.40 83.82 57.47 23.46 52.53 75.41 55.77
XLM-R+PTR 31.31 85.79 47.30 85.17 59.10 23.53 62.37 80.36 58.59
mBART 41.93 63.40 33.31 83.19 59.60 30.02 50.35 75.76 54.70
mT5 53.15 81.05 53.14 91.65 66.29 30.15 65.16 81.83 65.30

In-language Monolingual Few-Shot
mT5 22.26 7.48 2957 26.93 9.17 0.77 22.61 61.90 22.09

In-language Multilingual
mT5 54.45 82.04 - - - - 60.92 82.95 70.09

Cross-lingual Zero-Shot Transfer
mT5 31.85 39.40 41.93 34.89 52.68 4.06 44.04 50.18 37.38

Cross-lingual Few-Shot Transfer
mT5 49.57 68.18 - - - - 59.24 74.83 62.96




XRICL: Cross-lingual Retrieval-Augmented In-Context Learning
for Cross-lingual Text-to-SQL Semantic Parsing

Peng Shi, Rui Zhang, He Bai, Jimmy Lin
Findings of EMNLP 2022
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In-Context Learning:
Learning from Examples without Parameter Updates

Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt

Figure from http://ai.stanford.edu/blog/in-context-learning/
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Our Task: Cross-lingual Text-to-SQL

Multilingual User Questions

Databases
Id Tourney Year Winnerid "
1 Australian 2018 3

Open

Rankin
g

Points Player id Tours

9,985 3

11

Name Nation Continent

1 Djokovic | Serbia | Europe | ... ...
2 Osaka | Japan | Asia | ......
3 Federer |Switzerland| Europe | ... ...

English: Which European
countries have players who
won the Australian Open at
least 3 times?

Spanish: Qué paises
europeos tienen jugadores
que ganaron el Abierto de
Australia al menos 3 veces?

Chinese: HiLERGHER A ZE 4
i 3 AEME ERBRR?

Arabic: i dus )Y sl A L
L)yl A sl 1558 )50 Leal
Y e <l e 3 da giddll

L

Text-to-SQL

Answer

Switzerland, Serbia, German

I\

SQL Execution

/SELECT Tl.nation \

FROM players AS Tl JOIN matches AS T2
ON Tl.id = T2.winner id

WHERE T2.Tourney = “Australian Open”
AND Tl.continent = “Europe”

GROUP BY T2.winner id

HAVING COUNT(*) >= 3
- i J
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Our Goal

Our Goal

1. Use In-Context Learning with LLMs for Cross-lingual Semantic Parsing
2. Have only English Annotations of Text-to-SQL pairs.
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Our Goal, Challenges, and Solutions

Our Goal

1. Use In-Context Learning with LLMs for Cross-lingual Semantic Parsing
2. Have only English Annotations of Text-to-SQL pairs.

Challenges Solutions

1. Find most relevant English examples. — Cross-lingual Retrieval
2. Facilitate translation. — Translation-based Prompt
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XRICL Framework

Labeled English Non-English utterance
Candidates

T\ REBILIR KR AEAEA ARTTH ?

—> Retriever — Reranker
D N
G N
Tiandlation hased Retrieved exemplars i
Candidates o

zh v )
[ vi } —T GeneratN

Generated SQL ¢ @

When do most crimes take place?
SQL: SELECT CrimeTS FROM
GreaterManchesterCrime GROUP BY CrimeTS ORDER
BY count(*) DESC LIMIT 1

(1) Cross-lingual Exemplar Retrieval: Retrieve a
list of N English exemplars that are relevant to the
input non-English example z.

(2) Exemplar Reranking: Rerank the retrieved NV
exemplars and use the top K exemplars to construct
prompts.

(3) Prompt Construction with Translation as Chain
of Thought: Construct a prompt consisting of the
translation exemplar as a chain of thought, the se-
lected K exemplars, and the input example.

(4) Inference: Feed the prompt into a pre-trained
language model to generate SQL.
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Prompt Examples in XRICL

Labeled English
Candidates

——

Non-English utterance
KL B R A AT TE]?

@ . @

—> Retriever —> Reranker

D G
Y,

Translation-based Retrieved exemplars i

Candidates
zh ____I (:)
vi

Generated SQL @

When do most crimes take place?
SQL: SELECT CrimeTS FROM
GreaterManchesterCrime GROUP BY CrimeTS ORDER
BY count(*) DESC LIMIT 1

Index key Example

Translation-based Example

Translation-P

SQLite tables: ..

0: WITHE LD NFERKT56%?

Translate into English: How many heads of the
departments are older than 56 ?

SQL: SELECT count(*) FROM head WHERE age > 56

SQLite tables: ..

Q: What is the most common birth place of people?
SQL: SELECT Birth Place FROM people GROUP BY
Birth Place ORDER BY COUNT(*) DESC LIMIT 1

SQLite tables:

GreaterManchesterCrime(CrimeID, CrimeTS, Location,
LSOA, Type, Outcome)

Q: REZHILIRKELEA A BTIE?

Translate into English:
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Two New Benchmarks

XSpider: English, Chinese, Vietnamese, Farsi, Hindi
XKaggle-DBQA: English, Chinese, Farsi, Hindi
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Cross-lingual Exemplar Retriever

Model zh-full zh vi fa hi
EM EM TS EM TS EM TS EM TS

(1) mT5 zero-shot 39.7 479 484 421 40.1 413 395 412 39.7
(2) mUSE 384 430 468 318 334 289 31.1 222 237
(3) mSBERT 37.9 413 471 346 335 293 31.8 220 223
(4) mT5-encoder 444 48.1 514 413 395 384 385 286 270
(5) DE-Retriever 46.0 504 539 422 40.7 382 40.0 299 279
(6) DE-R? 46.4 52.1 553 444 419 400 40.6 30.0 282

Model zh fa hi

(1) mT5 zero-shot 9.7 8.1 7.6
(2) mUSE 20.7 124 16.2
(3) mSBERT 147 13.0 119
(4) mT5-Encoder 222 168 16.2
(5) DE-Retriever 26.5 184 16.8
(6) DE-R? 270 184 17.8
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Translation-Augmented Prompts

Model zh-full zh vi fa hi
EM EM TS EM TS EM TS EM TS

(1) mT5 zero-shot 39.7 479 484 421 40.1 413 395 412 39.7
(2) mUSE 38.4 430 468 31.8 334 289 31.1 222 237
(3) mSBERT 37.9 413 47.1 346 335 293 31.8 220 223
(4) mT5-encoder 444 48.1 514 413 395 384 385 286 270
(5) DE-Retriever 46.0 504 539 422 40.7 382 40.0 299 279
(6) DE-R? 46.4 52.1 553 444 419 400 40.6 30.0 282
(7) + Translation-P 474 527 557 437 43.6 432 451 326 324

Model zh fa hi

(1) mT5 zero-shot 9.7 8.1 7.6
(2) mUSE 20.7 124 16.2
(3) mSBERT 147 13.0 119
(4) mT5-Encoder 222 16.8 16.2
(5) DE-Retriever 26.5 184 16.8
(6) DE-R? 270 184 17.8
(7) + Translation-P  28.1 20.0 19.5
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[ Semantic Parsing ]

i

[ Large Language Models ]

4 )
Unified Semantic Parsing Framework

UnifiedSKG: Unifying and Multi-Tasking Structured Knowledge Grounding with Text-to-Text
Language Models, EMNLP 2022 y

~

(M

ultilingual Semantic Parsing

XSemPLR: Benchmarking Cross-Lingual Semantic Parsing in Multiple Languages and
Meaning Representations, work in progress 2022

XRICL: Cross-lingual Retrieval-Augmented In-Context Learning for Cross-lingual

Cext-to-SQL Semantic Parsing, Findings of EMNLP 2022 )

4 )
Semantic Parsing for Numerical and Logical Reasoning

MultiHiertt: Numerical Reasoning over Multi Hierarchical Tabular and Textual Data, ACL 2022

FOLIO: Natural Language Reasoning with First-Order Logic, arXiv 2022

J
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MultiHiertt: Numerical Reasoning over
Multi Hierarchical Tabular and Textual Data

Yilun Zhao, Yunxiang Li, Chenying Li, Rui Zhang

https://github.com/psunipgroup/MultiHiertt
ACL 2022
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Numerical Reasoning over Text

Problem

Gwen was organizing her book case making sure each
of the shelves had exactly 9 books on it. She has 2 types
of books - mystery books and picture books. If she had 3
shelves of mystery books and 5 shelves of picture books,
how many books did she have total?

Solution

Expression Tree of Solution

(34+5)x 9="72

(3) &@

(Roy and Roth, EMNLP 2015)
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Numerical Reasoning over Tables

Problem

Gwen was organizing her book case making sure each
of the shelves had exactly 9 books on it. She has 2 types
of books - mystery books and picture books. If she had 3
shelves of mystery books and 5 shelves of picture books,
how many books did she have total?

Solution Expression Tree of Solution

(34+5)x 9="72

(Roy and Roth, EMNLP 2015)

— =
TS © ® N0 oW

—
[\]

13

A B G D
Table 2: Decomposition of changes in participation rates from 1996 to 2016, men
Both [Men Women
percent
Actual
M996 23.8 [32.2  [16.6
%007 33.3 [20.1  [27.3
%016 37.7 [13.5  [32.4
2016 Counterfactual
With 1996 age structure only 35.9 [42.6 30. 1
With 1996 education only 30.6 [37.7 24. 3
With 1996 family structure only 33.7 [39.2 28.5
With 1996 age, family and education structure 31.6 [39.1 "5. 4

What percenta