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UNIVERSAL IDENTIFICATION 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application claims the benefit of U.S. Provi 
sional Application No. 62/220,727, filed Sep. 18, 2015 and 
62/288.763, filed Jan. 29, 2016. This application is also 
related to and filed concurrently with U.S. application Ser. 
No. , filed Sep. 19, 2016 entitled Micro-Moment 
Analysis (Atty. Docket No. 216964-30006). The disclosures 
of the three applications referenced above are incorporated 
by reference herein in their entirety. 

FIELD OF TECHNOLOGY 

0002 The present disclosure relates to the analysis of 
data using machine learning and other artificial intelligence 
algorithms and delivering that data to end users who are 
identified by the algorithms. 

BACKGROUND 

0003. The background description provided herein is for 
the purpose of generally presenting the context of the 
disclosure. Work of the presently named inventors, to the 
extent it is described in this background section, as well as 
aspects of the description that may not otherwise qualify as 
prior art at the time of filing, are neither expressly nor 
impliedly admitted as prior art against the present disclo 
SC. 

0004 We are in the age of customer empowerment, 
where customers expect brands to be connected and relevant 
and to meet their needs at every interaction. To do so, 
leading marketers are taking a customer-obsessed approach 
to transforming their business by investing in the data, 
talents, tools and strategies needed to respond to the needs 
of the connected customer. 
0005 Today, many brands struggle to keep pace with the 
volume, velocity and variety of data in order to meet 
customer expectations. According to Gartner research, 90% 
of the world's data has been created during the past two 
years. This growth and availability of data has led to an 
expectation of data usage to enable relevant, personalized 
experiences. It is not enough to collect and structure the data, 
it must be acted upon. Consumers expect timely, relevant 
and seamless brand experiences. Therefore, brands must 
anticipate and predict their customers’ needs, habit, trends 
and preferences to engage their customers in 1:1 conversa 
tion at the right moment of decision making. 
0006. As the connected economy marches forward at an 
accelerating pace, data is proving to be marketing's most 
valuable currency. Oceans of data generated from the Inter 
net of Things (IoT) will magnify both the problem and the 
opportunity. But additional data lacks value if it can’t be 
reduced to useful insight that informs a unique, differenti 
ated brand experience. 
0007. A phenomenon described as “data paralysis' keeps 
much of the data unused. While the opportunities are vast, 
as the Volume, variety and Velocity of data generated from 
a connected economy explodes, digital marketing becomes 
increasingly difficult. By some measures, the amount of 
stored information grows four times faster than the world 
economy, while the processing power of computers grows 
nine times faster. It’s little wonder marketers struggle with 
information overload that ironically reduces them to data 
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paralysis where the benefits from data are never fully 
realized. In part, this scenario stems from a lack of the right 
mix of algorithms and technology for translating big data to 
actionable intelligence. 

SUMMARY 

0008 Features and advantages described in this summary 
and the following detailed description are not all-inclusive. 
Many additional features and advantages will be apparent to 
one of ordinary skill in the art in view of the drawings, 
specification, and claims hereof. Additionally, other embodi 
ments may omit one or more (or all) of the features and 
advantages described in this Summary. 
0009. A Machine Intelligence Platform provides a way 
forward from data paralysis. The Machine Intelligence Plat 
form may shift from data-driven marketing to intelligent 
marketing, where everyday decisions are informed by poten 
tially billions of data points, rather than guesses and assump 
tions. Working with huge sources of structured, semi-struc 
tured and unstructured data, the platform may ingest, 
analyze and compare the data. Machine-learning algorithms 
can provide statistical evidence that something might be 
wrong or right based on how many past occurrences of 
similar patterns exist. 
0010. A “micro-moments' strategy to data analysis may 
provide further insight. As customers consume content, 
interact with each other and engage in multiple, simultane 
ous conversations, marketers have the challenge of deter 
mining the optimal moment to engage. During these optimal 
opportunities, known as micro-moments, the buyer may 
decide to either continue or abandon a relationship with the 
brand. Such micro-moments are real-time, intent-driven 
events that are a critical opportunity for brands to shape 
customer decisions and preferences. 
0011. The Machine Intelligence Platform may map the 
entire customer journey across devices and channels to 
predict how the consumer wants to interact with the brand 
and personalize each moment for the consumer. As the 
Volume of data grows, intelligence extracted using a Micro 
Moments Value Algorithm can ingest and activate data from 
multiple sources to provide insights that allow us to tap into 
micro-moments in the consumer's journey. 
0012 Real-time cognitive commerce may enable market 
ers to customize the shopping experience by Supporting 
individually tuned merchandising, product recommenda 
tions, personalized search and guided navigation. Machine 
learning capabilities may support delivery of targeted and 
dynamic pricing and promotion. Algorithms may learn shop 
ping behavior in real time to update the relevance of the 
customer experience as it occurs. 
0013 Machine learning may unlock the power of data 
and deliver highly customized experiences. In some embodi 
ments, the Machine Intelligence Platform may determine the 
best available assets, the right creative, message, offer, and 
call-to-action at the right moment using real-time customer 
insights and customer-level attribution. Data-driven audi 
ence segments may be dynamically created and activated 
across the marketer's Commerce, Media and Customer 
Engagement channels. 
0014 Within the Machine Intelligence Platform, a High 
Frequency Intelligence Hub may process millions of signals 
and personalized streams of data to customize and activate 
targeted communication across channels, letting marketers 
engage with customers when they are shown to be most 
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receptive to a message. This enables marketers and brands to 
use Intelligence-as-a-Service to inform Media, Commerce, 
CRM and Customer Experience simultaneously while pro 
viding insight and intelligence. In some embodiments, the 
High-Frequency Intelligence Hub may perform real-time 
analytics for Internet of Things (“IoT) solutions, stream 
millions of events per second, correlate across multiple 
streams of data, and process data streams at a high Velocity 
with predictable results and no data loss. 
0015. Further, a universal identification graph algorithm 
may help marketers connect identities across devices and 
channels to one customer. The universal identification may 
allow marketers to seamlessly and securely engage custom 
ers with relevant brand experience as they move between 
devices and across all digital touch-points. For example, in 
Some embodiments, the universal identification graph algo 
rithm may integrate with a variety of digital management 
platforms (“DMPs'), enable mapping of a customer's jour 
ney across multiple, different identifications, allow deep 
personalization based on behaviors, habits, and preferences 
across the entire customer journey, help create a more 
comprehensive customer profile to enable marketers to 
target the customer with relevant content at the right time 
and through the right channels, and also provide the cus 
tomer with the ability to quickly opt out. 
0016. A micro-moment value algorithm may enable the 
High-Frequency Intelligence Hub to use the Universal Iden 
tification Graph Algorithm to deliver the right message to 
the right person at the right time. Micro-moments are “touch 
points' within a customer's journey to determine how the 
journey ends. The Micro-Moments Value Algorithm may 
predict the key moments along the customer journey where 
customers are demonstrating their intent very clearly to 
provide the most compelling opportunity along the journey 
to engage with the customer. For example, in some embodi 
ments, the micro-moments value algorithm may predict the 
right time to engage a customer with intent-driven micro 
moments, engage the customer with an immediate relevant 
ad and/or content at the right time, connect the "dots” across 
screens and channels, and map all the micro-moments of a 
customer's journey. 
0017. A computer implemented system may create and 
match a universal identification for a single user across 
multiple computer network devices and channels. The sys 
tem may include a digital marketing platform server includ 
ing one or more processors, a memory coupled to the one or 
more processors, and various modules for creating and 
analyzing a Bayesian network. A clustering module may 
include processor-executable instructions stored in the 
memory and operable on the processor to perform one or 
more clustering methods on data corresponding to a plurality 
of customers. The data may identify devices and channels 
for the customers. A regression module may include pro 
cessor-executable instructions stored in the memory and 
operable on the processor to perform a regression analysis of 
the data corresponding to the plurality of customers. A 
multiclass classification module may include processor 
executable instructions stored in the memory and operable 
on the processor to create multiclass classifiers for one or 
more of the devices and channels. An anomaly detection 
module may include processor-executable instructions 
stored in the memory and operable on the processor to 
receive training data corresponding to a class of data within 
the data corresponding to the plurality of customers and to 
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iterate over all possible combinations the devices and chan 
nels to determine a plurality of universal IDs. A binary 
classification module may include processor-executable 
instructions stored in the memory and operable on the 
processor to create binary classifiers for the data correspond 
ing to the plurality of customers. The binary classifiers may 
identify one universal ID that matches a set of the devices 
and channels data for the customers. 
0018. In further embodiments, a computer-implemented 
method may create a universal ID from data corresponding 
to a plurality of customers based on instructions stored in a 
memory of a computing device and operable on a processor 
of the computing device. In some embodiments, the method 
may create a Bayesian network based on the data corre 
sponding to a plurality of customers. The Bayesian network 
may depict probabilistic relationships among the data cor 
responding to the plurality of customers. The method may 
also perform conditional and maximum queries on the 
Bayesian network, the queries including posterior margin 
als, a probability of evidence, a most probable explanation, 
and a maximum a posteriori hypothesis. The method may 
also discover cross device and cross channel variables 
within the data corresponding to the plurality of customers 
based on the Bayesian network as well as find matching 
behaviors and data points within the data corresponding to 
the plurality of customers based on the Bayesian network. 

BRIEF DESCRIPTION OF THE DRAWINGS 

(0019 FIG. 1 illustrates a system for creating and match 
ing a Universal ID across multiple computer network 
devices and channels; 
0020 FIG. 2 illustrates an example Universal ID graph 
model; 
0021 FIG. 3 illustrates an example directed acyclic graph 
(“DAG”); 
0022 FIG. 4 illustrates an example data structure includ 
ing elements of a Universal ID: 
0023 FIG. 5 illustrates an exemplary process flow to 
create a Universal ID: 
0024 FIGS. 6A and 6B illustrate further exemplary pro 
cess flows to create a Universal ID: 
(0025 FIG. 7 illustrates a further example of a DAG: 
(0026 FIGS. 8A, 8B, 8C, and 8D illustrate exemplary 
graphs for pattern recognition; 
(0027 FIG. 9 illustrates an exemplary structure for the 
system for creating and matching a Universal ID across 
multiple computer network devices and channels as 
described herein; and 
0028 FIG. 10 illustrates an exemplary computing device 
used within the system for Universal ID matching across 
multiple computer network devices and channels and to 
implement the various algorithms, process flows, or methods 
described herein. 
0029. The figures depict a preferred embodiment for 
purposes of illustration only. One skilled in the art may 
readily recognize from the following discussion that alter 
native embodiments of the structures and methods illustrated 
herein may be employed without departing from the prin 
ciples described herein. 

DETAILED DESCRIPTION 

0030 FIG. 1 generally illustrates one embodiment of a 
system 100 for creating and matching a Universal ID across 
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multiple computer network devices and channels as 
described herein. The system 100 may include front end 
components 102 (e.g., a merchant digital content system 
104, a customer digital content browser system 106, etc.) 
and backend components 110 (e.g., a digital marketing 
platform 112). The front end components 102 and backend 
components 110 may be in communication with each other 
via a communication link 111 (e.g., computer network, 
internet connection, etc.). The system 100 may include 
various Software or computer-executable instructions and 
specialized hardware components or modules that employ 
the Software and instructions to provide a customer using the 
customer digital content browser 106 with targeted market 
ing content 115. The various modules may be implemented 
as computer-readable storage memories containing com 
puter-readable instructions (i.e., software) for execution by 
a processor of the computer system 100 within a specialized 
or unique computing device. The modules may perform the 
various tasks associated with creating and using a Universal 
ID and other functions as described herein. The computer 
system 100 may also include both hardware and software 
applications, as well as various data communications chan 
nels for communicating data between the various specialized 
or unique front end 102 and back end 110 hardware and 
Software components. 
0031. The digital marketing platform 112 may include 
one or more instruction modules including a control module 
114 that, generally, may include instructions to cause a 
processor 116 of a digital marketing platform server 118 to 
functionally communicate with a plurality of other com 
puter-executable steps or modules 114A-E. These modules 
114A-E may include instructions that, upon loading into the 
server memory 120 and execution by one or more computer 
processors 116, create a Universal ID as described herein. A 
first data repository 122 may include First Party Data 122A 
that includes various pieces of data to describe a customer 
user of the customer digital content browser 106 executing 
on a customer computing device 138. In some embodiments, 
the First Party Data 122A includes data 124 from one or 
more merchants that are linked to the digital marketing 
platform 112. The First Party Data 122A may include a 
customer profile, preferences, habits and behaviors, chan 
nels, etc. For example, a customer profile may include a 
customer name and account information for a particular 
merchant at the merchant digital content system 104. Pref 
erences may include a customer's purchase history with a 
merchant, a wish list, Cookie data, bid requests or responses, 
Social likes, etc., between a customer and a merchant. Habits 
and behaviors may include a customer and/or merchant 
location, a Wi-Fi SSID, or a data analysis performed by the 
merchant on customer data. Channels data may include 
customer/merchant commerce data, customer relationship 
management ("CRM) data, and Social media data. A second 
data repository 123 may include Third Part Data 123A. For 
example, other services may collect and share or sell data 
that is tied to a particular customer. In some embodiments, 
the third party data 123A may include App Marketplace 
Data (e.g., iOS or Android data including App Figures from 
docs.appfigures.com, www.appannie.com, and Distmo. 
AppNexus(R) may also be a source of the third party data as 
well as the Lotame(R) Data Exchange, and FacebookR). 
0032. The modules 114A-E may include a plurality of 
instructions to implement a graph algorithm to create and 
use the universal ID 128. The universal ID 128 and graph 
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algorithm helps marketers connect identities across devices 
and channels to a single customer. With brief reference to 
FIG. 2, the control module 114 may employ a graph model 
200 (FIG. 2) to seamlessly and securely engage customers 
with relevant brand experience as they move between 
devices and across all digital touch-points. The model 200 
and algorithm may allow integration with data management 
platforms via segmentation and enable customer journey 
mapping across various identifications used by customers on 
different platforms. The universal ID and graph algorithm 
may also allow deep personalization based on behaviors, 
habits, and preferences and other sources of data 122A, 
123A across the entire customer journey. Too, the model 200 
may help build a more comprehensive customer profile 
enabling marketers to target the customer with relevant 
digital content 130 at the right time and through the right 
channels while also permitting simple and complete opt-out 
by the customer. In use, the universal ID 128 and algorithm 
may be applied to customer journey mapping, Social senti 
ments analysis, personalization, a complete profile for each 
customer, ad campaigns and targeted marketing, attribution 
analysis, a recommendation engine, and gamification for 
loyalty programs. 
0033 Importantly, attributes are attached to both vertices 
or nodes (e.g., 202) and arcs or edges (e.g., 204) of the model 
200. The model 200 may represent a Bayesian Network 
(“BN) consisting of both a directed acyclic graph (“DAG') 
and a conditional probability distribution (“CPD). Bayesian 
probability represents the degree of belief in an event while 
classical probability or “frequents' approach deals with the 
true or physical probability of an event. Bayesian networks 
are particularly Suited to incomplete data sets such as those 
described herein as the first party data 122A and the third 
party data 123A. The nodes 202 may include random 
variables that are typically binary or discrete, but may also 
be continuous. These networks may also allow learning 
about causal networks as well as the combination of both 
domain knowledge and data while avoiding the “overfitting 
of data. The edges 204 may indicate probabilistic depen 
dencies between nodes where a lack of a link may signify 
conditional independence. The CPD may indicate condi 
tional probabilities at one or more nodes of the model 200 
and may be stored as a conditional probability table 
(“CPT). Additionally, queries on the model 200 may com 
bine both edge traversals with attribute accesses and specific 
structures to improve traversals. For example, the model 200 
may index both the edges and the neighbors of each node. 
In some embodiments, object identifiers (“OIDs) may be 
employed instead of complex objects to reduce memory 
requirements. 
0034. The modules 114A-E may include instructions for 
execution on the processor 116 to mine the first party data 
122A and the third party data 123A for use in creating the 
model 200 and the Universal ID 128. For example, the 
modules 114A-E may include instructions to tag emails, 
social media IDs, device IDs, and cookie IDs, as well as 
perform geolocation clustering using the data 122A and 
123A. Likewise, the modules 114A-E may include instruc 
tions to identify meaningful structural relations between the 
first party data 122A, the third party data 123, and unstruc 
tured data. In some embodiments, the modules include an 
anomaly detection module 114A, a clustering module 114B, 
a multiclass classification module 114C, a binary classifi 
cation module 114D, and a regression module 114E. 
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0035. With reference to FIG. 3, the model 200 may 
include various elements 300 including vertices 302, edge 
IDs 304, edge labels 306, and element properties 308. 
0036. With reference to FIG.4, the Universal ID 128 may 
be stored in any of a number of data structures (e.g., a string, 
linked list, array, file, record, table, tree, etc.) and include a 
variety of information as determined from the model 200. In 
some embodiments, the Universal ID 128 may include a 
sequence of characters (i.e., letters and/or numbers) includ 
ing a plurality of character collections 402 that each repre 
sent information determined from the model 200. For 
example, the collections 402 may include a user ID 402A, a 
year 402B, a customer ID 402C, a device ID 402D, an 
operating system prefix 402E, and overflow 402F, an opt-out 
prefix 402G, etc. Groups of the collections 402 may indicate 
other information either determined from or represented by 
the model 200. For example, a marketers prefix 404 may be 
indicated by a grouping of both the ID 402A and the year 
402B. A customer edge 406 may be indicated by the 
customer ID 402C, and a device edge 408 may be indicated 
by a grouping of the device ID 402D, the OS prefix 402E, 
the overflow 402F, and the opt-out prefix 402G. An edge 
410, for example, an edge 204 indicated by an arrow within 
the model 200, may be indicated by a grouping of the 
customer edge 406 and the device edge 408. Of course, other 
information may be indicated within the Universal ID 128 
Such as contact information, network information, products, 
purchase history, or any other information that may be 
determined from or using the model 200. 
0037. With reference to FIG. 5, the control module 114 
execute instructions stored in a memory 120 and executed 
on a processor 116 to create the model 200 and Universal ID 
128. In some embodiment, the control module 114 may 
include a plurality of sub-modules stored in the memory 120 
including an anomaly detection module 114A, a clustering 
module 114B, a multiclass classification module 114C, a 
binary classification module 114D, and a regression module 
114E. The sub-modules 114A-E may include instructions 
stored in a memory 120 and executed on a processor 116 to 
create the model 200 and Universal ID 128. 

0038. The clustering module 114B may include instruc 
tions to initialize the model 200 and analyze data. In some 
embodiments, the module 114B may include instructions to 
analyze one or more of the first data repository 122 and the 
second data repository 123. For example, the clustering 
module 114B may include instructions to analyze one or 
more of the First Party Data 122A and the Third Party Data 
123A. The clustering module 114B may perform various 
clustering methods on the data to determine whether the a 
Universal ID 128 is able to be predicted from the data. For 
example, the clustering module 114B may perform a 
K-means clustering process 502 on one or more of the First 
Party Data 122A and the Third Party Data 123A. 
0039. The regression module 114E may then use one or 
more of the First Party Data 122A and the Third Party Data 
123A to perform a regression analysis of the data. In some 
embodiments, the regression analysis may include one or 
more of an ordinal regression 504, a neural network regres 
sion 506, a Bayesian linear regression 508, a decision forest 
regression 510, and a K-means regression 512. In some 
embodiments, the regression module 114E may also include 
instructions to incorporate ID attributes from unstructured 
datasets and/or other unique probabilistic values from mul 
tiple data Sources by determining the contribution of each 
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data source to the regression function for matching pieces of 
unique data to a single universal ID 128. Unstructured 
dataset and probabilistic values may include a Wi-Fi SSID, 
customer and/or merchant location, or other data. The mod 
ule 114E may also predict a label for a data instance once the 
data is trained by one or more of the regression module 114E 
and the clustering module 114B. 
0040. The control module 114 may include an instruction 
514 to predict one or more of the device and channel 
categories and a value of the universal ID 128 based on the 
analysis of one or more of the clustering module 114B and 
the regression module 114E. 
0041. A multiclass classification module 114C may 
include instructions to create multiclass classifiers for one or 
more of the devices and channels described by the first party 
data 122A and the third party data 123A prior to the control 
module 114 executing an instruction 514 to predict the 
values of matching devices and/or channels. In some 
embodiments, the multiclass classification module 114C 
includes one or more of a multiclass neural network module 
516 to one or more of create and traverse a multiclass neural 
network based on the data 122A, 123A, a multiclass deci 
sion forest module 518 to one or more of create and traverse 
a multiclass decision forest based on the data 122A, 123A, 
and a Bayesian network module 520 to one or more of create 
and traverse a Bayesian network based on the data 122A, 
123A 

0042. An anomaly detection module 114A may include 
instructions to obtain cross-device and/or channel training 
data from one particular class of the data 122A, 123A (e.g., 
Wi-Fi SSID, customer ID, etc.) and sweep ID parameters to 
iterate over all possible combinations to determine a uni 
versal ID for the data 122A, 123A. In some embodiments, 
the anomaly detection module 114A includes a one class 
support vector machine (“SVM) 522. 
0043. Where the instruction 514 determines greater than 
or equal to two universal IDs 128 that could match a 
particular device or channel based on an analysis of one or 
more of the first party data 122A and the third party data 
123A, the control module 114 may execute one or more of 
the modules 516, 518, and 520 of the multiclass classifica 
tion module 114C to refine the result. If one or more of the 
modules 516, 518, and 520 of the multiclass classification 
module 114C determines that less than or equal to two (but 
not exactly one) universal IDs 128 could still match a 
particular device or channel based on an analysis of one or 
more of the data 122A, 123A, then the control module 114 
may execute the one-class SVM module 522 of the anomaly 
detection module 114A to refine the result. 
0044) A binary classification module 114D may include 
instructions to create binary classifiers for the data 122A, 
123B where the instruction 514 determines exactly one 
universal ID 128 that matches a set of data within the data 
122A, 123B. In some embodiments, the binary classification 
module 114D may include one or more of a two-class SVM 
module 524, a locally deep SVM module 526, and a two 
class neural network module 528. 
0045. With reference to FIG. 6A, a computer-imple 
mented method 600 may create a universal ID 128 using one 
or more of the first party data 122A and the third party data 
123A. Each step of the method 600 may be performed on a 
server (e.g., the server 118, etc.) or other computing device 
including instructions that, when executed by a processor, 
perform the action or function block (“block”) described 
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herein. At block 602, the method 600 may create a model 
200 or graph for cross-device/channel matching. The uni 
versal ID 128 may help marketers algorithmically map the 
journey of their customers to connect unique identifiers from 
one or more of the data 122A, 123A across digital channels 
and connected devices to one customer. In use, the universal 
ID 128 may allow marketers to seamlessly reach customers 
across Screens and devices by extending the first party data 
122A and the third party data 123A. The universal ID 128 
may also provide timely and relevant brand experiences 
across all touch-points using deep personalization and create 
a comprehensive customer persona. In some embodiments, 
the system 100 and method 600 may employ a combination 
of graph-based representations and reasoning algorithms 
known as deterministic and probabilistic graphic models to 
establish users identity across devices and channels based on 
the structured and unstructured data of the first party data 
122A and the third party data 123A. 
0046) Deterministic graphical models rely on personally 
identifiable information to make device matches such as an 
email address when a person logs in into a mobile app and/or 
website. In some embodiments, the method may hash the 
first party data 122A using a secure hashing technique Such 
as SHA-256. 
0047 Probabilistic graphical models may algorithmically 
analyze large unstructured datasets and anonymous data 
points such as device type, operating system, location data, 
time, and other types of third party data 123A. This analysis 
may create graph-based representations and lookalike 
matches between connected devices and other IDs or the 
customer online “persona' generally. The Bayesian net 
works and SVMs described herein and in relation to FIG. 5 
are used by the system 100 and method 600 to express 
probabilistic information on the universal ID 128 via graphi 
cal models 200. 
0048 Generally, the Bayesian network may be a graphi 
cal model for depicting probabilistic relationships among a 
set of variables capable of displaying relationships clearly 
and intuitively. The Bayesian network (“BN’) may handle 
uncertainty through established theories of probability. The 
BN may also encode the conditional independence relation 
ships between variables in the structure of the model 200. 
The BN may also provide a compact representation of the 
joint probability distribution over the variable. In some 
embodiments, the problem domain may be modeled by a list 
of variables and knowledge about the domain may be 
represented by a joint probability. Directed links (e.g., the 
edges 204) within the BN may represent causal direct 
influences and each node 202 may have a conditional 
probability table quantifying the effects from the parent 
nodes. For example, in a graph having parent nodes A and 
B that both point to a target node T where T and spouse node 
C both point to a child node D, the graphs joint probability 
table may be tabulated using Equation 1: 

*P(C) EQUATION 1 

0049. Equation 1 may be generalized for all graphs as 
Equation 2: 

W EQUATION 2 

P(x1,..., X,)=P(X, Itx) = 10s. 
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0050. With reference to FIG. 6B, a method 650 may 
create a Bayesian network for a universal ID 128. Each step 
of the method 650 may be performed on a server or other 
computing device (e.g., the server 118, etc.) including 
instructions that, when executed by a processor, perform the 
action or function block (“block”) described herein. At block 
652 the method 650 may process the data to be analyzed by 
the BN. In some embodiments, the data includes one or more 
of the first party data 122A and the third party data 123A, but 
may include other structured and unstructured data sets that 
could provide a universal ID 128. Further, the data processed 
by block 652 may include categorical values and may also 
be “binned' or grouped where the data includes a number of 
more or less continuous values into a smaller number of 
“bins.” For example, if you have data about a group of 
people, you might want to arrange their ages into a smaller 
number of age intervals. Binning can also be used in several 
dimensions at once. Too, the data may be converted to 
factors. 
0051. At block 654, the method 650 may create relation 
ships between the data 122A, 123A. In some embodiments, 
the block 654 may include the fitting of the BN using a 
scoring function (p (Phi) and, given data 122A, 123A and 
scoring function (p, find a network Such that maximizes the 
value of (p. Additionally, the bock 654 may include instruc 
tions to try various permutations of adding and removing 
arcs, such that the final BN has a maximum posterior 
probability distribution on the possible networks condi 
tioned on the data 122A, 123A. 
0052 At block 656, the method 650 may build condi 
tional probability tables (CPTs) for the final, fitted BN. In 
some embodiments, while learning the BN, the method 650 
may create the joint probability distribution for all variables 
in the data sets 122A123A. The block 656 may also convert 
the joint probability distribution to conditional probabilities 
for each dependent variable. In use, the CPTs may be used 
to solve various kinds of analysis problems arising from the 
data. 
0053 At block 658, the method 650 may record the 
model 200. In some embodiments, the model 200 and its 
associated CPTS may be analyzed by a machine learning or 
other analysis program to form hypotheses regarding the 
data 122A, 123A, and verify the computations that formed 
the BN. 
0054 With reference to FIG. 7 and Table 1, an example 
directed acyclic graph (DAG) 700 and conditional probabil 
ity table may combine possible ID types from the first party 
data 122A as nodes and the associated conditional depen 
dencies of one or more of the third party data 123A and other 
unstructured data. In some embodiments, the ID types may 
include a customer ID 702, an application ID 704, a device 
ID 706, a type of operating system 708, a social media 
profile 710, and matching IDs and devices 712. Each node 
of the DAG 700 may include a conditional probability table 
like, for example, Table 1 showing the conditional probabil 
ity for node 710 of directed graph 700: 

TABLE 1. 

B C F P(FIB, C) 

false false true O.1 
true false true O.9 
false true true O.8 
true true true O.9S 
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0055 Conditional Probability Table for Node 710 of 
Directed Graph 700 where, the BN represented by the 
combination of the DAG 700 and the CPT of Table 1 may 
be indicated by Equation 3: 

P(A,B,C,D,F,G)=P(A)*P(BIA)*P(CIA)*P(DIBA)*P 
(FICB)*P(GIF) 

0056 Returning to FIG. 6A, block 604 may then perform 
conditional and maximum probability queries on the BN 
resulting from method 650. Where the BN may be repre 
sented as Equation 4: 

EQUATION 3 

B=(X,DPII) EQUATION 4 

And given evidence E-e where E is the evidence variables 
and e is their assignment, the primary queries over the BN 
may be to find the following four quantities: 

0057 1. Posterior marginals or “belief updating as 
described by Equation 5: 
0058. For every X, not in E, the belief is defined by: 

bel(X) = P(X; e) where P6 (X, le) = X IIPX, Xpa, e) 
f 

X-X; 

0059 2. The probability of evidence as described by 
Equation 6: 

P(E=e) formerly P(E=e)=X I PX, X, e) EQUATION 6 
X 

0060. 3. The most probable explanation (mpe) 
described by Equation 7: 

mpe = P(x) = EQUATION 7 
an assignment |x' = (x, . . . . x)lsatisfying x = 

argmax, PB = argmax, II P(X, Xpa, e) 

0061 4. The maximum a posteriori hypothesis (mar 
ginal mpe). Given a set of hypothesized variables 
A={A, . . . , A, ACX, find an assignment a' (a". 

. . . a.") such as: 

a' = argmaxa X P(Xe) = argmax X II P(X, Xpa, e) EQUATION 8 
X-A ; , J 

0062. At block 606, the method 600 may discover and 
analyze target ID variables and influencers. In some embodi 
ments, the method 600 may discover the cross device/ 
channel ID variables and other influencing variables with the 
BN. For example, the block 606 may find the values of the 
variables that influence the target variable the most in order 
to maximize/minimize the desired target variable class. 
Using a Markov Blanket of the target variable, when con 
sidered together, the variables make the target variable 
independent of the rest of the network. For 1 level Markov 
Blanket variables, deterministic data from the first party data 
122A Such as a customer profile, social data, commerce data, 
and cookie IDs may be combined with third party data 123A 
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Such as app marketplace data and other data Such as Face 
book(R) and Twitter(R) data. For 2" level Markov Blanket 
variables, the third party data 123A as well as some first 
party data 122A like bid/response data may be combined 
with probabilistic data such as behaviors and habits and/or 
web and search data. 

0063. At block 608, the method 600 may find matching 
behaviors and data points for the universal ID. In some 
embodiments, the block 608 may include pattern recognition 
with support vector machines (SVMs). The SVMs may be 
Supervised learning models with associated learning algo 
rithms that analyze data and recognize patterns and may be 
used for classification and regression analysis. Block 608 
may use the SVM to classify behaviors into linear classifiers 
to predict each data point. For example, the method 600 may 
classify deterministic customer data as illustrated in the 
graph 800 (FIG. 8A) at block 608. Block 608 may also 
classify unstructured third party data 123A that best matches 
the customer behaviors and patterns or deterministic cus 
tomer data. For example, the graph 825 (FIG. 8B) may use 
a time series for anomaly detection as in module 114A for 
the classification of modules 114C and 114D. Further, block 
608 may optimize pattern recognition by maximizing the 
margin. For example, graph 850 (FIG. 8C) illustrates finding 
support vectors that represent the possible behavior data 
points that the margin pushes up against to evaluate as a 
possible match. As further illustrated in the graph 875 (FIG. 
8D), the goal to identifying a universal ID is to correctly 
classify all training data and maximize the margin as 
described by Equation 9: 

y, (ww1+b)e1 for all i EQUATION 9 

0064. In some embodiments, the system 100 may include 
a module to determine a value for each customer for which 
a universal ID has been discovered and assigned. For 
example, an algorithm may determine whether a customer is 
going to be profitable or not and for how long. Too, an 
algorithm may predict the monetary value associated with a 
customer relationship. Equation 10 illustrates one example 
of a customer lifetime value (“CLV) algorithm: 

(Future Contribution Margins EQUATION 10 
CLV =X (EEE) 

n=1 Historical Lifetime Value: p 

Cost of Acquisition 
CL(m) 

0065. In Equation 10, m=the micro-moment index; 
c=Customer Index; p-total number of purchases in a period 
of time; t-number of time period the CLV is being calcu 
lated; and CL=the Customer Loyalty Index. The CLV algo 
rithm of Equation 10 may allow observation of various 
individual-level buying patterns from the past and find the 
various customer stories in the data set. It may also allow 
understanding of which patterns correspond with valuable 
customers and which patterns correspond with customers 
who are opting out. As new customers join a system imple 
menting the CLV algorithm of Equation 10, the system (e.g., 
system 100) may match the new customer to patterns that are 
recognized by the CLV algorithm. 
0066. In some embodiments, the system 100 may also 
include a module to determine which impressions will best 



US 2017/0O8391.6 A1 

meet the advertising performance metrics. For example, an 
algorithm may optimize timing for real-time bidding 
(RTB) on customer impressions within a website for a 
merchant. For example, advertising campaign budget con 
straints may be given as impression delivery goals q. An 
impression group i may be defined as a (placement, user) 
tuple, at which level both click-through-rate (“CTR) pre 
diction p, and inventory control represented by Equation 11 
may be performed: 

EQUATION 11 
Xx, sh; 

i 

0067 Given the above, the cost term w, will be zero since 
impressions are from the inventory. Thus, the revenue lift 
and the CTR lift may be represented by Equations 12 and 13, 
below: 

f t, i, j x(t)piqi EQUATION 12 
Revenue lift = 3 = X. SDP4. y Xt, i, j C(t)qi 

CTR if -' XI, i, j. x, (0p/XI, i, j x, (t) 
t E - . . . . . . . . . . . . . 

CTR Xt, i, j C(t)4 if X i. i. ixi (t) 

EQUATION 13 

0068. The timing for RTB may also be optimized by the 
following pseudo code: 

Input: q. g., C. Wi 
Output: x ?, Wi,j 

1 begin 
2 | G s- ) 
3 foreach impression i from a stream do 
4 | p = p(clicki, j). Wi: 
5 | V ( p,q, Wi: 
6 | | * - argmaxigo (v. - C): 
7 || || if (v* - c. ) > 0 then 
8 | | x* - 1: 
9 || | | x - 0, viz j*: 
10 | | | B, - v. - c."; 
11 | | | if X, X* = g, then 
12 | | | | G - G Uj*; 
13 | | | end 
14 | | end 
15 | | c. - Update Alpha(c), Wi; 
16 | end 
17 end 

0069. In some embodiments, the system 100 may also 
include a module to evaluate each customer impression 
based on its predicted probability to achieve a goal of the 
advertising campaign. For example the module may evalu 
ate Equations 14 and 15, below. 

e +y - P(B) y - P(B) 
y y 

EOUATION 14 nfb = Q 

Vcpm - Ceplore + Cpanic + (typloit)T-1stn EQUATION 15 

10070. Where C, a number of impressions won during 
a panic: C, a number of impressions won during 
exploitation; and C - a number of impressions won explore 
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during exploration. Costs per thousand (“CPM) may also 
be analyzed by the following pseudocode: 

50: If gets 0 orje in then Terminate. 
51: B - B, .. 
52: &remain 

53: if P (n-j) > g.e., and Tige, budget then 
54: Sort p 6 S: define q to be the kth Smallest p in S. 

55: k (- |sing m 
n 

56: 1 : 
for k = 1 to S. do g-iX4 

57 budget 
it e 

&remain 

58: k, minist-rk. 
59: k* - max(k. k.). 
60: Binai q-. 

61: k 
A (- -. 

62: &remain 
A(n-j) 

63: end if 
64: while More rounds and get - 0 do 
65: Bid B, with probability A, 0 otherwise. 
66: If Bid Won then get, get - 1. 
67: end while 

where optimized daily or other periodic budget updates may 
be calculated and posted, as needed, to meet each campaign 
goal. 
0071 FIG. 9 is a high-level block diagram of the various 
components of the system 100. 
0072 FIG. 10 is a high-level block diagram of an 
example computing environment 1000 for the systems and 
methods described herein for creating and matching a Uni 
versal ID 128 for a single user across multiple computer 
network devices and channels. The computing device 1001 
may include a server (e.g., digital marketing platform server 
118), a customer computing device (e.g., customer comput 
ing device 128, a cellular phone, a tablet computer, a 
Wi-Fi-enabled device or other personal computing device 
capable of wireless or wired communication), a thin client, 
or other known type of computing device. As will be 
recognized by one skilled in the art, in light of the disclosure 
and teachings herein, other types of computing devices can 
be used that have different architectures. Processor systems 
similar or identical to the example systems and methods may 
be used to implement and execute the example systems 
illustrated in the figures. Although the example system 1000 
is described below as including a plurality of peripherals, 
interfaces, chips, memories, etc., one or more of those 
elements may be omitted from other example processor 
systems used to implement and execute the example systems 
for creating and matching a Universal ID 128 across mul 
tiple computer network devices and channels. Also, other 
components may be added. 
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0073. As shown in FIG. 10, the computing device 1001 
includes a processor 1002 that is coupled to an interconnec 
tion bus. The processor 1002 includes a register set or 
register space 1004, which is depicted in FIG. 10 as being 
entirely on-chip, but which could alternatively be located 
entirely or partially off-chip and directly coupled to the 
processor 1002 via dedicated electrical connections and/or 
via the interconnection bus. The processor 1002 may be any 
Suitable processor, processing unit or microprocessor. 
Although not shown in FIG. 10, the computing device 1001 
may be a multi-processor device and, thus, may include one 
or more additional processors that are identical or similar to 
the processor 1002 and that are communicatively coupled to 
the interconnection bus. 

0074 The processor 1002 of FIG. 10 is coupled to a 
chipset 1006, which includes a memory controller 1008 and 
a peripheral input/output (I/O) controller 1010. As is well 
known, a chipset typically provides I/O and memory man 
agement functions as well as a plurality of general purpose 
and/or special purpose registers, timers, etc. that are acces 
sible or used by one or more processors coupled to the 
chipset 1006. The memory controller 1008 performs func 
tions that enable the processor 1002 (or processors if there 
are multiple processors) to access a system memory 1012 
and a mass storage memory 1014, that may include either or 
both of an in-memory cache (e.g., a cache within the 
memory 1012) or an on-disk cache (e.g., a cache within the 
mass storage memory 1014). 
0075. The system memory 1012 may include any desired 
type of Volatile and/or non-volatile memory such as, for 
example, static random access memory (SRAM), dynamic 
random access memory (DRAM), flash memory, read-only 
memory (ROM), etc. The mass storage memory 1014 may 
include any desired type of mass storage device. For 
example, if the computing device 1001 is used to implement 
a module 1016 (e.g., the various modules described in 
relation to FIG. 1 and other modules as herein described). 
The mass storage memory 1014 may include a hard disk 
drive, an optical drive, a tape storage device, a Solid-state 
memory (e.g., a flash memory, a RAM memory, etc.), a 
magnetic memory (e.g., a hard drive), or any other memory 
Suitable for mass storage. As used herein, the terms module, 
block, function, operation, procedure, routine, step, and 
method refer to tangible computer program logic or tangible 
computer executable instructions that provide the specified 
functionality to the computing device 1001 and the system 
100. Thus, a module, block, function, operation, procedure, 
routine, step, and method can be implemented in hardware, 
firmware, and/or software. In one embodiment, program 
modules and routines are stored in mass storage memory 
1014, loaded into system memory 1012, and executed by a 
processor 1002 or can be provided from computer program 
products that are stored in tangible computer-readable stor 
age mediums (e.g. RAM, hard disk, optical/magnetic media, 
etc.). 
0076. The peripheral I/O controller 1010 performs func 
tions that enable the processor 1002 to communicate with a 
peripheral input/output (I/O) device 1024, a network inter 
face 1026, a local network transceiver 1028, (via the net 
work interface 1026) via a peripheral I/O bus. The I/O 
device 1024 may be any desired type of I/O device such as, 
for example, a keyboard, a display (e.g., a liquid crystal 
display (LCD), a cathode ray tube (CRT) display, etc.), a 
navigation device (e.g., a mouse, a trackball, a capacitive 
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touchpad, a joystick, etc.), etc. The I/O device 1024 may be 
used with the module 1016, etc., to receive data from the 
transceiver 1028, send the data to the backend components 
of the system 100, 900 and perform any operations related 
to the methods as described herein. The local network 
transceiver 1028 may include support for a Wi-Fi network, 
Bluetooth, Infrared, cellular, or other wireless data trans 
mission protocols. In other embodiments, one element may 
simultaneously support each of the various wireless proto 
cols employed by the computing device 1001. For example, 
a software-defined radio may be able to support multiple 
protocols via downloadable instructions. In operation, the 
computing device 1001 may be able to periodically poll for 
visible wireless network transmitters (both cellular and local 
network) on a periodic basis. Such polling may be possible 
even while normal wireless traffic is being supported on the 
computing device 1001. The network interface 1026 may be, 
for example, an Ethernet device, an asynchronous transfer 
mode (ATM) device, an 802.11 wireless interface device, a 
DSL modem, a cable modem, a cellular modem, etc., that 
enables the system 100 to communicate with another com 
puter system having at least the elements described in 
relation to the system 100. 
(0077. While the memory controller 1008 and the I/O 
controller 1010 are depicted in FIG. 10 as separate func 
tional blocks within the chipset 1006, the functions per 
formed by these blocks may be integrated within a single 
integrated circuit or may be implemented using two or more 
separate integrated circuits. The computing environment 
1000 may also implement the module 1016 on a remote 
computing device 1030. The remote computing device 1030 
may communicate with the computing device 1001 over an 
Ethernet link 1032. In some embodiments, the module 1016 
may be retrieved by the computing device 1001 from a cloud 
computing server 1034 via the Internet 1036. When using 
the cloud computing server 1034, the retrieved module 1016 
may be programmatically linked with the computing device 
1001. The module 1016 may be a collection of various 
Software platforms including artificial intelligence software 
and document creation software or may also be a Java R. 
applet executing within a Java R Virtual Machine (JVM) 
environment resident in the computing device 1001 or the 
remote computing device 1030. In some embodiments, the 
module 1016 may communicate with back end components 
1038 such as the backend components 110 of FIG. 1 via the 
Internet 1036. 

(0078. The system 1000 may include but is not limited to 
any combination of a LAN, a MAN, a WAN, a mobile, a 
wired or wireless network, a private network, or a virtual 
private network. Moreover, while only one remote comput 
ing device 1030 is illustrated in FIG. 10 to simplify and 
clarify the description, it is understood that any number of 
client computers are Supported and can be in communication 
within the system 1000. 
0079 Additionally, certain embodiments are described 
herein as including logic or a number of components, 
modules, or mechanisms. Modules may constitute either 
Software modules (e.g., code or instructions embodied on a 
machine-readable medium or in a transmission signal, 
wherein the code is executed by a processor) or hardware 
modules. A hardware module is tangible unit capable of 
performing certain operations and may be configured or 
arranged in a certain manner. In example embodiments, one 
or more computer systems (e.g., a standalone, client or 
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server computer system) or one or more hardware modules 
of a computer system (e.g., a processor or a group of 
processors) may be configured by Software (e.g., an appli 
cation or application portion) as a hardware module that 
operates to perform certain operations or “blocks” as 
described herein. 

0080. In various embodiments, a hardware module may 
be implemented mechanically or electronically. For 
example, a hardware module may comprise dedicated cir 
cuitry or logic that is permanently configured (e.g., as a 
special-purpose processor, such as a field programmable 
gate array (FPGA) or an application-specific integrated 
circuit (ASIC)) to perform certain operations. A hardware 
module may also comprise programmable logic or circuitry 
(e.g., as encompassed within a general-purpose processor or 
other programmable processor) that is temporarily config 
ured by software to perform certain operations. It will be 
appreciated that the decision to implement a hardware 
module mechanically, in dedicated and permanently config 
ured circuitry, or in temporarily configured circuitry (e.g., 
configured by software) may be driven by cost and time 
considerations. 

0081. Accordingly, the term “hardware module' should 
be understood to encompass a tangible entity, be that an 
entity that is physically constructed, permanently configured 
(e.g., hardwired), or temporarily configured (e.g., pro 
grammed) to operate in a certain manner or to perform 
certain operations described herein. As used herein, “hard 
ware-implemented module” refers to a hardware module. 
Considering embodiments in which hardware modules are 
temporarily configured (e.g., programmed), each of the 
hardware modules need not be configured or instantiated at 
any one instance in time. For example, where the hardware 
modules comprise a general-purpose processor configured 
using software, the general-purpose processor may be con 
figured as respective different hardware modules at different 
times. Software may accordingly configure a processor, for 
example, to constitute a particular hardware module at one 
instance of time and to constitute a different hardware 
module at a different instance of time. 

0082 Hardware modules can provide information to, and 
receive information from, other hardware modules. Accord 
ingly, the described hardware modules may be regarded as 
being communicatively coupled. Where multiple of such 
hardware modules exist contemporaneously, communica 
tions may be achieved through signal transmission (e.g., 
over appropriate circuits and buses) that connect the hard 
ware modules. In embodiments in which multiple hardware 
modules are configured or instantiated at different times, 
communications between Such hardware modules may be 
achieved, for example, through the storage and retrieval of 
information in memory structures to which the multiple 
hardware modules have access. For example, one hardware 
module may perform an operation and store the output of 
that operation in a memory device to which it is communi 
catively coupled. A further hardware module may then, at a 
later time, access the memory device to retrieve and process 
the stored output. Hardware modules may also initiate 
communications with input or output devices, and can 
operate on a resource (e.g., a collection of information). 
0083. The various operations of example methods 
described herein may be performed, at least partially, by one 
or more processors that are temporarily configured (e.g., by 
Software) or permanently configured to perform the relevant 
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operations. Whether temporarily or permanently configured, 
Such processors may constitute processor-implemented 
modules that operate to perform one or more operations or 
functions. The modules referred to herein may, in some 
example embodiments, comprise processor-implemented 
modules. 
I0084. Similarly, the methods or routines described herein 
may be at least partially processor-implemented. For 
example, at least Some of the operations of a method may be 
performed by one or processors or processor-implemented 
hardware modules. The performance of certain of the opera 
tions may be distributed among the one or more processors, 
not only residing within a single machine, but deployed 
across a number of machines. In some example embodi 
ments, the processor or processors may be located in a single 
location (e.g., within a home environment, an office envi 
ronment or as a server farm), while in other embodiments 
the processors may be distributed across a number of 
locations. 
I0085. The one or more processors may also operate to 
Support performance of the relevant operations in a "cloud 
computing environment or as a “software as a service' 
(SaaS). For example, at least Some of the operations may be 
performed by a group of computers (as examples of 
machines including processors), these operations being 
accessible via a network (e.g., the Internet) and via one or 
more appropriate interfaces (e.g., application program inter 
faces (APIs)..) 
I0086. The performance of certain of the operations may 
be distributed among the one or more processors, not only 
residing within a single machine, but deployed across a 
number of machines. In some example embodiments, the 
one or more processors or processor-implemented modules 
may be located in a single geographic location (e.g., within 
a home environment, an office environment, or a server 
farm). In other example embodiments, the one or more 
processors or processor-implemented modules may be dis 
tributed across a number of geographic locations. 
I0087. Some portions of this specification are presented in 
terms of algorithms or symbolic representations of opera 
tions on data stored as bits or binary digital signals within a 
machine memory (e.g., a computer memory). These algo 
rithms or symbolic representations are examples of tech 
niques used by those of ordinary skill in the data processing 
arts to convey the substance of their work to others skilled 
in the art. As used herein, an 'algorithm' is a self-consistent 
sequence of operations or similar processing leading to a 
desired result. In this context, algorithms and operations 
involve physical manipulation of physical quantities. Typi 
cally, but not necessarily, Such quantities may take the form 
of electrical, magnetic, or optical signals capable of being 
stored, accessed, transferred, combined, compared, or oth 
erwise manipulated by a machine. It is convenient at times, 
principally for reasons of common usage, to refer to Such 
signals using words such as “data,” “content,” “bits.” “val 
ues.” “elements,” “symbols,” “characters,” “terms,” “num 
bers,” “numerals,” or the like. These words, however, are 
merely convenient labels and are to be associated with 
appropriate physical quantities. 
I0088. Unless specifically stated otherwise, discussions 
herein using words Such as “processing,” “computing.” 
"calculating.” “determining,” “presenting,” “displaying,” or 
the like may refer to actions or processes of a machine (e.g., 
a computer) that manipulates or transforms data represented 
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as physical (e.g., electronic, magnetic, or optical) quantities 
within one or more memories (e.g., volatile memory, non 
Volatile memory, or a combination thereof), registers, or 
other machine components that receive, store, transmit, or 
display information. 
0089. As used herein any reference to “some embodi 
ments' or “an embodiment' or “teaching' means that a 
particular element, feature, structure, or characteristic 
described in connection with the embodiment is included in 
at least one embodiment. The appearances of the phrase "in 
Some embodiments’ or “teachings' in various places in the 
specification are not necessarily all referring to the same 
embodiment. 
0090 Some embodiments may be described using the 
expression “coupled' and “connected along with their 
derivatives. For example, Some embodiments may be 
described using the term “coupled to indicate that two or 
more elements are in direct physical or electrical contact. 
The term “coupled, however, may also mean that two or 
more elements are not in direct contact with each other, but 
yet still co-operate or interact with each other. The embodi 
ments are not limited in this context. 
0091. Further, the figures depict preferred embodiments 
for purposes of illustration only. One skilled in the art will 
readily recognize from the following discussion that alter 
native embodiments of the structures and methods illustrated 
herein may be employed without departing from the prin 
ciples described herein 
0092. Upon reading this disclosure, those of skill in the 
art will appreciate still additional alternative structural and 
functional designs for the systems and methods described 
herein through the disclosed principles herein. Thus, while 
particular embodiments and applications have been illus 
trated and described, it is to be understood that the disclosed 
embodiments are not limited to the precise construction and 
components disclosed herein. Various modifications, 
changes and variations, which will be apparent to those 
skilled in the art, may be made in the arrangement, operation 
and details of the systems and methods disclosed herein 
without departing from the spirit and scope defined in any 
appended claims. 

1. A system for creating and matching a universal iden 
tification for a single user across multiple computer network 
devices and channels comprising: 

a digital marketing platform server including one or more 
processors, a memory coupled to the one or more 
processors; 

a clustering module including processor-executable 
instructions stored in the memory and operable on the 
processor to perform one or more clustering methods 
on data corresponding to a plurality of customers, the 
data identifying devices and channels for the custom 
ers; 

a regression module including processor-executable 
instructions stored in the memory and operable on the 
processor to perform a regression analysis of the data 
corresponding to the plurality of customers; 

a multiclass classification module including processor 
executable instructions stored in the memory and oper 
able on the processor to create multiclass classifiers for 
one or more of the devices and channels; 

an anomaly detection module including processor-execut 
able instructions stored in the memory and operable on 
the processor to receive training data corresponding to 
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a class of data within the data corresponding to the 
plurality of customers and to iterate over all possible 
combinations the devices and channels to determine a 
plurality of universal IDs; and 

a binary classification module including processor-ex 
ecutable instructions stored in the memory and oper 
able on the processor to create binary classifiers for the 
data corresponding to the plurality of customers, the 
binary classifiers identifying one universal ID that 
matches a set of the devices and channels data for the 
CuStOmerS. 

2. The system of claim 1, wherein the data corresponding 
to a plurality of customers includes one or more of first party 
data and third party data. 

3. The system of claim 2, wherein the first party data 
includes one or more of a customer profile, preferences, 
habits and behaviors, and channel data, the customer profile 
including one or more of a customer name and account 
information for a particular merchant at a merchant digital 
content system, the preferences including one or more of a 
customer's purchase history with a merchant, a wish list, 
Cookie data, bid requests or responses, and social likes 
between a customer and a merchant, the habits and behav 
iors including one or more of a customer and/or merchant 
location, a Wi-Fi SSID, and a data analysis performed by a 
merchant on customer data, and the channels data including 
one or more of customer/merchant commerce data, customer 
relationship management (“CRM) data, and social media 
data, the third party data including one or more of App 
Marketplace Data and Social media data. 

4. The system of claim 3, wherein the one or more 
clustering methods includes a K-means clustering process. 

5. The system of claim 4, wherein the regression analysis 
includes one or more regression functions including at least 
one of an ordinal regression, a neural network regression, a 
Bayesian linear regression, a decision forest regression, and 
a K-means regression. 

6. The system of claim 5, wherein the regression module 
includes further processor-executable instructions stored in 
the memory and operable on the processor to incorporate ID 
attributes from unstructured datasets from the data corre 
sponding to a plurality of customers. 

7. The system of claim 6, wherein the regression module 
includes still further processor-executable instructions 
stored in the memory and operable on the processor to 
determine a contribution of each data source of the data 
corresponding to the plurality of customers to the one or 
more regression functions for matching pieces of unique 
data from the data corresponding to the plurality of custom 
ers to a single universal ID. 

8. The system of claim 7, wherein the multiclass classi 
fication module includes further processor-executable 
instructions stored in the memory and operable on the 
processor to predict one or more values of matching devices 
and channels. 

9. The system of claim 8, wherein the multiclass classi 
fication module includes still further processor-executable 
instructions stored in the memory and operable on the 
processor to execute the instructions to create multiclass 
classifiers for one or more of the devices and channels 
described by the data prior to predicting values of matching 
devices and channels. 

10. The system of claim 9, wherein the multiclass clas 
sification module includes still further processor-executable 
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instructions stored in the memory and operable on the 
processor to one or more of create and traverse a multiclass 
neural network based on the data, create and traverse a 
multiclass decision forest based on the data, and create and 
traverse a Bayesian network based on the data. 

11. The system of claim 10, wherein the instructions to 
iterate over all possible combinations the devices and chan 
nels to determine the universal ID of the anomaly detection 
module includes further processor-executable instructions 
stored in the memory and operable on the processor to 
execute a one class Support vector machine. 

12. The system of claim 11, wherein the binary classifi 
cation module includes further processor-executable instruc 
tions stored in the memory and operable on the processor to 
implement one or more of a two-class SVM, a locally deep 
SVM, and a two-class neural network. 

13. A method to create a universal ID from data corre 
sponding to a plurality of customers based on instructions 
stored in a memory of a computing device and operable on 
a processor of the computing device, the method compris 
ing: 

creating a Bayesian network based on the data corre 
sponding to a plurality of customers, the Bayesian 
network depicting probabilistic relationships among 
the data corresponding to the plurality of customers; 

performing conditional and maximum queries on the 
Bayesian network, the queries including posterior mar 
ginals, a probability of evidence, a most probable 
explanation, and a maximum a posteriori hypothesis; 

discovering cross device and cross channel variables 
within the data corresponding to the plurality of cus 
tomers based on the Bayesian network; and 

finding matching behaviors and data points within the 
data corresponding to the plurality of customers based 
on the Bayesian network. 

14. The method of claim 13, wherein the data correspond 
ing to the plurality of customers includes one or more of first 
party data and third party data, the first party data including 
one or more of a customer profile, preferences, habits and 
behaviors, and channel data, the customer profile including 
one or more of a customer name and account information for 
a particular merchant at a merchant digital content system, 
the preferences including one or more of a customer's 
purchase history with a merchant, a wish list, Cookie data, 
bid requests or responses, and Social likes between a cus 
tomer and a merchant, the habits and behaviors including 
one or more of a customer and/or merchant location, a Wi-Fi 
SSID, and a data analysis performed by a merchant on 
customer data, and the channels data including one or more 
of customer/merchant commerce data, customer relationship 
management (“CRM) data, and social media data, the third 
party data including one or more of App Marketplace Data 
and Social media data. 

15. The method of claim 14, wherein the Bayesian net 
work includes a directed acyclic graph (“DAG”), the DAG 
including a plurality of edges and nodes, each node consist 
ing of a set of data from a common Source, and each node 
including a conditional probability table. 

16. The method of claim 13, wherein a joint probability of 
the DAG is described as: 
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17. The method of claim 16, wherein creating the DAG 
includes binning the data corresponding to a plurality of 
CuStOmerS. 

18. The method of claim 17, wherein the DAG includes 
a maximum posterior probability distribution on all possible 
networks conditioned on the data corresponding to the 
plurality of customers. 

19. The method of claim 18, wherein creating the DAG 
includes building the conditional probability tables 
(“CPTs) for each node, the CPTs including a joint prob 
ability distribution for all variables in the data corresponding 
to the plurality of customers, and converting the joint 
probability distribution to conditional probabilities for each 
dependent variable of the data corresponding to the plurality 
of customers. 

20. The method of claim 19, further comprising recording 
the DAG and associated CPTs, analyzing the DAG and 
CPTS using a machine learning program, and forming 
hypotheses regarding the data corresponding to the plurality 
of customers. 

21. The method of claim 20, wherein posterior marginals, 
for every X, not in the data corresponding to the plurality of 
customers, a belief is defined by: 

bel(X)=P(X, le) 

where Pe(X, le)-2-ILP(X,Xe). 
22. The method of claim 21, wherein the probability of 

evidence includes: 

P(E=e) formerly P(E=e)=xx IIA(X, La e). 

23. The method of claim 22, wherein the most probable 
explanation (mpe) includes: 

impe = P(x) 

all assignments' (x, . . . . X)lsatisfying 0 

= argnaxy Ps 

= argnaxy II, P(x, Xpa, e). 

24. The method of claim 23, wherein the maximum a 
posteriori hypothesis includes an assignment a' (a ". . . . . 
a) given the data corresponding to the plurality of cus 
tomers A={A, . . . , A, ACX and: 

a'-argmax Xx .POX e)–argmaxXx ...I.P(X,Xe). y - pa 

25. The method of claim 24, wherein finding matching 
behaviors and data points within the data corresponding to 
the plurality of customers based on the Bayesian network 
includes one or more of recognizing one or more patterns 
within the data corresponding to the plurality of customers 
using a Support vector machine, using the Support vector 
machine to classify deterministic customer data of the data 
corresponding to the plurality of customers, and classify 
probabilistic data that best matches the deterministic cus 
tomer data. 


