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HiSA: Hierarchically Semantic Associating for
Video Temporal Grounding

Zhe Xu

Abstract— Video Temporal Grounding (VTG) aims to locate
the time interval in a video that is semantically relevant to a
language query. Existing VTG methods interact the query with
entangled video features and treat the instances in a dataset
independently. However, intra-video entanglement and inter-video
connection are rarely considered in these methods, leading to
mismatches between the video and language. To this end, we pro-
pose a novel method, dubbed Hierarchically Semantic Associating
(HiSA), which aims to precisely align the video with language
and obtain discriminative representation for further location
regression. Specifically, the action factors and background factors
are disentangled from adjacent video segments, enforcing precise
multimodal interaction and alleviating the intra-video entangle-
ment. In addition, cross-guided contrast is elaborately framed to
capture the inter-video connection, which benefits the multimodal
understanding to locate the time interval. Extensive experiments
on three benchmark datasets demonstrate that our approach sig-
nificantly outperforms the state-of-the-art methods. The project
page is available at: https://github.com/zhexul1997/HiSA.

Index Terms— Video temporal grounding, feature disentangle-
ment, cross-guided contrast.

I. INTRODUCTION

ITH the rapid growth of video data, video understand-
W ing has attracted extensive research interest. Traditional
video understanding tasks, e.g., video classification [1]-[5],
object tracking [6]-[8], and action localization [9]-[13] are
limited in the video modality and pre-defined action categories.
In contrast, multi-modal video understanding tasks [14]-[21]
involve video and other modalities such as text and audio,
which are more challenging than traditional tasks. Due to the
promising applications, they have been increasingly studied
in the last few years. In this paper, we focus on a typical
multi-modal task called Video Temporal Grounding (VTG),
which aims to locate the clip in an untrimmed video that is
semantically relevant to a language query.
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Fig. 1. Illustrations of the VTG task and two problems rarely considered
by existing approaches. (1) intra-video entanglement: the action is entangled
with the background within a video, making it challenging for a model to
distinguish the differences between adjacent segments and precisely locate
the time interval. (2) inter-video connection: different query-video pairs in a
dataset are likely to be closely connected with each other, providing a model
various information to facilitate a better understanding of vision and language.

Existing VTG methods can be roughly divided into
three categories: (1) proposal-based methods [22], [23],
(2) proposal-free methods [24]-[26], and (3) reinforcement
learning-based methods [27], [28]. Proposal-based methods
first generate a series of candidate video clips as proposals,
then output the time interval of the proposal that is most
relevant to the given language query. Since these methods need
to calculate the similarities between all proposals and language
queries, the computational costs become extremely high when
tackling large-scale video data. Proposal-free methods treat
VTG as a regression problem and directly predict the time
interval leveraging the video and language information. Due
to its computational efficiency, most recent VIG methods
adopt the proposal-free approach. In addition, reinforcement
learning-based methods formulate VTG as a sequential deci-
sion making problem, where an agent is trained to progres-
sively regulate the temporal grounding boundaries.

For all VTG methods mentioned above, the performance
heavily relies on the quality of the learned features. However,
there are two problems scarcely considered by existing works:
(1) intra-video entanglement, and (2) inter-video connection,
which hinders VTG models from obtaining discriminative
multimodal features. As the examples illustrated in Figure 1,
given two language queries (the person puts down the bag
and person puts down her clothes on a nearby desk) and the
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untrimmed videos, intra-video entanglement naturally exists,
i.e., the action is entangled with the background in videos.
Adjacent video segments within a video are similar in appear-
ance, making it challenging for a model to distinguish the
differences between them and precisely locate the relevant
time interval. In addition, different query-video pairs in a
dataset are likely to be closely connected with each other,
providing the model various information to facilitate a bet-
ter understanding of vision and language. Existing methods,
however, treat them independently, which hinders the accurate
language grounding. Thus, a simple yet effective solution to
improve the grounding performance would be to simultane-
ously consider the intra-video entanglement and inter-video
connection to achieve a precise multimodal alignment.

In this paper, we present Hierarchically Semantic
Associating (HiSA) for VTG, where feature disentangle-
ment and cross-guided contrast are performed to deal with
intra-video entanglement and inter-video connection, respec-
tively. Concretely, the action and background factors are first
disentangled from video segments based on adjacent features.
Subsequently, a transformer-based fusion network is presented
to fuse the multimodal features in a common space. In addi-
tion, query-guided video contrast and video-guided query
contrast are leveraged to establish the inter-video connection,
where different cross-modal negative samples are weighted by
the similarities among corresponding paired samples from the
same modality.

Our key contributions can be summarized as follows:

1) We propose Hierarchically Semantic Associating (HiSA)
framework for VTG, which focuses on the intra-video
entanglement and inter-video connection to better align
video with language.

2) To the best of our knowledge, this is the first work
to apply feature disentanglement for VTG. Action and
background factors in the video segments are disentan-
gled, which alleviates the intra-video entanglement and
benefits subsequent interaction of video and language.

3) We present cross-guided contrast to establish the inter-
video connection, obtaining discriminative video and
query representations for location regression.

4) Extensive experiments on three benchmark datasets
demonstrate that our method can achieve the state-of-
the-art performance for the VTG task.

II. RELATED WORKS
A. Video Temporal Grounding

VTG methods can be roughly divided into three cate-
gories: (1) proposal-based methods, (2) proposal-free methods,
and (3) reinforcement learning-based methods. Proposal-based
methods [22], [23] follow the two-stage “proposal+matching”
paradigm, where a set of candidate proposals are generated
for a given video and then the most relevant time inter-
val is selected. CTRL [22] uses a dense sliding window
to produce activity proposals and proposes a Cross-modal
Temporal Regression Localizer to obtain alignment scores and
location regression results for candidate proposals. SAP [23]
proposes the Semantic Activity Proposal framework to inte-
grate semantic information into the proposal generation
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process. 2D-TAN [29] proposes to model the temporal rela-
tions between video candidates by a two-dimensional map,
where one dimension indicates the starting time of a moment
and the other indicates the end time.

One of the major limitations of proposal-based methods is
that it is computationally expensive to compare all the propos-
als with the language query. Therefore, numerous proposal-
free methods [24], [25], [30], [31] have been proposed to
treat VTG as a regression problem and directly predict the
time interval. ABLR [24] introduces a co-attention mechanism
for VTG and proposes Attention Based Location Regression
to regress the temporal coordinates of the language query
from attention weights or attended features. LGI [25] extracts
multiple semantic phrases from a language query and presents
Local Global Interactions to fuse multimodal information.
ACRM [32] proposes an Attentive Cross-modal Relevance
Matching model, which introduces an attention mechanism to
model the fine-grained interactions between the video frames
and the query words.

Reinforcement learning-based methods formulate VTG as a
sequential decision making problem. RWM [28] views VTG as
controlling an agent to read the description, to watch the video
as well as the current localization, and then to iteratively move
the temporal grounding boundaries to find the best match-
ing clip. SM-RL [33] proposes a recurrent neural network
based reinforcement learning model that selectively observes
a sequence of frames and associates the given sentence with
video content in a matching-based manner. TSP-PRL [34]
presents a Tree-Structured Policy based Progressive Reinforce-
ment Learning framework to sequentially regulate the temporal
boundary by an iterative refinement process.

Despite great progress, none of the existing methods consid-
ers the intra-video entanglement and inter-video connection,
which is essential to better align the video and language

query.

B. Disentangled Representation Learning

Disentangled representation learning [35], [36] aims to
model the factors of data variations, which can be applied
to various tasks such as image-to-image translation [37]-[40],
domain adaptation [41], and face recognition [42]. InfoGAN
[43] achieves disentanglement by maximizing the mutual
information between latent variables and input data. Other
works [44], [45] employ VAEs [46] for disentangle-
ment. Recently, S3VAE [47] is proposed to disentangle
time-invariant and time-varying representations for sequen-
tial data. However, S3VAE disentangles the instances in a
sequence independently and thus requires auxiliary super-
vision, e.g., optical flow, to guarantee disentanglement.
In addition, some self-supervised video representation learning
works [48], [49] also focus on learning action and background
features in a disentanglement way, which are achieved by
frame difference or relative speed perception.

Different from the methods discussed above, we disentangle
video segments into action factors and background factors by
employing our feature disentanglement network, where the
inductive bias is introduced by adjacent features to guarantee
the disentanglement.
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The framework of our proposed HiSA for VTG. Given video segment features and word-level query features extracted from pre-trained models,

we disentangle the video segment into action factors as well as background factors by feature disentanglement network and obtain segment-aware query
feature by LSTM and an attention network. The the transformer-based multimodal fusion network is then employed to generate fused video features, where
the time interval is regressed. Cross-guided contrast is performed to better align the video with the language query.

C. Contrastive Learning

Contrastive learning [50]-[52] has recently achieved suc-
cess in the self-supervised representation learning context.
MoCo [51] builds dynamic dictionaries for self-supervised
visual representation learning. SimCLR [52] systematically
studies the components of the framework, including the com-
position of data augmentations, non-linear projection head,
and batch size. In addition to self-supervised representation
learning, SupCon [53] shows that contrastive learning can also
boost the supervised classification performance. IVG-DCL
[26] introduces a dual contrastive learning approach for VTG
and is the work most closely related to our method. However,
IVG-DCL only performs contrastive learning within a video
and treats negative samples equally.

In contrast, our proposed cross-guided contrast for VTG is
superior in three aspects: (1) We generate negative samples
from instances in the minibatch, whose quantity is not limited
within a single video. (2) We perform contrastive learning for
both video and query representation learning. (3) We attach
different weights for negative samples.

III. PROPOSED METHOD

Given an untrimmed video V and a language query Q, I =
(%, t°) represents the time interval in the video corresponding
to the query, where ¢° is the start time and ¢ is the end time.
VTG aims to learn a model that can predict the time interval
I based on the untrimmed video V and language query Q:

0* = argmax E[log pg(I|V, O)1, (1)
0

where log pg(I|V, Q) is the likelihood function and @ is the
model parameter.

Figure 2 presents the framework of our proposed method.
Video segment features and text word features are first

extracted from pre-trained video and language models, respec-
tively. We then disentangle the video segments into action
factors and background factors, and obtain segment-aware
query representation by LSTM and an attention network. Next,
the features from these two modalities are fed into the fusion
network to generate the fused video segment feature, where the
time interval is regressed. In addition, cross-guided contrast
is performed to better align the video with the language
query.

In the following, we elaborate the main components of the
proposed method: (1) feature disentanglement, (2) segment-
aware query representation (3) multimodal fusion, (4) cross-
guided contrast, (5) overall loss function, and (6) inference.

A. Feature Disentanglement

The feature disentanglement network is shown in Figure 3.
Let X' € RWV*T (i = 1,2,---,N) represent the video
segment features extracted from the pre-trained video model,
where dy is the dimension of video segment features, 7 is the
number of segments per video, and N is the mini-batch size.
We first obtain the background features B' € RV*T (i =
1,2,---, N) based on adjacent segments by a background
encoder BE:

bl = BE(x!, x!), @)
where b!, xi, and xi/ are the 7-th segment feature of B, the
t-th segment feature of X', and the adjacent segment feature
of x}, respectively.

The action features A’ € R *T are then obtained by an
action encoder AE:

a; = AE(x}, b)), 3)

where a! is the 7-th segment feature of A’
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Fig. 3. Feature Disentanglement Network.

A decoder D is employed to reconstruct the video segment
features:

= D(a;',b")

= D(AE(x!, b)), b)), (4)

t’ - t'>

where ¥/ and J'Eﬁ/ are the reconstructed features of x! and its
adjacence xi,.

The reconstructed features are encouraged to be equal to
the original segment features and the feature disentanglement
loss L4 can be formulated as follows:

XL L
Lra=52 2 (ki =l + kg —Flh). )
i=1 t=1

It is notable that the inputs of our disentanglement network
are adjacent video segments and the learned background factor
is simultaneously employed to reconstruct the video segment
and its adjacence. The disentanglement is guaranteed by the
inductive bias introduced by adjacent segments, i.e., back-
ground factor is enforced to be shared by adjacent segments
and action factor is complementary to background one to

reconstruct the original video segment.

B. Segment-Aware Query Representation

For word-embedding features from the pre-trained language
model, we first employ a bi-directional LSTM to obtain the
word-level query feature W/ e R%*L (; = 1,2,---,N),
where dg is the feature dimension and L is the number of
words in a sentence. Specifically, the /-th query feature in a
sentence is obtained by concatenatlng the hic)lden states in the
forward and backward LSTMs, i.e, wl =[h;; hj] € Rée.

Following [32], [54], [55], we employ an attention net-
work to obtain the segment-aware query representation Q' €
R4%*T To be specific, the query feature at r-th position is
obtained by attaching different weights for word-level features
based on the video segment feature:

L
=> g}, (6)
=1
where 1;; is the normalized attention weight computed by the
exp(ri)

t-th disentangled segment feature, i.e, Ay = -
Zk 1 exp(rek)
and ry = w tanh(qul —i—Wv[a,, b d+b). Wy € Rdxdg
and Wy € Rdxde are the learnable embedding matrices for
different modalities, while wr is a trainable vector.
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Fig. 4. Multimodal Fusion Network.

C. Multimodal Fusion

Figure 4 illustrates our multimodal fusion network. We first
embed the concatenation of disentangled features, i.e., action
features A’ and background features B’, and query feature
Q' into a common space. We then multiply them element by
element to obtain the fused video features F':

ft WV ata b;] @ qu;» (7)

where fi ¢ (¢ =1,2,---,T) is the t-th segment feature of
Fi, W, € RdXZdV Wy € R4*d0 are learnable embedding
matrices for different modahtles, al and b! are the t-th action
and background features of the i-th video in the mini-batch,
and © represents the element-wise multiplication.

Transformer [56] have been shown to successfully capture
long-range dependencies for context modeling. Here, in order
to capture the contextual and temporal information of video
segments, we also adopt a transformer as follows:

S’ = TransEncoder(F' + PE), (8)

where TransEncoder and PE are referred to as the trans-
former encoder and fixed positional encodings, respectively.
St e RiAxT (i = 1,2,---, B) represents the final video
segment features.

In addition, a weighting vector is obtained using another
embedding matrix followed by a softmax function:

m' = softmax(W,S'), 9)

where Wy € R'*¢ is another learnable embedding matrix
and m' ¢ RT (i = 1,2,---,B) is the weighting vector
employed to aggregate the video segment features into a video
clip representation.

D. Cross-Guided Contrast

In order to precisely align the video with the query and
obtain discriminative features for location regression, we per-
form cross-guided contrast after the multimodal fusion. Specif-
ically, for the query-guided video contrast, the language query
is regarded as an anchor and the video clip corresponding
to the query is considered as a positive sample. Video clips
corresponding to other queries are negative samples and dif-
ferent weights are attached to negative samples based on the
similarities between queries. For video-guided query contrast,
the video clip, its corresponding query, and other queries are
selected as an anchor, a positive sample and negative samples,
respectively. And negative samples are likewise weighted
based on the similarities between video clips.

In this section, we first briefly introduce the basic form of
contrastive loss. Then, our query-guided video contrast and
video-guided query contrast are presented in detail.
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1) Contrastive Loss: Contrastive learning aims to learn data
representations by pulling an anchor closer towards a positive
example and pushing the anchor away from many negative
examples. Moreover, it can be viewed as a generalization of
triplet loss where many negative samples instead of one are
employed per anchor. Denote a as an anchor, p as a positive
example and n; (i = 1,2,---, K — 1) as negative examples.
The contrastive loss can be formulated as:

eS@.p)
L=-1

o) X 10
®o@n 1y KT @) (10)

where s(-, -) is a similarity function and K is the number of
contrastive samples per anchor.

For unsupervised contrastive learning [51], positive exam-
ples are generated with data augmentation, and negative
examples are randomly chosen from other examples in the
mini-batch. While, for supervised VTG task, where labels
are available during training process, we need to generalize
the self-supervised contrastive learning to supervised settings,
in order to fully leverage the label information.

2) Query-Guided Video Contrast: Let m e RT
@ = 12, , N) be segment masks obtained from the
ground-truth. m; (t = 1,2,---,T) is set to 1 if the 7-th

segment is located within the ground-truth time interval and
0 otherwise. The global representation of query ¢’ and video
clip v’ are obtained from the segment-aware query features Q°
and video segment features S’ pooled by the segment masks:

m; 0},

1
M~

1

-
Il

s gi
m;S;.

1
M ~

Y

.‘
Il
-

For video contrastive learning, we choose video clips cor-
responding to other queries as negative samples. As shown
in Eq.(10), vanilla contrastive loss treats all the negative
samples equally; this influences the representation learning as
the negative samples are likely to be semantically similar to
the anchor. We therefore attach different weights to negative
video samples based on the similarities between queries and
the query-guided video contrast loss can be defined as:

1 N

Accc_video = — N Z lo

= e 1 > i Wg', gF)es@ -’
(12)

[
eS@'vY)

where w(-, -) is the weighting function and N is the size of

X1Xx2

mini-batch. w(x 1, x2) = 1— is used in our paper.

. [xtll2llx2]]2. ,
In the extreme scenarios where two queries are semantically

equal, the corresponding video clip is not treated as a negative
sample.

3) Video-Guided Query Contrast: We further present
video-guided query contrast to obtain discriminative language
representation and the video-guided query contrast loss is

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 31, 2022

defined likewise:

i i
S

1 N
Eccﬁquery = - N Z 10g

=T st Z,I{\;H w(vi, vk)es'.ah)’

13)
The cross-guided contrast loss consists of two parts:

L:CC - »Ccc_video + ﬁcc_query“ (14)

E. Overall Loss Function

In addition to the feature disentanglement loss and
cross-guided contrast loss, a temporal weighting loss Ly
and a grounding loss Lg,4 are also adopted in our method
to align the time interval with the ground-truth. Specifically,
the temporal weighting loss makes the video segments within
ground-truth time interval with higher weighting values:

o .
2= 1y log(m;)
T ~i
Zt =1Mm;
where m;. and rh’] are the weighting vector and its ground-truth
counterpart as mentioned before. The grounding loss is defined
as the sum of smooth¢; distances between the normal-

ized ground-truth time interval ((#*,7¢) € [0, 1]) and our
prediction (#°, 1¢):

Ly = — , 5)

Lgrg = smoothl((7° — 1) + smooth¢y (7° — 1),  (16)

where smooth?1(x) = 0.5x2 if |x| < 1,and smooth{1(x) =
|x| — 0.5 otherwise.

In summary, four loss functions are employed for parameter
optimization, namely: temporal weighting loss L;,,, grounding
loss L4, feature disentanglement loss £ ¢4, and cross-guided
contrast loss L... The overall objective function can be for-
mulated as:

L= "Ly +a£grd+ﬁ£fd+y£cm (17)

where o, f, and y are the weighting coefficients for the
grounding loss, the feature disentanglement loss, and the
cross-guided contrast loss, respectively.

F. Inference

During the inference period, the video segment features
X extracted from the pre-trained model are first disentan-
gled into action factors and background factors by our fea-
ture disentanglement network. Subsequently, the disentangled
video action features A, video background features B, and
language query feature @ from the attention module are fed
into the multimodal fusion network to generate the fused
segment features S and the weighting vector m, as shown in
Equation (7), (8), and (9). The time interval is next regressed
based on the weighted video features v = Zthl m;S;.
It should be noted that the learned weighting vectors m from
the multimodal fusion module are used for inference, while
the weighting vectors /m obtained from the ground-truth are
directly employed to generate contrastive examples during
training.
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IV. EXPERIMENTS

In this section, the datasets and evaluation metrics are
first introduced in detail. We then present the implementation
details and the experimental results of our method com-
pared against other several state-of-the-art methods. Finally,
the ablation studies and qualitative results further prove the
effectiveness of our proposed approach.

A. Datasets

We evaluate the proposed method on three public
datasets: TACoS [57], Charades-STA [22], and ActivityNet
Captions [58].

1) TACoS: The TACoS dataset is built on the
MPII-Compositive dataset [59] and consists of 10,146,
4,589, and 4,083 instances for training, validation, and
testing, respectively.

2) Charades-STA: The Charades-STA dataset is built on the
Charades dataset for video temporal grounding. It contains
12,408 and 3,720 clip-language pairs for training and testing,
respectively. The average length of the language query, average
video duration and average number of activities per video are
8.6 words, 29.8 seconds, and 2.3 respectively.

3) ActivityNet Captions: The ActivityNet Captions dataset
contains 10,024, 4,926 and 5,044 videos for training,
validation, and testing, respectively. The average length of
language query and average number of activities per video
are 13.48 words and 3.65, respectively. We use the validation
set for evaluation since the testing set is not publicly available.

B. Evaluation Metrics

Following previous works, we report two metrics to mea-
sure the performance of video temporal grounding: Rank@1
IoU=n and mloU.

1) Rank@] IoU=n: Rank@]1 IoU=n is referred to as
the percentage of test samples whose Intersection over
Union (IoU) with ground-truth (GT) is higher than n. n =
{0.3,0.5, 0.7} are reported in our experiments.

mloU. mloU is the mean IoU over all test samples.

C. Implementation Details

1) Video Segment and Language Query Features: We use
pre-trained C3D [60], I3D [61], and C3D models to extract
video features for the TACoS, Charades-STA and ActivityNet
Captions datasets, respectively. Each video is uniformly sam-
pled into T = 128 segments and embedded into a dy x T
dimensional representation space by an embedding matrix.
Glove [62] is employed to extract the word features of the
language query. The dimensions of the video segment dy, the
language query dg, and the common space d are set to 1024,
512, and 512, respectively.

2) Optimization: Our approach is implemented with
PyTorch [63] and optimized by ADAM [64] optimizer with
a learning rate of 0.0004. The loss weights a, £, and y
are determined via grid-search and set to 1, 10, and 0.5,
respectively. In addition, we set the batch size N to 64.

3) Other Details: We use MLP as the background encoder
BE, the action encoder AE, and the decoder D in the feature
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disentanglement network. The number of stacked layers and
heads in transformer encoder are set to 1 and 8, respectively.
Cosine similarity is employed as the similarity function s(, -)
in cross-guided contrast.

D. Comparison With State-of-the-Art Methods

1) Compared Methods: We compare the proposed method
with several state-of-the-art methods. Among these methods,
CTRL [22], SAP [23], MLVI [65], MAN [66], SCDM [67],
and 2D-TAN [29] are proposal-based methods. SM-RL [33],
RWM [28], TripNet [27], and TSP-PRL [34] are reinforcement
learning-based methods. ABLR [24], GDP [30], VSLNet [68],
LGI [25], DRN [69], PMI-LOC [31], IVG-DCL [26], and
ACRM [32] are proposal-free methods. The details of different
methods are summarized below.

o« CTRL is a pioneering VTG work. It leverages sliding
window to obtain candidate clips of various lengths
and fuse the candidate representations with the sentence
representation by three operators (i.e.,add, multiply, and
fully-connected layer) to predict the alignment score.

o SAP proposes a Semantic Activity Proposal framework
that integrates the semantic information of sentence
queries into the proposal generation process to get dis-
criminative activity proposals. Visual and semantic infor-
mation are jointly utilized for proposal ranking and
refinement.

o« MLVI introduces a multilevel feature integration model
to fuse language and vision earlier and more tightly.

o« MAN presents a Moment Alignment Network where lan-
guage query is integrated as dynamic filters. In addition,
an iterative graph adjustment network is devised to model
moment-wise temporal relations.

« SCDM proposes a semantic conditioned dynamic mod-
ulation mechanism for VTG, where language query is
employed to modulate the temporal convolution opera-
tions for better correlating and composing the sentence
related video contents over time.

o 2D-TAN proposes to model the temporal relations
between video candidates by a two-dimensional map,
where one dimension indicates the starting time of a
moment and the other indicates the end time. The 2D
temporal map can cover diverse video moments with dif-
ferent lengths, while representing their adjacent relations.

o« SM-RL proposes a recurrent neural network based rein-
forcement learning model which selectively observes a
sequence of frames and associates the given sentence with
video content in a matching-based manner.

« RWM views VTG as controlling an agent to read the
description, to watch the video as well as the current
localization, and then to move the temporal grounding
boundaries iteratively to find the best matching clip.

o TripNet introduces an end-to-end reinforcement learning
framework that uses a gated-attention mechanism over
cross-modal features.

o TSP-PRL presents a Tree-Structured Policy based Pro-
gressive Reinforcement Learning framework to sequen-
tially regulate the temporal boundary by an iterative
refinement process.
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TABLE I
PERFORMANCE COMPARISIONS ON THE TACOS, CHARADES-STA, AND ACTIVITYNET CAPTIONS DATASETS

| TACoS | Charades-STA | ActivityNet Captions
Method Rank@1 Rank@1 Rank@1 Rank@1 Rank@1 Rank@1 Rank@1 Rank@1 Rank@1
IoU=0.3 IoU=0.5 IoU=0.7 mloU IoU=0.3 IoU=0.5 IoU=0.7 mloU IoU=0.3 IoU=0.5 IoU=0.7 mloU

CTRL 0.1832 0.1330 - - - 0.2363 0.0889 - 0.2870 0.1400 - 0.2054
SAP - 0.1824 - - - 0.2742 0.1336 - - - - -
MLVI - - - - 0.5470 0.3560 0.1580 - 0.4530 0.2770 0.1360 -
MAN - - - - - 0.4653 0.2272 - - - - -
SCDM 0.2611 0.2117 - - - 0.5444 0.3343 - 0.5480 0.3675 0.1986 -
2D-TAN 0.3729 0.2532 - - - - - - - - - -
SM-RL 0.2025 0.1595 - - - 0.2436 0.1117 - - - - -
TripNet - - - - 0.5133 0.3661 0.1450 - 0.4842 0.3219 0.1393 -
RWM - - - - - 0.3670 - - - 0.3690 - -
TSP-PRL - - - - - 0.4545 22475 - 0.5602 0.3882 - -
ABLR 0.1950 0.094 - - - - - 0.5567 0.3679 - 0.3699
DEBUG 0.2345 0.1172 - 0.1603 - - - - - - - -

GDP - - - - 0.5454 0.3947 0.1849 - 0.5617 0.3927 - 0.3980
VSLNet 0.2961 0.2427 0.2003 0.2411 0.7046 0.5419 0.3522 0.5002 0.6316 0.4322 0.2616 0.4319
LGI - - - - 0.7296 0.5946 0.3548 0.5138 0.5852 0.4151 0.2307 0.4113
DRN - 0.2317 - - - 0.5309 0.3175 - - 0.4545 0.2436 -
PMI-LOC - - - - 0.5548 0.3973 0.1927 - 0.5969 0.3828 0.1783 -
IVG-DCL 0.3884 0.2907 0.1905 0.2826 0.6763 0.5024 0.3288 0.4802 0.6322 0.4384 0.2710 0.4421
ACRM 0.5119 0.3879 0.2694 0.3742 0.7347 0.5753 0.3833 0.5301 - - - -

Ours ‘ 0.5331 0.4214 0.2932 0.3885 ‘ 0.7484 0.6110 0.3970 0.5357 ‘ 0.6458 0.4536 0.2768 0.4545

TABLE I

IMPORTANCE OF THE TRANSFORMER BASED MULTIMODAL FUSION ON THE TACOS, CHARADES-STA, AND ACTIVITYNET CAPTIONS DATASETS.
ENCODER AND PE ARE REFERRED TO AS TRANSFORMER ENCODER AND POSITIONAL ENCODING, RESPECTIVELY

| TACoS | Charades-STA | ActivityNet Captions
Method
etho Rank@1 Rank@1 Rank@] Rank@1 Rank@1 Rank@]1 Rank@1 Rank@1 Rank@]1
IoU=0.3 IoU=0.5 1IoU=0.7 mloU IoU=0.3 IoU=0.5 1IoU=0.7 mloU IoU=0.3 IoU=0.5 1IoU=0.7 mloU
Base Model 0.5111 0.3874 0.2604 0.3705 0.7296 0.5830 0.3804 0.5229 0.6205 0.4394 0.2552 0.4348
w/o Encoder | 0.4586 0.3489 0.2359 0.3364 0.7003 0.5016 0.3291 0.4936 0.5987 0.3979 0.2150 0.4103
w/o PE 0.4911 0.3697 0.2509 0.3562 0.7129 0.5347 0.3446 0.5072 0.6085 0.4079 0.2236 0.4255

o ABLR proposes a Attention Based Location Regression
model to directly regress the temporal coordinates
from the global attention outputs with a multi-modal
co-attention mechanism.

o GDP designs a novel bottom-up model: Graph-FPN with
Dense Predictions. It first generates a frame feature pyra-
mid to capture multi-level semantics, then utilizes graph
convolution to encode the plentiful scene relationships.

o VSLNet proposes a video span localizing network on
top of the standard span-based QA framework with
query-guided highlighting strategy.

o LGI introduces a sequential query attention module to
extract representations of multiple and distinct semantic
phrases from a text query. Then Local-Global video-text
Interaction algorithm is employed to model the relation-
ship between video segments and semantic phrases in
multiple levels.

o« DRN proposes a Dense Regression Network for VTG,
which provides a new perspective to leverage dense
supervision from the sparse annotations.

o PMI-LOC proposes pairwise modality interaction in both
the sequence and channel levels to better understand
video contents.

o IVG-DCL proposes interventional video grounding to
eliminate the spurious correlations between query and

video features based on causal inference. In addition,
a dual contrastive learning approach is employed to better
align the text and video.

« ACRM propose an Attentive Cross-modal Relevance
Matching model which introduces an attention mecha-
nism to model the interactions between the video frame
and query word features.

2) Performance Analysis: As shown in Table I, our
method achieves state-of-the-art performances on the TACoS,
Charades-STA, and ActivityNet Captions datasets. For exam-
ple, our proposed method can surpass the previous best
approach ACRM by 2.12%, 3.35%, 2.38%, and 1.43% in
terms of Rank@1 IoU=0.3, Rank@1 IoU=0.5, Rank@1
IoU=0.7, and mloU respectively on the TACoS dataset. The
results indicates the effectiveness of our feature disentangle-
ment, transformer based multimodal fusion, and cross-guided
contrast.

E. Ablation Studies

1) Importance of the Transformer Based Multimodal
Fusion: To evaluate the importance of the components of
our multimodal fusion network, we vary our base model in
two different ways. Specifically, w/o Encoder and w/o PE are
referred to as our multimodal fusion module with transformer
encoder or positional encodings removed, respectively.
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TABLE III

GAINS FROM FEATURE DISENTANGLEMENT ON THE TACOS, CHARADES-STA, AND ACTIVITYNET CAPTIONS DATASETS. X, @, AND b REPRESENT THE
ENTANGLED SEGMENT FEATURE, DISENTANGLED ACTION FEATURE, AND DISENTANGLED BACKGROUND FEATURE, RESPECTIVELY
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| TACoS | Charades-STA | ActivityNet Captions

Method

Rank@1 Rank@1 Rank@1 Rank@1 Rank@1 Rank@1 Rank@1 Rank@1 Rank@1

ToU=0.3 TIoU=0.5 TIoU=0.7 mloU ToU=0.3 1IoU=0.5 TIoU=0.7 mloU ToU=0.3 TIoU=0.5 TIoU=0.7 mloU
x 0.5111 0.3874 0.2604 0.3705 0.7296 0.5830 0.3804 0.5229 0.6205 0.4394 0.2552 0.4348
a 0.5216 0.3982 0.2797 0.3794 0.7321 0.5976 0.3917 0.5283 0.6294 0.4452 0.2624 0.4435
b 0.5129 0.3907 0.2759 0.3761 0.7306 0.5907 0.3864 0.5255 0.6270 0.4410 0.2596 0.4397
[a,b] 0.5221 0.4108 0.2802 0.3806 0.7363 0.6003 0.3954 0.5305 0.6351 0.4481 0.2667 0.4462

TABLE IV

CONTRIBUTION OF THE DIFFERENT CONTRAST LOSSES ON THE TACOS, CHARADES-STA, AND ACTIVITYNET CAPTIONS DATASETS. +L¢c pideo
+Lec_query> +Lcc, AND +Leon ARE REFERRED AS QUERY-GUIDED VIDEO CONTRAST, VIDEO-GUIDED QUERY CONTRAST, CROSS-GUIDED
CONTRAST, AND L. WITHOUT CROSS-GUIDED WEIGHTING, RESPECTIVELY

| TACoS | Charades-STA | ActivityNet Captions
Method
etho Rank@1 Rank@1 Rank@1 Rank@1 Rank@1 Rank@1 Rank@1 Rank@1 Rank@1
IoU=0.3 IoU=0.5 IoU=0.7 mloU IoU=0.3 IoU=0.5 1IoU=0.7 mloU IoU=0.3 IoU=0.5 IoU=0.7 mloU
Base Model 0.5221 0.4108 0.2802 0.3806 0.7363 0.6003 0.3954 0.5305 0.6351 0.4481 0.2667 0.4462
+Lece_video 0.5269 0.4119 0.2809 0.3824 0.7435 0.6019 0.3955 0.5321 0.6403 0.4526 0.2718 0.4512
+Lec_query 0.5256 0.4121 0.2834 0.3826 0.7422 0.6054 0.3895 0.5311 0.6394 0.4495 0.2688 0.4507
+Lee 0.5331 0.4214 0.2932 0.3885 0.7484 0.6110 0.3970 0.5357 0.6458 0.4536 0.2768 0.4545
+Lecon 0.5299 0.4141 0.2779 0.3848 0.7384 0.6032 0.3915 0.5312 0.6408 0.4537 0.2713 0.4496
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Fig. 5. Visualization of the disentangled action and background features using t-SNE on the TACoS dataset. Red and green points represent the disentangled

action and background features, respectively.

The changes in performance on the TACoS, Charades-STA,
and ActivityNet Captions datasets are presented in Table II.
We can observe that the grounding performance degrades com-
pared to the base model when the encoder or positional encod-
ings removed. This indicates that of our transformer-based
multimodal fusion method can effectively capture contextual
and temporal information.

2) Gains From the Feature Disentanglement: In order to
investigate the gains from our feature disentanglement net-
work, we conduct experiments using different video segment
features on the TACoS, Charades-STA, and ActivityNet Cap-
tions datasets. Four features are employed for comparison, i.e.,
entangled segment feature x, disentangled action feature a,
disentangled background feature b, and the concatenation of
disentangled features [a, b].

As shown in Table III, replacing the entangled segment
feature with the disentangled action feature can improve the
grounding performance by a large margin. It is notable that
background factors can also yield improvements. We attribute
this result to that action factors and background factors are
complementary and correspond to different parts of a language

query. The best performance is achieved when action factors
and background factors are used together.

3) Contribution of Cross-Guided Contrast: We next per-
form an ablation study to validate the contribution of our
contrast losses on the TACoS, Charades-STA, and ActivityNet
Captions datasets. Five variants of our model are trained in
this experiment: Base Model, +Lcc video» +Lcc_querys +Lecs
and +L.,,. Specifically, Base Model denotes that only the
temporal weighting loss £;,,, grounding loss Lg,4, and feature
disentanglement loss Ly4 are used for training. +Le¢c pideo
and +Lcc_guery represent the Base Model with addition of
query-guided video contrast loss and video-guided query loss,
respectively. +L.. is our full model where temporal weighting
loss L, grounding loss Lg-4, feature disentanglement loss
Lyrq, and cross-guided contrast loss L. are all employed
for training. In addition, +L,, is referred to as the addition
of contrast loss without cross-guided weighting, i.e., negative
samples are treated equally.

Table IV presents the experimental results. As can be seen
from the table, whether used independently or together, our
proposed query-guided video contrast and video-guided query
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11.8 (GT)

2.9

12.8 (Base Model)

12.3 (Ours)

person throw their clothes on to a nearby desk

person sits down on a chair

77 13.0

15.5 15 74—m8» 23.0(Base Model)

13.7 21.4 (Ours)

3.28

1.44

1.31 (GT?
10.25 (Base Model

11.15 (Ours)

a small boy is playing by himself and he stands on a large square tile
the boy gets off the tile and walks to another tile

3.1 8.07 13.66 32.92 (GT)
1.29 9.97 24.17(Base Model)
2.91 8.04 12.95 25.98 (Ours)

Fig. 6. The qualitative results of different models on Charades-STA and ActivityNet Captions datasets. GT is the ground-truth time interval. Ours represents
the proposed HiSA model and Base Model is refered to as HiSA without feature disentanglement and cross-guided contrast.

contrast bring about considerable improvements. In addition,
the last two rows of the table show that assigning differ-
ent weights for negative samples improves the grounding
performance. The results demonstrate the effectiveness of
our proposed cross-guided contrast, indicating that we have
achieved a better alignment of video and language query.

4) Performance of the Proposed Module on Other Video
Understanding Tasks: In order to investigate whether the
proposed method can boost other video understanding tasks,
we conduct experiments for a widely studied task called
weakly-supervised temporal action localization (WSTAL).
Specifically, given an untrimmed video, WSTAL aims to
simultaneously locate the time interval and recognize the
categories of pre-defined actions with only video-level action
labels available during training. We add the proposed feature
disentanglement module to ASL [70], which is one of the
state-of-the-art WSTAL methods.

Following the standard protocol on temporal action
localization, we evaluate the methods with mean Aver-
age Precision (mAP) under different Intersection-over-Union

TABLE V

PERFORMANCE COMPARISON OF THE WEAKLY-SUPERVISED TEMPORAL
ACTION LOCALIZATION TASK ON THE THUMOS 14 DATASET

mAP(%)@IoU AVG
Method ‘ 01 03 05 07 (0.1:0.9)
ASL 670 518 311 114 07| 322
ASL+FD | 69.5 550 338 127 07 | 342

(IoU) thresholds. Table V shows the performance on the
THUMOS14 [71] dataset. ASL+4FD can significantly outper-
form the baseline method with the addition of feature disen-
tanglement, which verifies the effectiveness of the proposed
method.

F. Qualitative Results

1) Visualization of the Disentangled Features: In order to
verify that different aspects of video segments can be captured
by the feature disentanglement network, we randomly sample
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videos and visualize the learned action and background factors
of video segments using t-SNE [72]. As shown in Figure 5,
the action and background factors are distinctly distributed
in the feature space, which indicates the effectiveness of the
proposed feature disentanglement approach.

2) Qualitative Examples of Different Models: Figure 6
demonstrates the qualitative results of different mod-
els. Our proposed model HiSA achieves more accurate
video temporal grounding than the Base Model without
feature-disentanglement and cross-guided contrast, which
demonstrates that our method can produce better alignment
between the video and language query.

V. CONCLUSION AND FUTURE WORK

In this paper, we propose Hierarchically Semantic Associ-
ating (HiSA) for video temporal grounding, which can better
align the video with language query by jointly considering the
intra-video entanglement and inter-video connection. Based on
adjacent segment features, we disentangle the video segment
into action factors and background factors, providing a novel
solution for better multimodal interaction. In addition, cross-
guided contrast is framed to establish inter-video connection.
State-of-the-art performances are achieved on the TACoS,
Charades-STA, and ActivityNet Captions datasets.

Existing fully-supervised VTG methods require accurate
annotations of temporal boundary, which is time-consuming
and expensive to obtain. In the future, we will explore to solve
the VTG problem under the weakly-supervised setting, where
only video and language pairs are available during training.
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