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ABSTRACT
It is difficult for users to express sentiment appropriately within lim-

ited characters in tweets. Emoji, these pictographic element, tend to

be used as a way to express sentiment due to its expressive richness.

Based on this reason, within the field of natural language process-

ing, studies focusing on text including emoji has attracted a lot of

attention. However, it is discovered that, in the case of a certain type

of emoji, in about 20 to 40 % tweets, the sentiments of tweets text

happen to be inconsistent with those of emoji. Convolution neu-

ral network (CNN) has been proved to be effective in natural lan-

guage processing tasks and has achieved remarkable performance

in sentence classification. In this work, we study how to use these

tweets whose sentiments are partially opposite to those of emoji as

training data of convolution neural network. In the evaluation, we

also discover the optimal training data set for identifying sentiment

of tweets following the distribution of sentiment in a real tweets

stream.
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1 INTRODUCTION
In recent years, SNS such as Twitter have become extremely pop-

ular. Many users of Twitter write subjective information on tweets.

However, there is a limit on the number of characters. Therefore it

is difficult for users to express sentiment appropriately. Emoji, these

pictographic element, tend to be used as a way to express sentiment

due to its expressive richness. Based on this reason, within the field
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of natural language processing, studies focused on text including

emoji has attracted a lot of attention.

Convolution neural network (CNN) has been proved to be effec-

tive for natural language processing tasks and has achieved remark-

able performance in sentence classification [9, 10, 22]. A simple but

effective model proposed by Kim [10] provides a strong demon-

stration of the benefit of using pre-trained word embeddings. In this

work, we study how to use tweets with emoji as training data for

sentiment analysis by CNN, which is a popular model of sentiment

analysis in natural language processing.

In the first part, when analyzing the tweets with emoji which

ought to express happy or angry, we find that there are roughly

about 20 to 40% tweets where sentiments of text and emoji are in-

consistent. It is a common phenomenon that the sentiments of emoji

and text are partially opposite. Considering the results of this anal-

ysis, we assume that tweets’ sentiments are consistent with those

of emoji except tweets with , where emoji’s sentiments are 40%

inconsistent with those of texts. At the second part of this paper,

tweets with emoji other than , which are supposed to be consis-

tent with sentiments of tweets’ texts with the probability of more

than 60%, as well as tweets that are manually judged to be neutral,

are used as training and testing data of the CNN model. In the last

part, tweets following the distribution of the sentiments in a real

tweets stream are used as testing data. We compare several varia-

tion of composing the training date of the CNN model, and discuss

which training data set and which model variant is optimal for iden-

tifying sentiment of tweets following the distribution of sentiment

in a real tweets stream.

We offer two main contributions: (1) The dataset presented by us

confirm that the signal provided by the presence of specific emojis

is strong enough to enable training of sentiment classification. (2)

We propose an approach to analyze sentiment on tweets by CNN

and evaluation on real-world Japanese tweets shows our approach

is effective.

2 SENTIMENT ANALYSIS OF TWEETS WITH
EMOJI

Emoji is supposed to be supplements for expressing sentiments, but

our initial survey of emoji on Japanese tweets reveals some intrigu-

ing cases where emoji express inconsistent sentiments. In order

for further analysis of emoji-sentiment relationship, we collected

Japanese tweets with emoji by Twitter Streaming API1 from No-

vember 3, 2016 to June 23, 2017. Then we sampled tweets with only

1 https://dev.twitter.com/streaming /overview/
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Table 1: Classification of Sentiments of Tweets with Emoji

one emoji ( , , or ) and found tweets with are much

more than the others. Therefore for tweets with only one emoji ,

we manually judged sentiments of tweets until 100 tweets which

text and emoji express consistent sentiment are found. For each

emoji , or , we manually judged sentiments for each class

until 50 tweets which text and emoji express consistent sentiment

are found2. The result shows that the following two situations hap-

pened:

1: Tweets text and emoji express consistent sentiment.
For example : 私はとても幸せです! (I feel very happy!)

2: Tweets text and emoji express inconsistent sentiment.
For example : 仕事を失った! (Lost my job! )

As shown in Table 1, ’s sentiments are especially inconsistent

with the sentiments expressed by the text of the tweets and tweets

with contains relatively high proportion of inconsistent tweets.

In order to find out why there is a inconsistent phenomenon, we

also manually examine the situations where twitter texts and emoji

express inconsistent sentiments. As shown in Table 2, four types of

situations occur: 1) The tweets’ texts express sentiment opposite to

those of emoji, 2) The tweets express no sentiment, 3) The tweets

are advertisement without sentiment, and 4) The tweets are not in

Japanese.

3 CNN FOR SENTENCE CLASSIFICATION
Kim [10] proposed a simple CNN model that gained much popular-

ity and the model proved to perform competitively well in English

sentence sentiment classification task (MR, SST, Subj, etc.) against

other classifier (RAE, MV-RNN, NBSVM, etc.). Considering this

success, in this paper, we apply it to our Japanese tweets’ sentiment

classification task. This model includes one convolutional layer, one

pooling layer and a fully connected layer.

3.1 Model Details
The model architecture is as shown in Figure 1. Firstly, a sentence

is converted to a sentence matrix. Let xi ∈ Rk be the i-th word

in the sentence with a k-dimensional word vector. If the length of

2 Throughout the paper, the manual annotation work was performed by a single an-
notator. Hence, as a future work, we are planning to re-pursue the manual annotation
work and to measure the agreement ratio of our data.

the given sentence is n, then the dimensionality of the input to the

network is n × k . In the convolutional layer, filtering matrices with

different width (number of words in a window) are applied to pro-

duce features. For example, a feature ci is obtained from a h-width

window of words xi :i+h−1 by:

ci = f (w · xi :i+h−1 + b ) (1)

where f is an activation function and b is a bias term. This process

is applied to all the filters and to sentences of different length. Thus,

a max-overtime pooling [3] function is applied to each feature map

to generate a fixed-length vector.

On the penultimate layer, dropout [20] is applied as a way of

regularization. This function randomly entails setting values in the

weight vector to 0 under some probability. After that, fixed-length

outputs produced from each feature map connects to a fully con-

nected softmax layer to generate final probability distribution of

each label. By minimizing the cross-entropy loss between training

labels and predicted ones, training of this CNN are completed. The

CNN automatically learns the values of filters, the bias of activa-

tion function, and the weight vector of the fully connected layer.

Additionally, in the CNN-non-static model, word vectors are fine-

tuned to each task. Optimization is performed using SGD and back-

propagation [19].

3.2 Hyperparameters
The architecture and parameter in Kim’s method [10] achieves ex-

cellent results on lots of benchmarks in English sentence classifica-

tion tasks. We evaluated the model with several Japanese test data

and discovered that it is equally effective. So we use the same ar-

chitecture in our evaluation. We use filters with windows size of

3, 4, 5 with 100 features maps each and ReLU activation func-

tion, dropout rate of 0.5, mini-batch size of 50, learning rate: 0.001,

number of epochs: 25 epochs. Finally, following Mandelbaum and

Shalev [13], we employ ADAM optimizer [11] and l2-loss with λ =

0.5 in the final layer.

3.3 Pre-trained Word Embeddings
Using word2vec vectors is a popular method of learning word em-

beddings from text and to some extent it can improve performance

in the classification task. We used a pre-trained word embeddings

from Japanese Wikipedia3. In the pre-training with text from Wikipedia,

the pre-training text was segmented into word sequence by MeCab

and then were trained by word2vec. Each word embedding have

dimensionality of 200. For words which do not have word embed-

dings, we initialized them randomly from -0.5 to 0.5 with a uniform

distribution.

3.4 Model Variations
Kim[10] experiments with four variants of the CNN model. How-

ever, the model with multichannel where one channel keeps static

and gradients are backpropagated only through the other channel

seems that it did not improve the results too much in his experiment.

So we decided to use the three variants of one channel. Moreover,

the same random seed is applied in this paper when changing the

model type.

3http://www.cl.ecei.tohoku.ac.jp/~m-suzuki/jawiki_vector/
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Table 2: Classification of Tweets Where Sentiments of Text and Emoji are Inconsistent

• CNN-random: The baseline model where embeddings of all

the words are randomly initialized and then modified during

training.

• CNN-static: This model used a pre-trained word embed-

dings learned from Japanese Wikipedia. Embeddings of all

the words including the unknown whose embeddings are ran-

domly initialized are kept static and only other parameters of

the model are trained.

• CNN-non-static : The same as the CNN-static model but the

pre-trained word embeddings are fine-tuned to each task.

4 EVALUATION WITH TWEETS
FOLLOWING UNIFORM SENTIMENT
DISTRIBUTION

This section studies the performance of classifier on tweets follow-

ing a uniform distribution. In this case, we use our implementa-

tion of the CNN model with the same amount of positive, negative

and neutral tweets as the training and the testing data to analyze

the sentiment of tweets. In order to compare with the CNN model,

LIBSVM [2] is applied to solve the same task.

4.1 Training
As mentioned above, tweets with contain the highest percentage

of tweets where the sentiments of text and emoji are inconsistent.

So, in order to obtain a better result, we decided not to use this

portion of tweets. (Although tweet with contain a relatively high

percentage of tweets where the sentiments of text and emoji are

inconsistent, since there are much fewer angry tweets than happy

tweets, we still decide to use this portion of tweets. )

Specifically, 3,000 tweets with , 3,000 tweets with or

are randomly selected from the collections. Furthermore, we ran-

domly selected 3,000 neutral tweets with manual analysis. On the

basis of the result that only a very small proportion of tweets ex-

press a sentiment that is opposite to those of emoji, we assume
that tweets’ sentiments are roughly consistent with those of emoji.
Therefore:
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Figure 1: Model Architecture with Two Channels for an Example Sentence

• Tweets with are considered as having positive sentiments.

• Tweets with or are considered as having negative sen-

timent.

• Tweets that are manually judged as having neutral sentiment

are considered as having neutral sentiment.

Each tweet is processed to eliminate URLs, user name (e.g. @xxx)
and emoji. Subsequently, these tweets are applied to Mecab4 to con-

verted into a morpheme sequence. Then we conducted 10-fold cross

validation on both CNN and SVM using preprocessed 9,000 tweets

mentioned above.

4.2 Result and Discussion
Results of the positive class, the negative class and the neutral class

are as shown respectively in Figure 2. According to the results in

Figure 2, CNN model performs remarkably better than SVM for all

the classes. But for the neutral class, neither CNN model nor SVM

are as good as they perform in other classes. Kim [10] reported that

the CNN-random model did not perform well. On the other hand,

CNN-static model and the CNN-non-static model gain great ben-

efit from the use of pre-trained word2vec. However, CNN-random

model performs slightly better than CNN-non-static model and the

CNN-static model in our experiment. To some extent, this result

reflects our survey that sentiments of some tweets’ text and emoji

are opposite, i.e., sarcastic. Thus, in the training data, tweets’ text

do not strictly express the same sentiment as emoji. But the pre-

trained word embeddings of Japanese Wikipedia is obtained from

real data and are consistent with real sentiment. Moreover, on this

dataset, one third of vocabularies can not be found in the pre-trained

word embeddings. This phenomenon is normal as there usually are

many marks in tweets. For this reason, the CNN-static model had

the worst performance compared with the CNN-random and the

CNN-non-static because the CNN-static model keeps the embed-

dings static during the training and can not learn from those tweets’

vocabularies.

4Morphological analysis tool Mecab : http://taku910.github.io/mecab/

But we can clearly find that there is indeed a difference between

these three classes and they can be well classified. We will use these

noisy tweets (assume that tweets’ sentiments are roughly consis-

tent with those of emoji) which can be easily collected to analyze

tweets’ sentiments in next section.

5 EVALUATION WITH TWEETS
FOLLOWING THE DISTRIBUTION OF
SENTIMENT IN A REAL TWEETS STREAM

In this section, we estimate ternary classifiers using the 9,000 bal-

anced tweets as the training data. With a view to real application,

a good performing classifier for real testing data is needed. Col-

lecting tweets with specific emoji is much easier than collecting

specific sentiment. So in this section, we used these 9,000 tweets

which have estimated sentiments as the training data to observe the

performance on tweets which follow a real sentiment distribution.

In addition, in order to discover the optimal training data set, we

examine a variety of combinations of these 9,000 tweets with es-

timated sentiment as the training data to compare the performance

of identifying specific sentiment of test data in a real tweet stream

with real sentiment.

5.1 Test Data
For the purpose of testing on the data which follow the real senti-

ment distribution, we randomly selected 1,000 tweets from January

19, 2017 to January 22, 2017 and judge the sentiment manually.

As a result, these tweets include 180 positive tweets, 45 negative

tweets and 775 neutral tweets. Neutral tweets have an overwhelm-

ing amount and negative tweets are less then five percent.

5.2 Result and Discussion
Evaluation results are shown in Figure 3. For the positive class, we

found that when recall is less than 0.15, the CNN models perform

better than SVM. However, when it comes to higher recall, SVM

has better performance. For the negative class, when recall is less

that 0.1, the CNN models perform better than SVM. The pre-trained
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(a) Result of positive class

(b) Result of negative class

(c) Result of neutral class

Figure 2: Evaluation with Tweets Following Uniform Distribution
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(a) Result of positive class

(b) Result of negative class

(c) Result of neutral class

Figure 3: Evaluation with Tweets following the Distribution of Sentiment in a Real Tweets Stream
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word embeddings contribute to improvements and CNN-non-static

model and CNN-static model performs better. For the neutral class,

CNN models perform much better than SVM, mostly due to the fact

that sufficient number of training samples for the neutral class are

available compared to the positive and negative classes5.

6 RELATED WORK
In most sentiment analysis research of tweets, as training data, they

usually collect roughly equal amount of positive and negative tweets

by using certain filters as well as with manual judgment. For fil-

tering, hashtag, emoji, named Entities, etc. are normally used. For

example, SemEval’s sentiment analysis in twitter task [9, 14–18],

which is a representative task group on sentiment analysis, mainly

focuses on high frequency named entities and how to collect equal

amount of positive and negative tweets. These works are based on

training machine-learning based sentiment analysis models utiliz-

ing collected tweets, but they build filters utilizing manually judged

tweets [15], and after filtering, they analyze sentiment manually.

In addition, Go et al. [8] collect tweets using specific queries and

create a tweets set for evaluation by selecting tweets including sen-

timent among them. Furthermore, Dong et al. [6] perform filter-

ing with testing data consisting of 25% negative, 25% positive,

and 50% neutral tweets. Similarly, Kouloumpis et al. [12] create a

tweets set for evaluation by manually collecting and judging tweets

including sentiment for specific topics.

As mentioned above, there are few studies on the approach to

evaluate a classifier by using tweets following the distribution of

sentiment in a real tweets stream. Therefore, this paper’s attempt

of identifying sentiments of tweets which follow the distribution of

sentiment in a real tweets stream is definitely novel.

When it comes to study on tweets including emoji, Eisner et

al. [7] propose a method which uses 6,000 training data with about

1,600 kinds of emoji to train emoji word embeddings (emoji2vec)

based on word embeddings trained by Google News. In Cham-

bers’s [1] work, they propose a method to identify political sen-

timent against nation states through tweets. Wang et al. [23] pro-

pose a method of classifying sentiment using the LSTM model and

tweets containing emoji as training data.

On the other hand, as a related study on analyzing sentiment of

tweets, considering the syntactic relationship between subjective

subjects and subjective words, Dong et al. [6] propose a method

to identify sentiment of tweets utilizing RNN. Xiang et al. [24] pro-

pose a method of applying SVM to tweets set which are divided

into topics by a topic model. Wang et al. [21] are working on tasks

to identify sentiments against more than one entities, where the sen-

timent against each entity is identified separately.

5 In the actual evaluation, we consider the following variations when developing the
training data: i) binary classifier trained with training samples of one class against
another class, ii) binary classifier trained with training samples of one class against
all the remaining classes, iii) ternary classifier trained with training samples of all the
three classes, and iv) whether or not excluding tweets with URLs. In the evaluation of
Figure 3, for each of CNN-random / CNN-non-static / CNN-static / SVM, we select
an optimal training data and show the optimal plot in Figure 3. By “optimal”, we mean
that the recall-precision curve of one model is located upper than that of the other
model. As a future work, we are planning to incorporate more objective and concrete
evaluation criteria such as AUC and F1 sores.

7 CONCLUSION AND FUTURE WORK
In this paper, we study how to use partially inconsistent tweets with

emoji as training data for sentiment analysis by the convolution neu-

ral network. When evaluating tweets following the uniform senti-

ment distribution, the CNN model performs remarkably well com-

pared to SVM for all the classes. However, for the neutral class,

both CNN model and SVM are not as good as they perform in other

classes. However, the CNN-random model performs slightly better

than the CNN-non-static model and the CNN-static model in our

experiment. To some extent, this result reflects our survey that sen-

timents of some tweets text and emoji are opposite, thus the training

data does not strictly express the same sentiment as emoji. In the fi-

nal part, when evaluating tweets following the distribution of senti-

ment in a real tweets stream, we examine a variety of combinations

of these 9,000 tweets according to their estimated as well as real

sentiment, so as to compare the performance and to discover the

optimal training data set for identifying sentiment of tweets follow-

ing the distribution of sentiment in a real tweets stream. The con-

clusion can be drawn, for identifying positive sentiment, when re-

call is less than 0.15, CNN-random models can achieve the optimal

performance. Otherwise, SVM performs best. For identifying neg-

ative sentiment, CNN-non-static model performs well. Moreover,

for identifying neutral tweets, CNN-non-static model achieved the

optimal performance.

Future work includes incorporating existing approaches to de-

tecting sarcastic sentences (e.g., [4, 5]) within our framework of

automatic collection of training data. Another future work includes

applying existing sentiment classification techniques (e.g., [25]) which

have been evaluated in Japanese sentiment classification task.
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