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Outline

- Emotion representations

» Multi-emotion detection from text

- Relevant emotion ranking using support vector machines (Zhou, Yang and
He, NAACL 2018)

- Interpretable neural network for relevant emotion ranking (Yang, Zhou and
He, EMNLP 2018)

 Emotion cause extraction from text
- Memory-network based approach (Gui et al., ENMLP 2017)



Emotion Representations




Emotion Representations

- Sentiment

- Positive, negative, neutral

- Multi-category emotion representations

- Multi-dimensional emotion representations



Emotion Analysis Tasks




Multi-Emotion Detection




Experience Project

Browse More Confessions

Post a Confession

All Confessions Authors’ self-

o categorisation
By Category - ©
- Embarrassing Confessions 33 Family Confessions A& Friend Confessions - Humor Confessions
@ Health Confessions ) Love Confessions “) Revenge Confessions §= School Confessions
@ Venting Confessions L., Work Confessions 3 : Off Topic Confessions Q Everything Else

@ Sex Confessions

By Reactions

o

- Funny Confessions O = Inspirational Confessions = Sad Confessions “ Angry Confessions

O

& Sympathetic Confessions

Readers’
reactions
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Experience Project...

Love Confessions Filter | Search

Most Popular Most Comments Most Recent

5 Imprinted

Jfrom Love confessions

| still hear your voice telling me you love me. | still hear you telling me what
to do, what not to do, what's best for me, as if i don't know any better.
And i still hear the awful names you called me, the yelling, the screaming.
How can the person who has helped me the most, be the same person
who has hurt me the most?l am who i am today (a better person)
because of my experience with you, which means you will always be
imprinted on my heart. | know time will make things easier, but right now, i
keep going through the why's and how's and what if's, and i know if you
were here you would tell me that I'm just using my emotions to distract
myself from studying for my test tomorrow. But as alw... [more]

By: ¢y Qb329 | Comments 0
React: yourock O teehee | |understand 3 somry, hugs 5 wow, just wow 7/

Jfrom Love confessions

| loved you since the day i layed eyes on you.i dream about you i think
about you everyday i see your face everywhere every word i hear is your
name i would do anything for you, my friends tease me because i love
you,i want you but you dont know i existi love you i love your eyes your
hair your smile and laughi want youi need youi love youi write your name
on a paper til my hands Kill mei could stare at your photo for hours and it
would seem like a secondi love you i wish you felt the same :{ ... [more]
By: Anonymous | Comments 0

React: yourock | teehee 2 |understand 3 sorry, hugs 4 wow, just wow 4



Confessions Filter | Search

Most Popular Most Comments Most Recent

from Love confessions

| loved you since the day i layed eyes on you.i dream about
you i think about you everyday i see your
face everywhere every word i hear is your name i would do
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Sina News

2-year-old baby found abandoned in garbage heap by his runaway mother and drug-
taking father

Recently, a netizen seek help for a 2-year-old baby who is alone at home unattended and
starving because of his runaway mother and drug-taking father. According to the
published pictures, the baby lives in a messy home with garbage everywhere. ......
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Touching Shock Amusement Sadness Curiosity Anger

Readers expressed different emotions with the majority showed “Sadness”
and “Anger”

Emotions receiving very few votes could be considered as irrelevant ones
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Chinese Blogs

My Daughter Experienced Injustice at School

Yesterday afternoon, my daughter came back from her school and told me
that she had an important issue to discuss with me. “The dinner ladies at
school always gave me much smaller portions of food compared to other kids.
Do they have race discrimination?”
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Related Work

- Lexicon-based approaches

- Emotional dictionaries constructed from training corpora of news articles

were used to predict the readers’ emotion of a new articles (Lei et al., 2014;
Rao et al., 2012)

- Use linguistic templates to predict reader’s emotions (Chang et al., 2015)

- Non-negative matrix factorisation with constraints derived from an
emotion lexicon (Wang and Pal, 2015)

- Learning-based approaches
- Variant of Latent Dirichlet Allocation (LDA) (Bao et al., 2012, He 2012)

A joint model to co-train a polarity classifier and an emotion classifier
(Gao et al., 2013)

A Multi-task Gaussian-process based classification (Beck et al., 2014)

Logistic regression model with emotion dependency (Quan et al., 2015)

Emotion distribution learning (zhou et al., 2016)
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Emotion Ranking FrameworK (zhou, Yang and He, NAACL 2018)

- Assuming a set of Temotions E = {eq, e,, ...,er} and a set of n
instances X = {xq, X5, ..., X}

- Each instance x; € R% is associated with a ranked list of its
relevant emotions R; € E and also a list of irrelevant emotions
R, € E —R;

- Relevant emotion ranking aims to learn a score function
g(x;) = [g1(x1), ..., gr(x;)] assigning a score g;(x;) to each
emotion e, t € {1, ...,T}

- Learn a threshold gg(x;) in order to differentiate between relevant and
irrelevant emotions

- Rank relevant emotions

16



Emotion Loss Function

- Assuming g are linear models, i.e.,
ge(x;) = wlxx;, t € {1,2, ..., TIU{BO}
where 0 denotes the threshold

 The loss function for the instance x; is defined as:
1
L(x;, R;, < = . —1
- where e; refers to the emotion belonging to the relevant emotion set
R; or the threshold O of instance x;

- e, refers to the emotion which is less relevant than e;
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Emotion Loss Function...

- (e, e¢) represents 4 types of emotion pairs:
* (relevant, relevant)
* (relevant, irrelevant)
* (relevant, threshold)
* (irrelevant, threshold)

- The normalisation term is used to balance the 4 types of
emotion pairs to avoid dominated terms by their respective set
Size

* l; ¢ is a modified 0-1 loss:

f
1, 9:(x;) < gs(x;)
1

ls = 3 Ergt(xi) > gs(x;)

\ 0, otherwise
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Emotion Loss Function...

» But l; 5 is non-convex and difficult to optimise, hence, a hinge loss
function is used instead:

1
L(xi'Ri’ <, g) — Z z norm, (1 + gs(xi) o gt(xi))+

e+tER;U{B} esE<et

where (u),= max{0, u}

- We also want to take into account the relationships between emotions,
e.g.,

- “joy” and “love” often co-occur, but “joy” and “anger” rarely co-exist

- The final loss function:
L(xi’Ri' < g)

1
_ Z Z morm (14 950) = 9e(e) + wis (W = W),

e+ER;U{B} eE<et
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Various Margins

_________________ ] 5 |
: .—> wi—» 91(X1) : | e —> wi—» gi(X,) :
—] | - . |
| .—> wz—» ga(X1) | | !_6'2]'_’ W go(Xn) |l |
| e : | | | —— |
| | X1 L6’3J|—> Wz —> 93()(1) < | eeeee | Xn | 6'3:_’ Wz > 93()(/7) DEEE |
| — > -— |
| Le4jl_> Wy > 94()(1) e : : : e4l_> Wy < 94()(/7) < |
J— — ]
l_ Co P Wo—P g@()(l) 1 | | o P Wo > Jo (Xn) < |
_______ T________J |_________v________J
margin (Xz) =min ( My 2,117 3,117 4,111 23,11 24,111 9,111 20 ,1119 3 ,17704) """ margin (Xn) =m1'17( mj ;31N 4M 6,102,113 ,17794)
\ 4
margin(learning system)=min(margin(x;),..,margin(x,))
h 4

max(margin(learning system))
—» (relevant, relevant) —» (relevant, irrelevant) — (relevant, threshold) — (threshold, irrelevant)
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Datasets

- Sina Social News — 5,586 news articles published between January 2014 and

July 2016. Each news articles comes with readers’ votes of their emotions.

» Ren-CECps corpus — 34,719 sentences selected from blogs in Chinese. Each
sentence was annotated with eight basic emotions together with intensity
from writer’s perspective.

Sina Social News Ren-CECps Corpus

Category
Touching
Shock
Amusement
Sadness
Curiosity
Anger

Total

#Votes
694,006
572,651
869,464
837,431
212,559

1,109,315

4,295,426

Category #Scores
Joy 1,349.6
Hate 6,103.9
Love 2,911.1
Sorrow 2,042.5
Surprise 3,873.9
Anger 7,832.1
Anxiety 5,006.4
Expect 610.4
Total 29,729.9

21



Emotion Relationships - Sina News
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Evaluation Criteria

Name Definition
PRO Loss s, % > el
et €R;U{O} esc<(er) *

l; . is a modified O-1 error;norm, .is the set size of label pair(t, s)
Hamming Loss " |RiAR;|
Ranking Loss | £ 37, (X, c.erotz Ole(®i) < go(2:)])/ (| Ril x [Ri])

where 4 is the indicator function.
One Error

D 5[’”‘%;?&3(%(1‘.'.) ¢ R;]

Average Precision

1 n 1

n 2ui=1 TRy X

( 22 [{es € Rilgs(z:) > ge(xi)})/(|{eslgs(z:) > ge(zi) })

t:CteR"

Coverage LN maxeecr, |{€s|gs(zi) > ge(zi)}|
Subset Accuracy | 13" | §[R; = R]]
F]-e.tam %Z?:l 2|R'i N ﬁil/(lR‘il + |'é1|)
T T T T
MicroF1 FIY. TP, FP,Y TN, Y FN,)
=1 =1 =1 t=1
T
MacroF1 LS FI(TP, FP,, TN, FN))
t=1
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Baselines

- Emotion Distribution Learning (EDL) (zhou et al., 2016) learns a
mapping function from texts to their emotion distributions
based on label distribution learning.

- EmoDetect (Wang and Pal, 2015) outputs the emotion
distribution based on a dimensionality reduction method using
non-negative matrix factorization
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Results = Sina News

Datasets | Evaluation Criterion Methods
RER | RERc | EDL | EmoDetect
PRO loss(l) 0.1992 | 0.1913 | 0.2596 0.2465
Hamming Loss(]) 0.2318 | 0.2277 | 0.2671 0.2696
Ranking Loss(]) 0.1477 | 0.1405 | 0.1689 0.1769
News One-error(]) 0.1579 | 0.1562 | 0.2115 0.1903
Average Precision(T) 0.8775 | 0.8789 | 0.8028 0.7865
Coverage(]) 2.1398 | 2.1316 | 2.1595 2.2348
Subset Accuracy(/) 0.1899 | 0.1822 | 0.2026 | 0.2243
F1ozam( 0.7062 | 0.7143 | 0.6503 0.6469
MicroF1(7) 0.7086 | 0.7171 | 0.6346 0.6375
MacroF1(71) 0.6244 | 0.6291 | 0.5641 0.5767
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Results - Blogs

. L Methods
Datasets | Evaluation Criterion
RER | RERc | EDL | EmoDetect
PRO loss(l) 0.2354 | 0.2321 | 0.2739 0.2912
Hamming Loss(/) 0.2054 | 0.2014 | 0.2102 0.2202
Ranking Loss(/]) 0.2137 | 0.2102 | 0.2589 0.2781
One-error(l.) 0.4556 | 0.4550 | 0.5227 0.5352
Blogs | Average Precision(T) 0.6749 | 0.6803 | 0.6411 0.5663
Coverage(]) 2.1269 | 2.1268 | 2.1699 2.8956
Subset Accuracy(l.) 0.1663 | 0.1663 | 0.2116 0.2321
Flezam(T) 0.5080 | 0.5114 | 0.4606 0.4650
MicroF1(71) 0.5093 | 0.5116 | 0.4620 0.4552
MacroFI1(71) 0.4102 | 0.4161 | 0.3923 0.3622
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Emotion Words

Anger Anxiety Expect Hate
4 A.(angry) E 14 (fear) #LAa(blessing) | ¥ K (hate)
T #& (rage) % *(lose) % #&(happy) J& P4 (hypocrisy)
3. 7% (complain) IRz (lonely) % 4F(fine) %y 1€ (hype)
P (criticize) Jx 77 (pressure) 8. (dream) F Bk (shameless)
#| % (interest) I 5F (reality) B @ (freedom) | F & (means)
3 A(discriminate) | & 4 (strange) B (long for) | & Z(silly)
%1 1k (stop) 3 % (heart) 4 2 (hope) R %7 (waste)
18 3T (accuse) J& & (pain) %2 3] (learn) # J& (behind)
M 1% (annoy) 8 % (imagine) 1% 4> (faith) AR (dirty)
7Bk (shameless) 1% E (hurt) K 2 (home) # 3 (lie)

Joy Love Sorrow Surprised

B A (happy) % M (beautiful) | I8J%(lonely) %¥ 41 (curious)
= 2% (joyful ) % i (love) B 7E (tears) 1% 1% (surprise)
AR A (friend) IR A (friend) % 1 (love) & 17 (shock)
5 (touching) % #&(happiness) | & % (solitude) | 1% (wonder)
3 (mood) ¥ ¥ (child) J& % (pain) 1% A (amazing)
3 B% (warm) 4 < (life) B (feeling) | # 4l (accident)
¥ % (enjoy) fB % (sunshine) | 4% % (hurt) 1% *F (fright)
>k 45 (excited) 22 8% (warmth) % #*(lose) 7 "F(scream)
44 3% (harvest) % 4> (miss) %4> (miss) T4 % (accidently)
% % (smile) =T % (lovely) 4 F(life) 1€ 5+ (amazed)
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Interpretable Neural Network for Emotion
Ranking




Goal

- Emotions might be evoked by hidden topics

+ Unveil the topical information to understand how the emotions are
evoked.

- A novel interpretable neural network approach for relevant
emotion ranking

- The neural network is initialized to make the hidden layer approximate
the behavior of topic models.

- A novel error function is defined to optimize the whole neural network
for relevant emotion ranking.
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Interprefable Neural Network for Relevant Emotion Ranking
(INN-RER) (Yang, Zhou and He, EMNLP 2018)

RER Label Information

1KL Loss

RER Data Set




Learning Process

- INN-RER initialisation

- The first two layers of the network are initialized based on the output of
the topic model

« Minimizing the Kullback-Leibler (KL) divergence between the topic
distribution produced by the topic model and the approximated
distribution learned by the first two layers of the NN

- INN-RER learning

« The whole network is learnt and fine-tuned based on the novel loss
function
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INN-RER Initialisation

Algorithm 1 Algorithm of INN-RER Initializa-
tion.

Input: :cg: Term frequency of text x;; 6,,: Topic
distribution of text x;
Output: Av, Aa: gradient approximation of ini-
tialization procedure

1: Initialize Av, A« as random values

2: for each text z; € G do

3:  for each iteration do

4: forq=1,....dh=1,...,Pdo

3: A’Uqh — A'vqh + Minit - (Hh —
fh(ph|vqh, ah)) . .17;1 + A A’Uqh

6: end for
7: forh=1.....Pdo
8: Aap, <+ Aoy + Ninit * (f}h —
fr(pr|vghs an)) + A - Aay,
0: end for
10:  end for
11: end for
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INN-RER learning

Error function

- 1
=Yy ) o (X (= (9 () = 95 () + 0es(9e () = 95’

=1 e:ER; esE<et

- where e, e; are two emotion labels, e, €< e; denote that e; is
less relevant than e;

- g¢(x;) — gs(x;) measures the difference between two emotion
outputs, e; and e, of a given text input x;

- The negation of the difference is to penalise the ith error term
more severely if the score of e¢; is much smaller than that of e,

- Wy IS the relationship between emotion e; and eg, calculated by
Pearson correlation coefficient
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INN-RER learning...

Algorithm 2 Algorithm of INN-RER Learning.

Input: z;: Term frequency of text z;; Av, Aa:
Parameters after initialization; L: emotion labels
Output: A predictable neural network INN-

RER.

1:

Initialize INN-RER network parameters from
Algorithm 1

2: for each text ; € GG do

3:
4:

6:
7:

for each iteration do
Forward compute output of INN-RER’s
score function g given z;.
Backward compute the gradient accord-
ing to g and L based on the relevant emo-
tion loss function with learning rate of
Miearn and penalty term A.

end for

end for
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Datasets

- Sina Social News (News) — 5,586 news articles, each with readers’ votes of
their emotions.

- Ren-CECps corpus (Blogs) — 34,719 sentences selected from blogs with each
annotated with eight basic emotions together with intensity from writer’s
perspective.

- SemEval - 1,250 news headlines with each headline manually scored in a
fine-grained valence scale of 0 to 100 across 6 emotions

Sina Social News Ren-CECps Corpus

Category #Votes Category #Scores Category #Scores
Touching 694,006 Joy 1,349.6 Anger 12,042
Shock 572,651 Hate 6,103.9 Disgust 7,634
Amusement 869,464 Love 29111 Fear 20,306
Sadness 837,431 Sorrow 2,042.5 Joy 23,613
Curiosity 212,559 Surprise 3,873.9 Sad 24,039
Anger 1,109,315 Anger 7,832.1 Surprise 21,495

Anxiety 5,006.4

Expect 610.4

Total 4,295,426 Total 29,729.9 Total 109,129



Experimental Setup

- For long text such as News and Blogs, Latent Dirichlet
Allocation (Blei et al., 2003) is employed for generating topic
distributions.

- For short texts in Semeval, bi-term topic model (BTM) (Cheng et
al., 2014) was used

- BTM is a variant of LDA which models the generation of bi-terms in the
whole corpus to alleviate the problem of sparsity.

- The topic number is set to 60 empirically.

- For each method, 10-fold cross validation is conducted.

37



Baselines

- Topic-model based
- Multi-label supervised topic model (MSTM) and Sentiment latent topic
model (SLTM) (Rao et al., 2014b) — variants of supervised topic models

- MSTM first generates a set of topics from words, and then samples emotions
from each topic.

« SLTM generates topics directly from emotions.

- Affective topic model (ATM) (Rao et al., 2014a) employs the exponential
distribution to generate ratings for each emotion.

- Discriminative approaches

- Emotion Distribution Learning (EDL) (zhou et al., 2016) learns a mapping
function from texts to their emotion distributions based on label
distribution learning.

- EmoDetect (Wang and Pal, 2015) outputs the emotion distribution based on
a dimensionality reduction method using non-negative matrix
factorization

* RER (zhou et al., 2018) predicts multiple emotions and their rankings from
text based on relevant emotion ranking using support vector machines.
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Emotion Ranking Results - News

Criteria
Category Method -
PL() HL{) RL{) OE{d) AP(T) Cov()) FI(T) MiFI(T) MaFI(T)
MSTM 0.3343 0.4065 0.3097 0.2123 0.6677 3.3202 0.5666 0.5853 0.5044
Topic model SLTM 0.3205 0.3639 0.2753 0.2008 0.7326 2.9863 0.6095 0.6429 0.4899
ATM 0.3192 0.3743 0.2507 0.1947 0.7490 29369 0.6127 0.6412 0.4885
EDL 0.2348 0.2510 0.1616 0.2243 0.8372 2.1940 0.6260 0.6454  0.5703
Discriminative | EmoDetect 0.2157 0.2575 0.1538 0.1627 0.8605 2.1761 0.6697 0.6739 0.5359
RER 0.2142 0.2498 0.1491 0.1513 0.8633 2.1989 0.6820 0.6919 0.6198
Our model INN-RER(-t) | 0.1998 0.2420 0.1393 0.1456 0.8715 2.1377 0.7116 0.7137 0.6242
INN-RER 0.1973 0.2312 0.1353 0.1331 0.8764 2.1339 0.7108 0.7161 0.6282
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Emotion Ranking Results - Blogs

Criteria
Category Method :
PL(}) HL{) RL{) OE{l) AP() Cov(l) FI(T) MiFI(T) MaFI(T)
MSTM 0.3567 0.4171 03030 04761 0.6046 3.7005 0.5236 0.4978  0.4758
Topic model SLT™M 0.3148 0.3769 0.2397 04598 0.6547 3.2513 0.5757 05865  0.5283
ATM 0.3493 0.3890 0.2885 0.4385 0.6278 3.4278 0.5105 0.5260  0.5026
EDL 0.3385 0.3916 0.2550 0.4206 0.6962 4.2491 0.5060 0.5396  0.4131
Discriminative | EmoDetect 03115 0.3848 0.2123 0.2880 0.7617 4.1650 0.5340 05492  0.4387
RER 0.3007 0.3657 0.2043 0.2728 0.7746 4.1638 0.5957 0.6084  0.5342
Our model INN-RER(-t) | 0.2868 0.3268 0.1993 0.2695 0.7706 3.9653 0.6132 0.6165  0.5069
INN-RER 0.2829 0.3209 0.1924 0.2626 0.7784 39418 0.6187 0.6225  0.5133
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Emotion Ranking Results - SemEval

Criteria
Category Method -
PL(}) HL() RL{) OE{) AP Cov(]) FI(T) MiFI(T) MaFI1(T)
MSTM 0.3524 03835 0.2796 0.3698 0.7653 3.1986 0.6962 0.7133  0.5854
Topic model SLTM 0.3155 0.3253 0.2370 0.3150 0.8052 2.9589 0.7056 0.7378  0.5889
ATM 0.3138 0.3276 0.2389 0.3767 0.8302 2.8976 0.7039 0.7402  0.5244
EDL 0.4130 04291 0.3401 0.3875 0.7345 3.3433 04002 04136  0.3813
Discriminative | EmoDetect 03176 0.3167 0.2411 0.2208 0.8241 3.0439 0.6275 0.6245  0.5385
RER 0.2907 0.3028 0.2389 0.2120 0.8302 29963 0.6839 0.6898  0.6283
Our model INN-RER(-t) | 0.3303 0.3056 0.2331 0.2388 0.8364 2.8773 0.7019 0.7118  0.5973
INN-RER 0.3194 0.3005 0.2302 0.2261 0.8379 2.8632 0.7081 0.7156  0.6023
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Top Topic Words

under Each Emotion — News

Touching Anger Amusement
Topic 1 Topic 2 Topic 1 Topic 2 Topic 1 Topic 2
H A (save) # 7 (teacher) % 4% (ruffian) A2 38 (sin) % #c(men and women) | P _E(network)
i fi’ﬁ(take care of) ¥ ¥ (hard) 34T (force) Wk £E A (suspect) F4E (hotel) B2 /8 (drunkenness)
% T (sacrifice) % 7K (fall into water) Zﬁﬂ(obscenity) #& 1 (imprisonment) IR % (service) # 2L 1% (procuratorate)
ﬁ’ (cure) %2 (youth) # (girl) T A (beat) %2 A (photo) i % (illegal)

o (life) 74 1 (state of an illness) F (murder) % 47 (hit) 1R % (call the police) 31 # (penalty)
%/\(older) B # (persist) kﬁk(cause) I—i’&(construction site) | %€ (authenticate) ﬂ % (investigate)
Rt (grateful) ## 2X (public) Jk & PIT (police station) %(trafﬁc police) £ 3 (defraud) ##L(get out of line)
& % (hospital) % #(traffic accident) AE % (commit a crime) | K37 (interview) M £ (internet) )'lé(cash)

B3l (moved) B3 (touching) 2T (death) & A (exposure) # & (divorce) %% (police officer)
Sadness Curiosity Shock
Topic 1 Topic 2 Topic 1 Topic 2 Topic 1 Topic 2
9’:&1 (disappear) ﬁ%(car accident) % K (parents) ¥ % (monitoring) &%) (rob) 7] (kitchen knife)
¥ (misfortune) My (thief) ¥ E (China) 434 (women) J #& (corpse) ﬂa—%(neck)

# (pass away) /»42(public security) 484R (marriage) A7 (spring festival) % 2 (emergency) JE (sever illness)

F (murder) ) A (watch) 1 & (health) & I'Z (hospital) i}u «l‘ZJ (scene) 4k (subway)

Z& 3E (crime) £ E(ldentify) % ¥ (women) %i(pregnancy) A (security) %fr Ii] (news)

i 2| (suffer) # (apologize) %% (young) Lt (morning) ﬁ (cure) 3¢ 2R (unexpectedly)
/n4 /ey (Public Security Bureau) o?»’(ff)(excite) 245 (marry up) 'f@ H (rescue) 4 (life) 4RAT (bank)

# #F (have an accident) ik (enforce the law) %t (men) A3 (in vain) #"é(examlne) 42 (compensate)
HAK (media) Jk 1 P (police station) | 4 (money) E K (like) K /& (family member) | 7 %% (consume)
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Top Topic Words under Each Emotion - Blogs

Joy Hate Love SOTTrow
#.)L(flower) NIk (lonely) % 3] (study) A 7% (corner)
%ﬁ@(ney year) @X‘} (face with) tL %% (competition) | # 2 (hope)

£ N (baby) 1 (heartless) Fr:3 (happy) X ¢ (heaven)
¥ % (enjoy) ﬁ #7 (again) B (feeling) H Z (lonely)
5’% & (happy) i3 %(emotion) '3 3% (mood) % (earthquake)
AR (wish) + (lose) . i# (full of) 1% 4 (mission)
£ X (baby) Hi?— A (temper) AL (culture) % M A (boyfriend)
Fr3 (joyful) & & (pain) 1E &= (production) | & FF (leave)
& (smile) %, 4 (entirely) F g (rich) Z 2 (helpless)
Anxiety Surprise Anger Expect
% F (house) # %L (rainbow) 2 IT (leave) # 2 (hope)
$648 (marriage) | db#&i8 (Hokkaido) | & 4&(divorce) £ (responsible)
%/ (husband) | & #X(sudden) 7% (helpless) 'ﬁ‘ P (women)
54 'Lﬁ(error) 1T (memory) A (law) 37 2 (Olympic)
1% (mood) %Lﬁ}h (gift) 4% 4T (bank) % #& (happiness)
Fﬁi(strange) it (miracle) i8 f&(morality) 4T 73 (action)
K 2 (family) ’}Eﬂ%(reputedly) % B (emotion) %71 (strive)
32 (on duty) | #F 4 (curious) A5 A% (sorrow) VA J& (later)
W (city) Z 7 (season) B 2 (self) ## (splendid)




Top Topic Words under Each Emotion — SemEval

Joy Anger Sad Disgust Fear Surprise
home | kill flu sex kill sue
heart attack cancer | immigr | danger | korea
game | violenc terror | scandal | iran blast
youtub | terror danger | porn dead north
movie | stop health | charg state fight
friend | fire kill insist fear war
sleep blast flood women | terror | nuclear
miss death crash | held global | shoot
award | condemn | end oirl attack | protest
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Emotion Cause Extraction




Motivation

Emotion cause Emotion expression

4 [

| lost my phone yesterdayj and | am|very sad inow.

Emotion expression Emotion cause

U J

| am so so sad|to hear thatl U.S. will quit the Paris Climate Agreement.

Detecting the cause of emotion is essential to social media analysis
and many commercial applications.
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Related Work

- Rule-based approaches:
» Rule-based Emotion Cause (Lee et al., 2010)

- Extended the rule-based approach by utilising the patterns and rules
related to cause expression (Gui et al., 2014; Li and Xu, 2014)

« OCC-model based Emotion Cause Detection(Gao et al., 2015)
- Low coverage

- Learning-based approaches:

- CRF-based Emotion Cause Detection (Ghazi et al., 2015)
* requires emotion cause and emotion keywords to be in the same sentence
« Multi-kernel based approach (Gui et al. 2016)

« Convert emotion cause detection to tree classification task
- Two variants of Tree-Kernel SVMs were used

» Heavily depends on accurate dependency trees and cannot extract phrase-
level emotion causes.
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Frame Emotion Cause Detection as QA
(Gui et al. EMNLP 2017)

Emotion Cause Detection is analogue to Question Answering:
- Emotional Text as Reading Text
« Emotional words as Question

- Emotion cause as Answer

|

|

€

|

|

|
Will “I lost my |
phone yesterday” :
|

|

|

A story:
I lost my phone

i Yes!
vesterday, I feel [!| causes the emotion
so sad now. “sad” ?
Reading Question Answering



Memory Network (Memnet)

To model the process of question answering, the Memory
Networks (sukhbaatar et al. 2015) is used as the base model

Word embedding [ l Weighted Sum
O O 1O O O O
\ cleleNeReNe a 8
O O O O O ©
1 9B QB AE Attention g H
a
059888888 ©@ 0 0 @ 0 oO— Sum
fwi} O 0 0000 Softmax

Prediction

—@0000—
GGGCO
GOGCO
(e[0/0/0[0)

Q ©
Q1
Word embedding §

Inner Product Word embedding

Emotion E

(elelele]e);

The memory network can better model the relation between an emotion
word and its emotion causes in complex sentence structures.

Since a memory network models the emotion cause at a fine-grained level,
each word has a corresponding weight to measure its importance in this tash9



Memory Network (Memnet)

The basic model can be extended to deep architecture consisting
of multiple layers to handle L hop operations.

Prediction
O O O O O O H0p3
m

Clause (3 3 (¢ 39 oo oo Hop 2
twij .::. 's i
|
C OO0 000
T omomomomoEo Hop 1
|
The network is stacked: Emotion E @

* Forhop i, the query is the prediction vector of the previous hop and the
prediction vector is fed into next hop;

 The output vector is at the top of the network. It is a softmax function on
the prediction vector from hop L.

Problem: Does not capture the sequential information in context which is

important in emotion cause extraction. 50



Convolutional Memory Network (Conv-Memnet)

5 Weighted S
Word embedding - eighted Sum

88
. ~ AN
86668688 T
OR Q[ A %)“ o Attention \\\ /
Clause [y 0 (8 2) § § ©CoOo e0 &— @— Prediction
fwi} 0B dob Softmax. Sum

l

3 é Previous slot

Word embeddi 88 Current slot
ore Embe lng 8 @ 5 Following slot

Inner Product ° Word embedding

U

Emotion E {O

O

Q
@

To capture context information for clauses, a new architecture contains
more memory slot to model the context with a convolutional operation.

We set the size of the convolutional kernel to 3. That is, the weight of word
considers both the previous word and the following word by a convolutional

operation 3
m; = Z €i—2+44 " E
=1 51



Convolutional Memory Network (Conv-Memnet)

Prediction

* For the first layer, the query is

Hop 3 an embedding of the emotion
Bl word
e oo :J:]: In thg next layer., ther.e are
fwil cmmomoe Hop2 || three input queries. Since the
Cooood ) previous layer has three
S w— ﬂfﬁ outputs, we need to re-define
| S .
Oy o+t the WElghtS

Hop 1
SR e e Sa e
COoO OO O30

* Inthe last layer, the three
Emotion E

prediction vectors generate the
final answer.
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Experimental Setup

- A simplified Chinese emotion cause corpus (Guiet al., 2016)

« The corpus contains 2,105 documents from SINA city news.

- Each document has only one emotion label and one or more emotion

causes.

Item Number
Documents 2. 105
Clauses 11,799
Emotion Causes 2167
Documents with 1 emotion 2046
Documents with 2 emotions 56
Documents with 3 emotions 3

Table 1: Details of the dataset.

P = ZCDI’I’ECt CAUSES 1

R_

F =

N meposed causes L

Zcom&ct causes 1

B Zannotated causes 1
B 2x Px R

P+ R
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Baselines

- RB (Rule based method): The rule-based method (Lee et al., 2010)

- CB (Common-sense based method): Chinese Emotion Cognition
Lexicon (xu et al., 2013) as the common-sense knowledge base

- RB+CB+ML (Machine learning method trained from rule-based

features and facts from a common-sense knowledge base):
(Chen et al., 2010)

- SVM: A SVM classifier using the unigram, bigram and trigram
features

- Word2vec: A SVM classifier using word representations learned
by Word2vec (Mmikolov et al., 2013) as features

« CNN: The convolutional neural network for sentence
classification (kim, 2014)

- Multi-kernel: A multi-kernel based method (Gui et al., 2016)
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Results

CB
RB+CB+ML
CNN
Multi-Kernel
Memnet

ConvMS-
Memnet

0.6747
0.2672
0.5921
0.6215
0.6588
0.5922
0.7076

0.4287
0.7130
0.5307
0.5944
0.6927
0.6354
0.6838

0.5243
0.3887
0.5597
0.6076
0.6752
0.6131
0.6955
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Results...

Method Precision Recall F1
RB 0.6747 0.4287 0.5243
CB 0.2672 0.7130 0.3887
RB+CB+ML 0.5921 0.5307 0.5597
CNN 0.6215 0.5944 0.6076
Multi-Kernel 0.6588 0.6927 0.6752
Memnet 0.5922 0.6354 0.6131
ConvMS- 0.7076 0.6838 0.6955

Memnet

The rule based RB gives fairly high precision but with low recall.



Results...

0.6747 0.4287 0.5243

@ 0.2672 0.7130 0.3887 >
RB+CB+ML  0.5921 0.5307 0.5597
CNN 0.6215 0.5944 0.6076
Multi-Kernel  0.6588 0.6927 0.6752
Memnet 0.5922 0.6354 0.6131
ConvMS- 0.7076 0.6838 0.6955

Memnet

The common-sense based method, achieves the highest recall. Yet,
its precision is the worst.
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Results...

0.6747 0.4287 0.5243
CB 0.2672 0.7130 0.3887
RB+CB+ML 0.5921 0.5307 0.5597
CNN 0.6215 0.5944 0.6076
Multi-Kernel  0.6588 0.6927 0.6752_>
Memnet 0.5922 0.6354 0.6131
ConvMS- 0.7076 0.6838 0.6955
Memnet

The multi-kernel method gives the best results among the baselines because
it considers context information in a structured way.

The syntactic structure information is important for the emotion cause
extraction. 58



Results...

0.6747 0.4287 0.5243
CB 0.2672 0.7130 0.3887
RB+CB+ML 0.5921 0.5307 0.5597
<__CNN 0.6215 0.5944 0.6076 >
Multi-Kernel 0.6588 0.6927 0.6752
< Memnet 0.5922 0.6354 0.6131 >
ConvMS- 0.7076 0.6838 0.6955
Memnet

Applying CNN or Memnet directly for emotion cause extraction outperforms
all the baselines except the multi-kernel method.
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Results...

0.6747 0.4287 0.5243
CB 0.2672 0.7130 0.3887
RB+CB+ML  0.5921 0.5307 0.5597
CNN 0.6215 0.5944 0.6076
Multi-Kernel ~ 0.6588 0.6927 0.6752
Memnet 0.5922 0.6354 0.6131
ﬂ; 0.7076 0.6838

0.6955

ConvMS-Memnet outperforms the previous best-performing method, multi-
kernel, by 3.01% in F-measure.

It shows that by effectively capturing context information, ConvMS-Memnet

identifies the emotion cause better.
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Results - No. of Hops

__ WMethod | _Precision | _Recall | _F1__

HOP 1 0.6597 0.6444 0.6520
HOP 2 0.6877 0.6718 0.6796
HOP 3 0.7076 0.6838 0.6955
HOP 4 0.6882 0.6722 0.6801
HOP 5 0.6763 0.6606 0.6683
HOP 6 0.6664 0.6509 0.6585
HOP 7 0.6483 0.6333 0.6407
HOP 8 0.6261 0.6116 0.6187
HOP 9 0.6161 0.6109 0.6089

Hop 3 gives the best results.

Further increasing the number of hops results in the decreased performance

due to overfitting.
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Word-Level Attention Weights

- Word-level attention weights in different hops of memory
network training:

The family's insistence makes people more touched.

previous slot current slot following slot
2K Nfamily /s IXFF/insisting
/s XHf/insistence | F/more
UX¥f/insisting | H/more 1f/makes

¥ /more 1E/makes N/people
1f/makes Npeople &%) ftouched

Hop 1
0.1298
0.1706

0.0327
0.1579

Hop2 | Hop3 | Hop4 | Hop 5

03165 0.1781 0.2947 0.1472
0.2619

0.3070 | 0.0720 | 0.0553 | 0.0145
0.0139 | 0.0001 | 0.0001 | 0.0000
0.0965 | 0.0145 | 0.0080 | 0.0008

* Inthe first two hops, the highest attention weights centered on the word

“more”.

* From the third hop onwards, the highest attention weight moves to the
word “insistence”
 The model is effective in identifying the most important keyword related

to the emotion cause.
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Results — Word Level

- To evaluate the quality of keywords extracted by memory

networks, a new metric is defined on the keyword level for
emotion cause extraction.

- The keyword is defined as the word having the highest attention weight
in the identified clause.

- If the keywords extracted by our algorithm is located within the boundary
of annotation, it is treated as correct.

Method P R F
Memnet 0.5688 | 0.5588 | 0.5635
ConvMS-Memnet | L6250 | 0.6140 | 0.6195

Comparison of word level emotion cause extraction.
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Results - Training Epochs

45K , WFEREILFRMBNEZ 402 <, EWNEIXRT , XTMETES
AR,

(45 days, it is long time for the parents who lost their baby. If the baby
comes back home, they would be so happy this Spring Festival. )

Clause S Epochs | 10 Epochs | 15 Epochs | 20 Epochs
45 Days 0.0018 0.0002 0.0000 0.0000
it is ... baby 0.3546 0.6778 0.5457 0.3254
If the ... back home 0.7627 0.7946 0.8092 0.9626
they ... Spring Festival 0.2060 0.0217 0.0004 0.0006

 The table shows the probability of each clause containing an emotion
cause in different training epochs.

* The modelis able to detect the correct clause with only 5 epochs.

 With the increasing number of training epochs, the probability associated
with the correct clause increases further while the probabilities of
incorrect clauses decrease generally.
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Limitations

- The model has a difficulty in dealing with complex sentence
structures, e.g.,

- Sentences contain long distance dependency relations, such as negations
or emotion transitions

- The answer generated from the model is simply “yes” or “no”

* This is partly due to the small size of the annotated corpus which makes
it difficult to train a model that can output answers in full sentences.
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Conclusions

- Multi-emotion detection from text framed as an emotion
ranking problem
- Relevant emotion ranking using support vector machines

- Interpretable neural network for relevant emotion ranking

 Emotion cause extraction from text

- Memory-network based approach
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