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Introduction

Visual Question Generation (VQG ) is the task of generating  
natural questions given an image.
Challenges in constructing a VQG 
system:
► Capturing various concepts in 

images.
► Relevance of generated questions to 

the image.
► Many-to-one mapping between the 

image and generated  questions 
since multiple questions are 
possible for an image.

► Avoid questions which invoke 
generic answers like "yes" / "I  don’t 
know".
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Contributions

► Weaken supervision by removing the need for answers.
► Variational training using a single combined latent 

space for image and category by maximizing mutual 
information.

► Category consistency using cyclic training in two disjoint 
steps.

► Center loss for category-wise clustering.
► Hyper-prior on latent space for encapsulation of 

independent  features.
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Training Framework
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Figure 1: C3VQG Training



Inference Framework
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Figure 2: C3VQG Inference
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► Helps distinguish inter-category latent features by 
enforcing clustering.

► Centers are obtained by averaging the features of the 
corresponding classes updated based on mini-batches 
instead of the entire training data due to computational 
time constraints

► Update of these centers are scaled by a constant (< 1) to 
avoid sudden fluctuations. 

Center Loss



Hyper-prior
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► A hyper-prior on learning the inverse variance of the 
variational latent prior 

► Helps to capture intrinsically independent visual features 
within the combined latent space. 

► This helps us in generating more diverse questions.



Experimental Results - Qualitative Generations
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Figure 3: Question generated for each image from multiple 
answer  categories using our approach.



Experimental Results - Qualitative Generations

* 1 , Anish Madan* 1 , Sarthak Bhagat* 1 , Yi Yu2 , Rajiv Ratn Shah1C3VQG Shagun Uppal

Figure 4: Qualitative results for C3VQG and Krishna et. al1 
without answers. 

1Krishna, Bernstein, and Fei-Fei, “Information Maximizing Visual Question  Generation”.



Quantitative Results
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We evaluate the efficacy of our approach using a set of 
evaluation metrics.

► Language Modelling Metrics: BLEU, METEOR, CIDEr, 
ROUGE-L

► Diversity Based Metrics
► Relevance Based Metrics (Crowd Sourced Metrics)



Experimental Results - Quantitative metrics
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Thank You !

For more details, please check our paper:
C3VQG: Category Consistent Cyclic Visual Question 
Generation
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