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What would have happened if we had done A instead of B?
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Treatment B
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Example: Public Policy

What types of restrictions should a country adopt for COVID-19?

@ We observe the response to
Country a :

What would happen under
a stay-at-home order?

ﬁ x What would happen under
a full shut down?




Potential Outcomes in Panel Data

How would respond at time t to treatment a?

y

t=1 t=2 t=23 t=T-—2 t=T-1 t=T
_ : stay-at- stay-at- mask mask i
Unit 1 et home home mandate mandate nothing

Unit 2



Common Assumption

SUTVA: Treatment of one unit

does not affect outcome of another - no spillover.

Treatment B Treatment B Treatment B
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Are the outcomes for Bob the same in both cases?

+

Not if there is spillover!



Example: COVID-19 Policies

Whether a person is infected depends on who they live with.




Example: Amazon Product Ranking

Whether an item is purchased depends on what else is shown.
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Search result #1 vs #2:

How do other products’
discounts affect sale of ww?



Potential Outcomes Under Spillover

How would in graph G respond at time t to treatments a?
(a)
Y,

Model spillover as network interference:

(j,i) € € = unitj's treatment affects uniti’s outcome
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Network Synthetic Interventions (NSI)

How would in graph G respond at time t to treatments a?
(a)
Y,

Simple procedure that provides point estimate and confidence interval
Formal results: guarantee consistency & asymptotic normality under LF model
Two validity tests: check important assumption

Experiment design guarantees 0 (poly(d)/&*) samples



Estimator: NSI

Network Synthetic Interventions



Setting: Panel Data
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Setting: Panel Data
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Step 1: Identity Donors for Unit n
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Step 1: Identity Donors for Unit n

training period 7

training period T3, prediction period T,

prediction period T,

ighborhood of n

Y Y
Treatment matrix A Counterfactual matrix AP"



Step 1: Identity Donors for Unit n

training treatments CF treatments

unit n's
neighborhood

donor’s
neighborhood




Step 2: Construct Estimate and Cls

Run PCR on training observations to obtain {&;} .
JeEDonors

ﬁE\tha) = z a@; - (observation of unit j at time t)

jeDonors

= &1‘ -+ &2 -+ &3’ (See paper for
l

confidence interval)

unit n Y
n's donors



Intuition

n's donors

Main idea: Potential outcome of n can be written as a linear combination of
the donors’ potential outcomes.

Example:

sale of designer  _ sale of n sale of sale of summer
sunglasses sunscreen sunhats sports equipment



Formal Results



Model

How would unit 7 in graph G respond at time t to treatment a?

Y€)=<u Wi )+ Z <uj , We >+noise

JE
Potential Potential outcome if
— + Network effects
outcome no network effects




Theoretical Guarantees

Under latent-factor model,
1. NSI produces consistent point estimates.

2. NSI estimates are asymptotically normal.

So, why is this problem hard?

Key enabling assumption: subspace inclusion
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Do this assumption typically hold?

Not always.

Subspace inclusion assumption: Training treatments are rich
enough s.t. we can infer spillover effects from training data.

unit n

\ )
|

neighborhood N (n)

treatments




Experiment Design



Step 1: Connect each unit to its Step 2: Color G’ such that no
two-hop neighbors to get §'. adjacent units in G' share a color.




Step 3: For the first T’ steps, assign 1 to
orange units and 0O to all others




Step 4: For the first T' steps, assign 1 to
blue units and O to all others




Step 5: For the first T’ steps, assign 1 to
units and O to all others




Step 6: For the first T' steps, assign 1 to
red units and O to all others




Sample complexity

Lemma. Proposed experiment requires 0(d?) training samples.

T

degree of graph

Proposition (informal). Under Gaussian latent factors, consistency and
asymptotic normality hold with O (poly(d)/e*) samples.

Significantly better than 0(29) samples required without latent factor
model or experiment design.



Summary

lover is common. We model as

Sp

NSI produces point estimates and confidence interval.

Using a latent-factor model & some assumptions, NSl is shown to give
consistent, asymptotically normal estimates.

We provide two validity tests.
We provide experiment design that has low sample complexity.

Future work: Interventions on graph, test on real data.



Thank you!



