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A word about the Webinar

) Webinar Purpose
**Present SliceNet WP3 on 5G slice friendly Infrastructure
+*Disseminations of SliceNet Technical Achievements and Innovations

J Navid Nikaein —
*#Professor, Communication System, Eurecom EUREQM
“*Coordinator of Mosaic5G.io initiative p ’0‘ (7
. , OPEN AIR
“*Board member of OpenAirinterface.org MOSA.CEE = Tekrace

“*Eurecom Representative in SliceNet




Agenda

ISliceNet and its 5G infrastructure Objective
JRequirements & Challenges

ITechnical Approach for Design & Prototyping
Technical Achievements

IMajor Innovations

JIndustry Vertical Applications

JQ&A, References




Acronyms

JAPI: Application Programming
Interface

LJCN: Core Networks
ICP: Control Plane
JE2E: End-to-End
J1oT: Internet of Things

JP&P: Plug-and-Play

JQoS: Quality-of-Service

JQoE: Quality-of-Experience
JRAN: Radio Access Networks
ISDK: Software Development Kit
(JUP: User Plane

JUPF: User Plane Function

IMEC: Multi-access Edge Computing
IMTC: Machine Type Communication
JOVS: Open Virtual Switching

IxApp: network Control Apps




SliceNet

(JProject Objectives

(JOne-stop API’ 5G slice management framework

for vertical businesses |

(JEnable extensible, E2E slice FCAPS management
across multiple planes and operator domains

Establish cognitive, agile Q0E management of
slices for service assurance of vertical businesses

(JCross-plane slice-friendly

JToday Focus

+*5G Integrated Multi Domain Slicing Friendly
Infrastructure




Objective of this work

Establish ince-friendIy cross-domain physical and virtual

network infrastructure layers and provide an execution foundation
for the upper layers

I Design and prototyping of a for
supporting network slicing in the RAN, Edge, and CN segments

Design and prototyping of a slicing-friendly 5G Infrastructure
in RAN and CN tailored to different use-cases
**E.g. e-Health




Requirements and Challenges

JRAN-EDGE-CN Slicing

*»Different levels of isolation and sharing in terms of resources, processing, and states
**Slice orchestration over RAN-EDGE-CN infrastructure

JCustomized deployments tailored to different use-cases

*»eHealth: Ultra-high data rates and low-latency communication, along with a
reliable broadband access to guarantee QoS/QoE requirements.

“*Smart Grid: high availability, reliability and ultra low-latency communication
capability from the infrastructure that is typically provided by the dedicated
communication network managed by the vertical.

“*Smart City: support the vertical’s capabilities to access specific communication
services and application, covered by the massive MTC in loT areas (with tens or
even hundreds of thousands of lighting devices in place).




Technical Approach for Design and Prototyping

JRAN-EDGE-CN infrastructure relies

on the existing opensource platforms
**OpenAirlnterface (OAl) & Mosaic-5G
**Kubernetes, OpenStack, OVS, Docker

JIncremental design and prototyping
of SliceNet Infrastructure

¢ Instantiate generic infrastructure
blueprint

Intra/Inter Domain Slicing
Control

User-plane & infrastructure

* ldentify requirements of the target use-
cases

** Incrementally customize the
infrastructure instances for each target
use-case

» Integration and validation of new entities

Network Control Plane




OpenSource Platforms

10X ———
l Charm ‘:il-te Info
(Orchestration & Management) Store _ Base _
Open Data APls
Store Knowedge
(Data & Service & App) _Base
FlexRAN W e ke enn il | Virtualization & Slicing LL-MEC
(RAN Platform) EAN Rurtene Edge/CN Controller | (Edge/CN Ptatfnnn)
()
OAI-RAN & OAI-CN [ @ | A (7
B () | Edge Nod OPEN AIR
(Infrastructure) D X b P == INTERFACE

http://mosaic-5g.io0

https://www.openairinterface.org




Generic Infrastructure Blueprint
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Core Network (CN)———
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Questions ?

A

Intra/inter Domain Slicing
Control

RAN MEC/Edge Backhaul Core WAN
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eHealth 5G Infrastructure

_IFeatures RAN Edge v Chreildtwerk i —a

% Local breakout
Local Application Server
** Slice mobility

+* Proactive Handover
“* QoS/QoE

_JEdge Applications

Control Plane——»

LL-MEC  <--LL-MEC API--

CN-CP

R/ H -

% - == ] P

+* Re-routing T
4 < K

&

o_,'\' Control-Plane (CP) «g======-] >

/ User-Plane (UP) g

Remaote Application Server

J

“» Traffic forwarding/redirection

“» Caching

’0

++ Content optimization

/

“* Event monitoring

A

UATeNodeB
A UPF (Open vSwitch)

\/

“* Network-Control Handover Watch SliceNet EUCNC demo: Click
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XApps: CP to support Slice QoS

XApp
(Control Apps) APlIs:
SDK / Adaptor http://mosaic-5g.io/apidocs/flexran/
http://mosaic-5g.io/apidocs/Il-mec/
FlexRAN controller
Update window W
T0 Create/modify a slice Virtualization Manager
with QoS paramters
B% Ld% QoS Resource Manager
U2 ld% ] Slice
o — Slice Manager et
(SLA)
Ul Ul To overcome the traffic dynamics: RAN API
3 1. Virtual slice
2. Over provisioning RAN Data plane
Frequency -
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Customize Network Slices in Runtime

JAdapters allowing to customize

the network slices at runtime
according to the vertical requirements

“* RAN Adapter exposes the
underlying RAN infrastructure
to the SliceNet CP services

“» Core Adapter exposes the
underlying EDGE-CN
infrastructure to the SliceNet CP
services

<+—|JP——>»<«—CP—>»<«+—S|iceNet CP——>

([sucaner

SliceNet CP
Q‘os (_;gnt_fol CPSR
Service .
MEC-Core
RAN Adapter Adapter

RAN infrastructure

e

CN infrastructure
(LTE 4G/5GC)
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Technical Achievements

A reproducible SliceNet slice-friendly infrastructure
blueprint

“**Leverage opensource platforms

Design and prototyping of consolidated CP and different
programmable UPs at RAN-EDGE-CN in support of network
slicing

d definitions for RAN-EDGE-CN

JINetwork SDK prototyping

JAdapters allowing to customize the network slices at runtime according to
the vertical requirements
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Industry Vertical applications/contributions

JCommon components for eHealth, Smart-Grid and Smart City use-
cases:

+*4G/5G software-define network infrastructure
CIOAI RAN, OAI CN, FlexRAN, LL-MEC, RAN Adapter, MEC-CN Adapter, xApps

JExample xApps
JRedirect traffic of a MEC-CN slice
JChange RAN slice priority of a RAN slice
JApply QoS constraints to a RAN slice
INetwork-control proactive handover
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Summary of Innovation

. A reproducible SliceNet 4G-5G slice-friendly infrastructure blueprint
**Network slicing in the RAN, MEC and CN segments

*»*Design of a programmable DP and CP and its prototype through OpenFlow and an
SDN controller

**Instantiate for different use-cases

I Definitions of interfaces and APIs of the RAN/MEC-CN Adapters and
FlexRAN and LL-MEC controllers

+*To allow the SliceNet CP services to customize the network slices at runtime
according to the vertical requirements

**To make underlying infrastructure (RAN, MEC and CN) is transparent to the upper
layers
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Prototyping and References

(Delivered SW components prototypes and interfaces

+*OAIl RAN: https://gitlab.eurecom.fr/oai/openairinterface5g

+*OAIl CN: https://github.com/openairinterface

**Mosaic-5G: http://mosaic-5g.i0/
U Flex-RAN: https://gitlab.eurecom.fr/flexran/flexran-rtc
U LL-MEC: https://gitlab.eurecom.fr/mosaic5g/ll-mec
U Store: https://gitlab.eurecom.fr/mosaic5g/store
U Jox: https://gitlab.eurecom.fr/mosaic5g/jox
U RAN/MEC-CN Adapter: https://gitlab.eurecom.fr/mosaic5g/store/tree/feature-adapter-slicenet-integration

ISliceNet Deliverables:

“»*Deliverable 3.1 - Design and Prototyping of SliceNet Virtualised Mobile Edge Computing
Infrastructure, Mar. 2018. https://doi.org/10.18153/SLIC-761913-D3 1

“*Deliverable 3.2 - Design and Prototyping of SliceNet Virtualised 5G RAN-Core Infrastructure, May.
2018. https://doi.org/10.18153/SLIC-761913-D3 2

**Deliverable 3.3 - Design and Prototyping of 5G-Connected Virtualized Enterprise Infrastructure and
Services, Jun. 2018. https://doi.org/10.18153/SLIC-761913-D3 3

**Deliverable 3.4 - Design and Prototyping of Integrated Multi-domain SliceNet Architecture, Jul.
2018. https://doi.org/10.18153/SLIC-761913-D3 4

**Deliverable 4.2 - Network Slicing in 5G RAN-Core, Nov. 2018.
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Thank You!

Website: https://slicenet.eu/

Email: contact@slicenet.eu

Further information:
https://slicenet.eu/publications/

SliceNet Open source contributions:
https://slicenet.eu/software-contributions/
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Questions ?
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Thank You!
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Backup Slides
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3 Contextualization

SLICENET

One-Stop APIs

Level1

Service
Management
Layer

5 T
Slice
Management
Layer
——
Resource
Management
Layer

Management Plane

Orchestration Sub-Plane

Service
Orchestrator

P&P Slice Slice Security
Manager Orchestrator Manager
Resource
Orchestrator

Cognition Sub-Plane

Cognition SLA/QoE
Orchestrator Manager
Palic (1
Aggregator Analytics
g .
' N

Information Sub-Plane

S

~
Monitoring Sub-Plane L

Service Service
Accounting Monitor
Slice
Monitor
Topology Traffic Resource
Monitor Monitor Monitor

> 1

B

AT
NS

Infra & Resource
Manager
- AN 7 | Ras 1

Logical Architecture

Service
Management
Layer

e
Slice
Management
Layer

Resource
Management
Layer

-

Cross-Layer Management

Control Plane

Slice QoE
Optimizer
Inter-Domain Slicing

P&P Control
Intra-domain 5G
RAN-Core Slicing

Intra-Domain Slicing

Data Plape » ]
5G RAN-MEC Data Plane MEC-Core DataPlane Inter-Domain Data Plane

Vertical Data Plane

Infrastructure Resources
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WP3 Technical Approach

JRAN, EDGE, and CN platforms relies
on the existing platforms
= OpenAirinterface, AmariSoft , and Athonet
= Mosaic-5G

JCoupling with existing open-source Segment
communities

= Kubernetes, OpenStack, Juju, OVS, ODL,
Saas Create and consume services

dincremental design and prototyping
of SliceNet Infrastructure Paas
= Replicate the platform in different premises

Build platform and open APIs

= Remote access to testbeds EEN Host the service

= eHealth Hello world

24




User Plane Programmability

o I

Programmable and Monitorisable Data Path

¥ o
v o

: RAN Edge Core
Enterprise

Front Haul Physical Back Haul Physical Transport Physical Inter-Domain Network

Network
Infrastructure Infrastructure Infrastructure

Infrastructure

RRU/DU/RRH MEC

Virtual

Core
Virtual
Infrastructure

Infrastructure

AMErSME/MME
UPF/SGW+PGW

AUSF+UDM/HSS

PCF/PCRF

Enterprise (Vertical) Control Intra-Domain Control Inter-Domain Control

I

W@CEN&T




Mapping of SliceNet CP and software components

Network Business Plane

Network Control
Application Plane

\

Intra/lnter Domain Slicing
Control

Network Control Plane

Network User-plane
& infrastructure
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Virtualised Mobile Edge Computing Infrastructure

I Design and develop an MEC platform
aligned to ETSI (ETSI PoC)

) Slice-aware Low-Latency MEC (LL-MEC)
platform

] Essential MEC services

J UP programmability via north-bound API
and Software Development Kit (SDK)

I Design and prototyping of a

-
¥ PUnOqyIneg

programmable, multi-tenanted Data

Plane

J Hardware acceleration
. APIs in support of fine-grain QoS

| Low Latency Applications [ eastic applica |
i
LL-MEC | SDK I E
' £ g
L Mol Mpl | z
o} L | ] S
Core AP —I Meéssage Bus J—[ HHHHHH I— =z
MEC Application Manager |
MEL Application
Ri;ﬂﬂ Metwork l!lf‘m’l’ﬂa[lﬂﬂ SErnice ] ﬂge Packet HNIEE‘ i
(RMIS) (EPS)
- [_[GPH[FEML l
/ < i
nnnnnnnnnnnnn Bame ARy
) J —
é h%.t MEC Platiom
| i -plan, | plane AR J
— = abatraction
- e = :
ta Plane REST Al
iceNet NetFPGA Data Plane Traffic Classificatic
( | 4 SliceNet | 7 [ SliceNet
Match/Action [ p |
7
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Virtualised Mobile Edge Computing Infrastructure

J Analyze the management and .
orchestration for the MEC system oPEN ¢ oPEN T

] Potentially different subsystems for ) - . Ms'_c:,;;fﬁﬂ ~ N
platform and MEC application 3
Control-Plane  «gpeeesees [ eeeeees |
) Open-source approach openBaton, JOX, mmm < .

OSM v .

MEC Application !
' [
MEC Platform [ Wzencess e
| LL-MECAPI CEETTTIT
Abstraction : ' e eeeeeec o

Radio API__[Data Plane API] ! E Remote Application Server

JCase Studies 9 AN e e
CJUP Network Slicing . L == = '..H»; -

~ eth2
[imm) OAl eNodeB

. . . . Open vSwitch
JRAN aware Video Optimization i) soeus evi sz 122

loT gateway
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Virtualised 5G RAN-Core Infrastructure

J Automated deployment through )
JoX/Juju @ —
J Leverage OAI/M5G Charms and Juju store
J Rapid deployment of Virtualised 5G RAN- @ e
Core Infrastructure

JJoX, a Juju-based orchestrator to
support network slicing

] Slice manifest and Yaml| based service 1600
bundles 1o

L https://jujucharms.com/u/navid-nikaein/oai-5g-cran/

J Northbound APIS o |

) Plugins for control subsystems including RAN, **-
CN 200 -

-|\_/|VSQL HSS ‘ eNB I|\I||'\l‘|E SPGW MVSQ]: HSS I eNB KMMEISPGW.
rsuceue'r

1200

1000
v

)

m Relation Joined
800

Time (

M Instantiation
m Configuration

M Installation

® Overhead

LXC KvM
Services
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Virtualised 5G RAN-Core Infrastructure

) Automated deployment through OpenStack
and Heat template (Tacker)

(J Hybrid virtualizations and zones
J Fronthaul segment Internet
(J Applicable to OPNFV

) Automated deployment through OSM and | opensiack
OpenBaton E MAAerLrju

[ Possible through Juju and charms Controller

UE

VM/Container Container

Laptoplg;Sud) Compute
) Automated deployment through ONAP - (RRU) ;
(J Heavy and not yet easy deployable !; B s _‘

|
r
1071 Gb PC (Meptune,

J Manual deployment P e
O LXC, LKD

W52 (Xenial?)

ERC Controller Compute O %
{BBU pool] “, | compute 1
| [BBU pool]

Note: Deployment model will be driven by the UC and operational requirements
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5G-Connected Virtualised Enterprise Infrastructure

and Services

JEnclosed all the activities related to the deployment of the Enterprise
segments of the UC platforms.

I Transition from a traditional enterprise approach to a new virtualized and
programmable 5G-ready infrastructure

5G enterprise prototype model removing the limitations of the current
network infrastructure

Central office become an edge cloud enabled by MEC
(Je.g. 20K CO in US, and 70k CO in China

JIntegration of one-stop APl and P&P control

31



Integrated Multi-Domain SliceNet Infrastructure

. Sketch a generic SliceNet
infrastructure deployment extending
existing platform

JIdentify requirements of the target
use-cases stressing upon the related
QoS and QoE aspects.

J Specification of integrated
infrastructure instances

1 eHealth

1 Smart Grid

J Smart City

Control Plane

i CN Data Plane
(OVS+GTP)

X86-based Edge Clod Infrastructure
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Highlights and Achievements

3 UC testbeds
Ireland,
Portugal,
Romania

3 platforms
Implementations

JoX and
Charms

JLeveraging and extending the existing platforms : [aaS = PAAS
Demo of LL-MEC for the hello world e-Health UC (Mobicom)

JIncremental design and prototyping
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SliceNet Prototyped RAN-CORE Slicing

*

(7 (7
OPEN AIR OPEN AIR
== INTERFACE EE = INTERFACE
MOSAIC
RAN > Edge ore Network and Internet——




SliceNet Prototyped RAN-CORE Slicing

Iflexible execution environment
(Jto run multiple virtualized RAN instances

with the required level of isolation and sharing of
the underlying RAN modules and resources

JService provider
(JCreate and manage slice

(JCustom control logics
(JRequest and consume radio resources

Jdinfra provider:
(dManage underlying RAN
(JEnforce slice-specific policy
(JAdmission and access control

JInterfaces (I1 to 14) used for the
communication between RAN-domain
service orchestration entities.

Network Slice management Function (NSMF)

12

Network Slice Subsystem Management Functions (NSSMF)

- Monolithic or Disaggregated RAN node

Slice 2 Slice3 B=-conon
[l services
Dedicated RAN orchestrator and manager ‘ Shared RAN orchestrator and manager
I3
A Z = .
Slice 1 Slice 2 Slice 3

o : z
Q Control Logics Control Logics  Conirol Logics
£
g L up | 11
wy
S Virtual Reosurces

v

Shared

1 | 14 14
RAN Runtime

Forwarding Virtualization manager |-d
Slice data
plane Slice manager

Resources CP/UP processing
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Deployment example

|SDAP PDCP| RLC MAC [ o

Slice Slice 2

B sDaPPOCE

...................... P e E S TS EY TS TSN ATV E TS ST A SC SRS ECAEYEVESCEGT AL SV RS ST RN OV ST ECESVEASIETESVE TS GV B

&—Customized——>

e ;
Runtime éua:m _A:E>

svstem (Input) - (output
y | Sy
A .................... " L4 X L 2 3 L) PSSV EVESVEEPISTEYESTSST ST EVERTYSPRS TSP STHF ISRV ESFIOVE YR .:J ........
% RAN module :
% Flow input (slice 1) Iy | NAP OOCP
% Flow input {slice 2} =) - [npu
5 Flow input (slice 3) Iy —

Maximize the multiplexing gain, Isolate tenants resources, Customize tenant service
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SliceNet Demo RAN-CORE Slicing

*

(77 (17
OPEN AIR OPEN AIR

= INTERFACE EE == INTERFACE
MOSAIC

ore Network and Internet——

- RAN > Edge

| =
[ -.--..F 5]
cerrrernx
RAN Slice 2
Control Apps




3GPP re-architects RAN and CN

JRAN: a 3 tier architecture (CUO - DU[0-n] = RRU[0-m])

JFunctional split between CU and DU
JFunctional split between DU and RRU
JFunctional split between c-plane and d-plane

ICN: a service-centric architecture (1:N, N:1)

JINetwork Service catalog and discovery
JFunctional split between c-plane and d-plane

UE

CU-CP

RRC

PDCP-C

AC
PHY
gNB
NEF NRF PCF UDM
Nnef Nnrf Npcf Nudm

AF
Naf

{

Nausf | Namf Nsmf
AUSF AMF SMF
Ny N2 N4

N3

(R)AN

UPF

DN
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Core Network Slicing

Dedicated core network

through S1-Flex interface Operator A B Srason S
System Information Block 1 (SIB1)
contains list of PLMNs Uk EPC
dIn connection setup, UE indicates P
chosen PLMN(standard-compliant) PLMN B
IMME (EPC)-selection is handled NB
transparently for UE e
Operator B Operator B
UE EPC
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LL-MEC Details

((.)) - i::'} %::} = Remote RNIS Producer
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JoX and Juju

([sucaner

. &>

ONE Charms as structured EMs juju i) O
PNF

# Resource

EM EM Orchestrator
VNF
VNF W VNF W
OpenVIM Openstack MAAS

Slice manifest

I
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Task 2: Virtualised 5G RAN-Core Infrastructure

JoX within 3GPP and ETSI

JOX

3GPP Slice related management functions |

Communication Service
Management Function

Network Slice
>

Management Function

~ Os-Ma-Nfvo

Network Slice Subnet
Management Function

PNFs

NFVI —

NFVO

JOX

JUJU
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|asK Z: Virtualised 5G RAN-Core
Infrastructure

RAN Open Data and APIs

(Main achievements

(A 5G RAN-Core slicing-friendly infrastructure
that could be extended to cover different
SliceNet use cases

The design of a programmable Data and
Control Plane and its prototype through
OpenFlow and an SDN controller, as a part of
OAI-CN and OAI-RAN implementation

RAN Open Data and APls

@,

MOSAIC

-[|  Realtime Controller

X86-based Edge Cloud Infrastructure

FlexRAN e (7
Control Protocol X86-based Edge Cloud Infrastructure OPEN ﬁ!lﬁ?mf

Application plane

(JVarious methods for deploying a virtualized Ot
5G infrastructure - m 0 oI
(Different virtualized RAN-Core infrastructures, 1 [— |
which have been prototyped and tested with - RAN Dot by ey [——

experimental empirical results, to achieve
slicing-friendly infrastructure

X86-based Edge Cloud Infrastructure

FlexRAN protocol Different slice services in FlexR/
[sricener 8



3GPP Network Sharing and Slicing Models

IMulti-operator RAN(MORAN) I Dedicated core (DECOR)
Shared RAN nodes, dedicated spectrum, but Jdeploy multiple dedicated CNs (DCNs) within
separated CN per operator a single operator network
. (Jone or multiple MMEs and SGWs/PGWs, each
IMulti-operator CN (MOCN) element potentially featuring different
) Shared RAN nodes and spectrum, but characteristics and functions
separated CN per operator with proprietary
services JEvolved DECOR (eDECOR)
OGat CN (GWCN dImprovement in DCN selection and allocation
aleway ( ) procedures, as well as isolation among DCNs
Jshared RAN and part of core networks QUE assisted DCN selection

INetwork Node Selection Function (NNSF) at
RAN to select directly the proper DCN towards
which the NAS signaling needs to be
forwarded

Congestion control and load balancing among
multiple DCN with shared MME
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3GPP Network Slicing

RAN uses MNSSAT +---t+---+

to select CCNF
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Virtual Resources =2 Multiplexing Gain
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SliceNet Prototyped RAN-CORE Slicing

3 slice Examples:
Ultra Reliable Low Latency (URLLC) Slice

- Mobile Broadband (eMBB) Slice

- mMTC Slice

Control
Plane

UE

UE

UE ® @

Contro
-

Edge/CN
Controller

OAl

x\v @ MME

SP-GW = SP-GW
C2 C1

OAl
HSS

SP-GW 3

DN
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RAN Slicing with QoS support

Slice NSSAI : network slice selection assistance information
Control

App
SDK http://FLEXRAN-URL:PORT/slice/enb/:id?

FlexRAN controller

Update window w

Virtualization Manager
TO . .
Request to create/modify a slice
H% H% QoS Resource Manager
S1
Ul U1l
U2 U2 Slice Manager
Ul Ul To overcome the traffic dynamics: RAN API
53 1. Virtual slice
2. Over provisioning RAN Data plane
Frequenc_
([sricener »




Open Data APIs

JExample of interaction
between two control apps

(JSpectrum management decides
the bands on a large time scale

(RRM decides user/slice/cell
performance

LScheduling policy
(Handover

JEach control app is self-
contained, it has

JInstance of domain-specific
SDKS (RAN and EDGE/CN)

llts own execution environment
JIts own process and lifecycle

Verticals, 3" Party, ...

Open Data API

App SDK

Spectrum Management App

SDK

7

. J
Control plane Services

Data-Plane Service
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Open Data APIs

JExample of interaction S— Crowd Distribution
between different control
apps App SDK App SDK
JIMonitoring produces network
information with desired level of SRS
granularity 2
(JPositioning consumes the App SDK

monitoring information to
determine the relative position
of the user

SDK
JCrowd distribution consumes %
generate crowd distribution

Data-Plane Service

rsuceue'r 50

Monitoring App




Platform SDK

RAN Data Model

API Target Direction Example Applications Data-Plane Service
. . * UL/DL cell bandwidth, *  Monitoring
((;o:zlﬁ:g:::z:) el\ls?i,cgE, Controller > RAN Reconfigure DRB, * Reconfiguration
v «  RSRP/RSRQ/TA « SON - cognition
Stats, Measurements | eNB, UE, * QI measurements ) Momtgrmg,
G ARG Slice RAN - Controller |« SINR measurements e Optimization,
Y * UL/DL performance * SON - cognition
Commands | namissioncontiol |7 Hard reaktime control
RAN Agent Controller - RAN . *  Soft real-time control
(Synchronous) * Handover initiation « SON = cognition
* Slice created/destroyed &
e PerTTl
. e UE attachment *  Monitoring,
Event Trigger Controller RAN - Controller | Seladuling reenEs: «  Control actions
* Slice created/destroyed
= UpdateiDH/UE *  Programmabilit
Control delegation | RAN Agent Controller - RAN scheduling g' . u
. *  Multi-service
* Update HO algorithm

I

W@CEN&T
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Slice Data Models

JAPI type/style: { gl

(JRESTful: for soft-realtime APIs { 3

JCORE C : Hard Realtime control "id": 0,

apps "percentage": 25,
"maxmcs": 28
JLanguage : JSON }
1,

JParameters and data type ' |

JExample : Create a slice {

Uecurl -X POST "id": 0,
http://PUBLIC IP_ADDR:PORT/slice/enb/:id -- "percentage": 25,
data-binary "@file.json" "maxmcs": 20

}
]
}
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OpenAirinterface (OAl) RAN and OAI CN

JOAI RAN and OAI CN platform offers an open-source software-based
implementation of a subset of the 4G-5G systems spanning the full protocol stack
of 3GPP standard in both E-UTRAN and EPC

|p p k ts AT commands Management (055)
.

p- 1\\ ff \“\ T | MME Application I] [I S+P-GW Application ] R
r[”s“t:ck ] [ NAS ]\\ eNBApplcato T [ NAS ]( HSS ][ s11 ]
- RRC S1-MME ] [ X2AP j [GTP ulfs1u1 [ Sl—hLME 1[55a/niimeter]
[ PDCP ] PDCP scTp ] [ uDP ] [ | scTp | ]
[ I _ |
[ I RLC | } [ RLC ||l’ j | [ I;’
( e ) [ w7 ] [ S
L) —
E OAl soft UE ] /}j 3 OAIl soft eNB )-j \ OAl soft EPC (MME and S+P-GW p,
[:] 3GPPlayers (]  Linuxstak — DataPlane — Control Plane
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Mosaic-5G — A lightweight 5G service delivery platform

(JRAN runtime slicing system
enables the dynamic creation
of slices with QoS support,
while providing functional
and resource isolation among
different slices;

RAN Open Data APIs

I Y

A

JFlexRAN Controller enables
monitoring, control and
programmability in the RAN

-1---1  Real-time Controller

X86-based Edge Cloud Infrastructure

domain;

Application plane

FlexRAN Protocol

JLL-MEC Controller leverages
the SDN principle to separate '©
user plane processing from its
control logics at the edge and
core networks to enable user —» -
plane programmability as per
slice requirements;

h

-1 RAN Runtime RAN Runtime

RAN API RAN API

X86-based Edge Cloud Infrastructure

7517

([sucener

FlexRAN Controller

Edge Open Data APIs
I |
<
2
w

LL-MEC

| RNIS | [ Eps ]
X86-based Edge Cloud Infrastructure Z
T
OpenFlow -.B-l

-1

X86-based Edge Cloud Infrastructure

LL-MEC Controller

S

Default
Service

)
ervices
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Interfaces and APIs

_IDefinitions of interfaces and
APIs of the RAN-Core
Adapters, FlexRAN and LL-MEC
controllers to ease their

integration within the SliceNet = zteete

platform and to allow the App SDKs
SliceNet CP services to RRM SDK I Control AP SDK I Control APP
customize the network slices Control APPs et (Rdzpter)

MEC-CORE

at runtime according to the LevelNB-AP

vertical requirements Platform SDKs :
FlexRAN
D RAN/CO re Ad a-pter Control plane Services
translates the high-level

abstracted request to the _
specific commands ekl
foreseen by the underlying
RAN and MEC/Core
controllers

Abstraction scheme supporting monitoring, control and programmability

55




