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1. Introduction

05E4 In this chapter we prove some results in commutative algebra which are less elemen-
tary than those in the first chapter on commutative algebra, see Algebra, Section
1. A reference is [Mat70].

2. Advice for the reader

0910 More than in the chapter on commutative algebra, each of the sections in this
chapter stands on its own. Starting with Section 56 we freely use the (unbounded)
derived category of modules over rings and all the machinery that comes with it.

3. Stably free modules

0BC2 Here is what seems to be the generally accepted definition.

Definition 3.1.0BC3 Let R be a ring.
(1) Two modules M , N over R are said to be stably isomorphic if there exist

n,m ≥ 0 such that M ⊕R⊕m ∼= N ⊕R⊕n as R-modules.
(2) A module M is stably free if it is stably isomorphic to a free module.

Observe that a stably free module is projective.

Lemma 3.2.0BC4 Let R be a ring. Let 0 → P ′ → P → P ′′ → 0 be a short exact
sequence of finite projective R-modules. If 2 out of 3 of these modules are stably
free, then so is the third.

Proof. Since the modules are projective, the sequence is split. Thus we can choose
an isomorphism P = P ′ ⊕ P ′′. If P ′ ⊕ R⊕n and P ′′ ⊕ R⊕m are free, then we see
that P ⊕ R⊕n+m is free. Suppose that P ′ and P are stably free, say P ⊕ R⊕n is
free and P ′ ⊕R⊕m is free. Then

P ′′ ⊕ (P ′ ⊕R⊕m)⊕R⊕n = (P ′′ ⊕ P ′)⊕R⊕m ⊕R⊕n = (P ⊕R⊕n)⊕R⊕m

is free. Thus P ′′ is stably free. By symmetry we get the last of the three cases. □

Lemma 3.3.0BC5 Let R be a ring. Let I ⊂ R be an ideal. Assume that every element
of 1 + I is a unit (in other words I is contained in the Jacobson radical of R). For
every finite stably free R/I-module E there exists a finite stably free R-module M
such that M/IM ∼= E.

Proof. Choose a n and m and an isomorphism E ⊕ (R/I)⊕n ∼= (R/I)⊕m. Choose
R-linear maps φ : R⊕m → R⊕n and ψ : R⊕n → R⊕m lifting the projection
(R/I)⊕m → (R/I)⊕n and injection (R/I)⊕n → (R/I)⊕m. Then φ◦ψ : R⊕n → R⊕n

reduces to the identity modulo I. Thus the determinant of this map is invertible
by our assumption on I. Hence P = Ker(φ) is stably free and lifts E. □

Lemma 3.4.0D48 Let R be a ring. Let I ⊂ R be an ideal. Assume that every element
of 1 + I is a unit (in other words I is contained in the Jacobson radical of R). Let
M be a finite flat R-module such that M/IM is a projective R/I-module. Then M
is a finite projective R-module.

Proof. By Algebra, Lemma 78.5 we see that Mp is finite free for all prime ideals
p ⊂ R. By Algebra, Lemma 78.2 it suffices to show that the function ρM : p 7→
dimκ(p) M ⊗R κ(p) is locally constant on Spec(R). Because M/IM is finite projec-
tive, this is true on V (I) ⊂ Spec(R). Since every closed point of Spec(R) is in V (I)

https://stacks.math.columbia.edu/tag/0BC3
https://stacks.math.columbia.edu/tag/0BC4
https://stacks.math.columbia.edu/tag/0BC5
https://stacks.math.columbia.edu/tag/0D48
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and since ρM (p) = ρM (q) whenever p ⊂ q ⊂ R are prime ideals, we conclude by an
elementary argument on topological spaces which we omit. □

The lift of Lemma 3.3 is unique up to isomorphism by the following lemma.

Lemma 3.5.0BC6 Let R be a ring. Let I ⊂ R be an ideal. Assume that every element
of 1 + I is a unit (in other words I is contained in the Jacobson radical of R). If
P and P ′ are finite projective R-modules, then

(1) if φ : P → P ′ is an R-module map inducing an isomorphism φ : P/IP →
P ′/IP ′, then φ is an isomorphism,

(2) if P/IP ∼= P ′/IP ′, then P ∼= P ′.

Proof. Proof of (1). As P ′ is projective as an R-module we may choose a lift
ψ : P ′ → P of the map P ′ → P ′/IP ′ φ−1

−−→ P/IP . By Nakayama’s lemma (Algebra,
Lemma 20.1) ψ ◦ φ and φ ◦ ψ are surjective. Hence these maps are isomorphisms
(Algebra, Lemma 16.4). Thus φ is an isomorphism.
Proof of (2). Choose an isomorphism P/IP ∼= P ′/IP ′. Since P is projective we
can choose a lift φ : P → P ′ of the map P → P/IP → P ′/IP ′. Then φ is an
isomorphism by (1). □

4. A comment on the Artin-Rees property

07VD Some of this material is taken from [CdJ02]. A general discussion with additional
references can be found in [EH05, Section 1].
Let A be a Noetherian ring and let I ⊂ A be an ideal. Given a homomorphism
f : M → N of finite A-modules there exists a c ≥ 0 such that

f(M) ∩ InN ⊂ f(In−cM)
for all n ≥ c, see Algebra, Lemma 51.3. In this situation we will say c works for f
in the Artin-Rees lemma.

Lemma 4.1.07VE Let A be a Noetherian ring. Let I ⊂ A be an ideal contained in the
Jacobson radical of A. Let

S : L f−→M
g−→ N and S′ : L f ′

−→M
g′

−→ N

be two complexes of finite A-modules as shown. Assume that
(1) c works in the Artin-Rees lemma for f and g,
(2) the complex S is exact, and
(3) f ′ = f mod Ic+1M and g′ = g mod Ic+1N .

Then c works in the Artin-Rees lemma for g′ and the complex S′ is exact.

Proof. We first show that g′(M) ∩ InN ⊂ g′(In−cM) for n ≥ c. Let a be an
element of M such that g′(a) ∈ InN . We want to adjust a by an element of f ′(L),
i.e, without changing g′(a), so that a ∈ In−cM . Assume that a ∈ IrM , where
r < n− c. Then

g(a) = g′(a) + (g − g′)(a) ∈ InN + Ir+c+1N = Ir+c+1N.

By Artin-Rees for g we have g(a) ∈ g(Ir+1M). Say g(a) = g(a1) with a1 ∈ Ir+1M .
Since the sequence S is exact, a− a1 ∈ f(L). Accordingly, we write a = f(b) + a1
for some b ∈ L. Then f(b) = a− a1 ∈ IrM . Artin-Rees for f shows that if r ≥ c,
we may replace b by an element of Ir−cL. Then in all cases, a = f ′(b) + a2, where

https://stacks.math.columbia.edu/tag/0BC6
https://stacks.math.columbia.edu/tag/07VE
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a2 = (f − f ′)(b) + a1 ∈ Ir+1M . (Namely, either c ≥ r and (f − f ′)(b) ∈ Ir+1M
by assumption, or c < r and b ∈ Ir−c, whence again (f − f ′)(b) ∈ Ic+1Ir−cM =
Ir+1M .) So we can adjust a by the element f ′(b) ∈ f ′(L) to increase r by 1.

In fact, the argument above shows that (g′)−1(InN) ⊂ f ′(L)+In−cM for all n ≥ c.
Hence S′ is exact because

(g′)−1(0) = (g′)−1(
⋂
InN) ⊂

⋂
f ′(L) + In−cM = f ′(L)

as I is contained in the Jacobson radical of A, see Algebra, Lemma 51.5. □

Given an ideal I ⊂ A of a ring A and an A-module M we set

GrI(M) =
⊕

InM/In+1M.

We think of this as a graded GrI(A)-module.

Lemma 4.2.07VF Assumptions as in Lemma 4.1. Let Q = Coker(g) and Q′ =
Coker(g′). Then GrI(Q) ∼= GrI(Q′) as graded GrI(A)-modules.

Proof. In degree n we have GrI(Q)n = InN/(In+1N +g(M)∩ InN) and similarly
for Q′. We claim that

g(M) ∩ InN ⊂ In+1N + g′(M) ∩ InN.

By symmetry (the proof of the claim will only use that c works for g which also
holds for g′ by the lemma) this will imply that

In+1N + g(M) ∩ InN = In+1N + g′(M) ∩ InN

whence GrI(Q)n and GrI(Q′)n agree as subquotients of N , implying the lemma.
Observe that the claim is clear for n ≤ c as f = f ′ mod Ic+1N . If n > c, then
suppose b ∈ g(M) ∩ InN . Write b = g(a) for a ∈ In−cM . Set b′ = g′(a). We have
b− b′ = (g − g′)(a) ∈ In+1N as desired. □

Lemma 4.3.07VG Let A→ B be a flat map of Noetherian rings. Let I ⊂ A be an ideal.
Let f : M → N be a homomorphism of finite A-modules. Assume that c works for
f in the Artin-Rees lemma. Then c works for f ⊗ 1 : M ⊗A B → N ⊗A B in the
Artin-Rees lemma for the ideal IB.

Proof. Note that

(f ⊗ 1)(M) ∩ InN ⊗A B = (f ⊗ 1)
(
(f ⊗ 1)−1(InN ⊗A B)

)
On the other hand,

(f ⊗ 1)−1(InN ⊗A B) = Ker(M ⊗A B → N ⊗A B/(InN ⊗A B))
= Ker(M ⊗A B → (N/InN)⊗A B)

As A → B is flat taking kernels and cokernels commutes with tensoring with B,
whence this is equal to f−1(InN)⊗A B. By assumption f−1(InN) is contained in
Ker(f) + In−cM . Thus the lemma holds. □

https://stacks.math.columbia.edu/tag/07VF
https://stacks.math.columbia.edu/tag/07VG
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5. Fibre products of rings, I

08KG Fibre products of rings have to do with pushouts of schemes. Some cases of pushouts
of schemes are discussed in More on Morphisms, Section 14.

Lemma 5.1.00IT Let R be a ring. Let A→ B and C → B be R-algebra maps. Assume
(1) R is Noetherian,
(2) A, B, C are of finite type over R,
(3) A→ B is surjective, and
(4) B is finite over C.

Then A×B C is of finite type over R.

Proof. Set D = A×B C. There is a commutative diagram

0 Boo Aoo Ioo 0oo

0 Coo

OO

Doo

OO

Ioo

OO

0oo

with exact rows. Choose y1, . . . , yn ∈ B which are generators for B as a C-module.
Choose xi ∈ A mapping to yi. Then 1, x1, . . . , xn are generators for A as a D-
module. The map D → A × C is injective, and the ring A × C is finite as a
D-module (because it is the direct sum of the finite D-modules A and C). Hence
the lemma follows from the Artin-Tate lemma (Algebra, Lemma 51.7). □

Lemma 5.2.08NI Let R be a Noetherian ring. Let I be a finite set. Suppose given a
cartesian diagram ∏

Bi
∏
Ai∏

φi

oo

Q

∏
ψi

OO

P

OO

oo

with ψi and φi surjective, and Q, Ai, Bi of finite type over R. Then P is of finite
type over R.

Proof. Follows from Lemma 5.1 and induction on the size of I. Namely, let I =
I ′⨿{i0}. Let P ′ be the ring defined by the diagram of the lemma using I ′. Then P ′

is of finite type by induction hypothesis. Finally, P sits in a fibre product diagram

Bi0 Ai0oo

P ′

OO

P

OO

oo

to which the lemma applies. □

Lemma 5.3.01Z8 Suppose given a cartesian diagram of rings

R R′
t

oo

B

s

OO

B′

OO

oo

https://stacks.math.columbia.edu/tag/00IT
https://stacks.math.columbia.edu/tag/08NI
https://stacks.math.columbia.edu/tag/01Z8
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i.e., B′ = B×RR′. If h ∈ B′ corresponds to g ∈ B and f ∈ R′ such that s(g) = t(f),
then the diagram

Rs(g) = Rt(f) (R′)ft
oo

Bg

s

OO

(B′)h

OO

oo

is cartesian too.

Proof. The equality B′ = B ×R R′ tells us that

0→ B′ → B ⊕R′ s,−t−−−→ R

is an exact sequence of B′-modules. We have Bg = Bh, R′
f = R′

h, and Rs(g) =
Rt(f) = Rh as B′-modules. By exactness of localization (Algebra, Proposition 9.12)
we find that

0→ B′
h → Bg ⊕R′

f
s,−t−−−→ Rs(g) = Rt(f)

is an exact sequence. This proves the lemma. □

Consider a commutative diagram of rings

R R′oo

B

OO

B′

OO

oo

Consider the functor (where the fibre product of categories is as constructed in
Categories, Example 31.3)

(5.3.1)0D2E ModB′ −→ ModB ×ModR
ModR′ , L′ 7−→ (L′ ⊗B′ B,L′ ⊗B′ R′, can)

where can is the canonical identification L′ ⊗B′ B ⊗B R = L′ ⊗B′ R′ ⊗R′ R. In the
following we will write (N,M ′, φ) for an object of the right hand side, i.e., N is a
B-module, M ′ is an R′-module and φ : N ⊗B R→M ′ ⊗R′ R is an isomorphism.

Lemma 5.4.0D2F Given a commutative diagram of rings

R R′oo

B

OO

B′

OO

oo

the functor (5.3.1) has a right adjoint, namely the functor

F : (N,M ′, φ) 7−→ N ×φM ′

(see proof for elucidation).

Proof. Given an object (N,M ′, φ) of the category ModB ×ModR
ModR′ we set

N ×φM ′ = {(n,m′) ∈ N ×M ′ | φ(n⊗ 1) = m′ ⊗ 1 in M ′ ⊗R′ R}

viewed as a B′-module. The adjointness statement is that for a B′-module L′ and
a triple (N,M ′, φ) we have

HomB′(L′, N×φM ′) = HomB(L′⊗B′B,N)×HomR(L′⊗B′R,M ′⊗R′R)HomR′(L′⊗B′R′,M ′)

https://stacks.math.columbia.edu/tag/0D2F
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By Algebra, Lemma 14.3 the right hand side is equal to
HomB′(L′, N)×HomB′ (L′,M ′⊗R′R) HomB′(L′,M ′)

Thus it is clear that for a pair (g, f ′) of elements of this fibre product we get an
B′-linear map L′ → N×φM ′, l′ 7→ (g(l′), f ′(l′)). Conversely, given a B′ linear map
g′ : L′ → N ×φ M ′ we can set g equal to the composition L′ → N ×φ M ′ → N
and f ′ equal to the composition L′ → N ×φ M ′ → M ′. These constructions are
mutually inverse to each other and define the desired isomorphism. □

6. Fibre products of rings, II

0D2G In this section we discuss fibre products in the following situation.

Situation 6.1.08KH In the following we will consider ring maps

B // A A′oo

where we assume A′ → A is surjective with kernel I. In this situation we set
B′ = B ×A A′ to obtain a cartesian square

A A′oo

B

OO

B′oo

OO

Lemma 6.2.0B7J In Situation 6.1 we have
Spec(B′) = Spec(B)⨿Spec(A) Spec(A′)

as topological spaces.

Proof. Since B′ = B ×A A′ we obtain a commutative square of spectra, which
induces a continuous map

can : Spec(B)⨿Spec(A) Spec(A′) −→ Spec(B′)
as the source is a pushout in the category of topological spaces (which exists by
Topology, Section 29).
To show the map can is surjective, let q′ ⊂ B′ be a prime ideal. If I ⊂ q′ (here
and below we take the liberty of considering I as an ideal of B′ as well as an ideal
of A′), then q′ corresponds to a prime ideal of B and is in the image. If not, then
pick h ∈ I, h ̸∈ q′. In this case Bh = Ah = 0 and the ring map B′

h → A′
h is an

isomorphism, see Lemma 5.3. Thus we see that q′ corresponds to a unique prime
ideal p′ ⊂ A′ which does not contain I.
Since B′ → B is surjective, we see that can is injective on the summand Spec(B).
We have seen above that Spec(A′) → Spec(B′) is injective on the complement
of V (I) ⊂ Spec(A′). Since V (I) ⊂ Spec(A′) is exactly the image of Spec(A) →
Spec(A′) a trivial set theoretic argument shows that can is injective.
To finish the proof we have to show that can is open. To do this, observe that an
open of the pushout is of the form V ⨿ U ′ where V ⊂ Spec(B) and U ′ ⊂ Spec(A′)
are opens whose inverse images in Spec(A) agree. Let v ∈ V . We can find a g ∈ B
such that v ∈ D(g) ⊂ V . Let f ∈ A be the image. Pick f ′ ∈ A′ mapping to f .
Then D(f ′)∩U ′ ∩V (I) = D(f ′)∩V (I). Hence V (I)∩D(f ′) and D(f ′)∩ (U ′)c are
disjoint closed subsets of D(f ′) = Spec(A′

f ′). Write (U ′)c = V (J) for some ideal

https://stacks.math.columbia.edu/tag/08KH
https://stacks.math.columbia.edu/tag/0B7J
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J ⊂ A′. Since A′
f ′ → A′

f ′/IA′
f ′ × A′

f ′/JA′
f ′ is surjective by the disjointness just

shown, we can find an a′′ ∈ A′
f ′ mapping to 1 in A′

f ′/IA′
f ′ and mapping to zero in

A′
f ′/JA′

f ′ . Clearing denominators, we find an element a′ ∈ J mapping to fn in A.
Then D(a′f ′) ⊂ U ′. Let h′ = (gn+1, a′f ′) ∈ B′. Since B′

h′ = Bgn+1×Afn+1 A
′
a′f ′ by

a previously cited lemma, we see that D(h′) pulls back to an open neighbourhood
of v in the pushout, i.e., the image of V ⨿ U ′ contains an open neighbourhood of
the image of v. We omit the (easier) proof that the same thing is true for u′ ∈ U ′

with u′ ̸∈ V (I). □

Lemma 6.3.0E1S In Situation 6.1 if B → A is integral, then B′ → A′ is integral.

Proof. Let a′ ∈ A′ with image a ∈ A. Let xd + b1x
d−1 + . . . + bd be a monical

polynomial with coefficients in B satisfied by a. Choose b′
i ∈ B′ mapping to bi ∈ B

(possible). Then (a′)d + b′
1(a′)d−1 + . . . + b′

d is in the kernel of A′ → A. Since
Ker(B′ → B) = Ker(A′ → A) we can modify our choice of b′

d to get (a′)d +
b′

1(a′)d−1 + . . .+ b′
d = 0 as desired. □

In Situation 6.1 we’d like to understand B′-modules in terms of modules over A′,
A, and B. In order to do this we consider the functor (where the fibre product of
categories as constructed in Categories, Example 31.3)
(6.3.1)08KI ModB′ −→ ModB ×ModA

ModA′ , L′ 7−→ (L′ ⊗B′ B,L′ ⊗B′ A′, can)

where can is the canonical identification L′ ⊗B′ B ⊗B A = L′ ⊗B′ A′ ⊗A′ A. In the
following we will write (N,M ′, φ) for an object of the right hand side, i.e., N is a
B-module, M ′ is an A′-module and φ : N ⊗B A → M ′ ⊗A′ A is an isomorphism.
However, it is often more convenient think of φ as a B-linear map φ : N →M ′/IM ′

which induces an isomorphism N ⊗B A→M ′ ⊗A′ A = M ′/IM ′.

Lemma 6.4.07RU In Situation 6.1 the functor (6.3.1) has a right adjoint, namely the
functor

F : (N,M ′, φ) 7−→ N ×φ,M M ′

where M = M ′/IM ′. Moreover, the composition of F with (6.3.1) is the identity
functor on ModB ×ModA

ModA′ . In other words, setting N ′ = N ×φ,M M ′ we have
N ′ ⊗B′ B = N and N ′ ⊗B′ A′ = M ′.

Proof. The adjointness statement follows from the more general Lemma 5.4. To
prove the final assertion, recall that B′ = B×AA′ and N ′ = N×φ,MM ′ and extend
these equalities to

A A′oo Ioo

B

OO

B′oo

OO

Joo

OO

and

M M ′oo Koo

N

φ

OO

N ′oo

OO

Loo

OO

where I, J,K,L are the kernels of the horizontal maps of the original diagrams. We
present the proof as a sequence of observations:

(1) K = IM ′ (see statement lemma),
(2) B′ → B is surjective with kernel J and J → I is bijective,
(3) N ′ → N is surjective with kernel L and L→ K is bijective,
(4) JN ′ ⊂ L,
(5) Im(N →M) generates M as an A-module (because N ⊗B A = M),

https://stacks.math.columbia.edu/tag/0E1S
https://stacks.math.columbia.edu/tag/07RU
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(6) Im(N ′ → M ′) generates M ′ as an A′-module (because it holds modulo K
and L maps isomorphically to K),

(7) JN ′ = L (because L ∼= K = IM ′ is generated by images of elements xn′

with x ∈ I and n′ ∈ N ′ by the previous statement),
(8) N ′⊗B′B = N (becauseN = N ′/L, B = B′/J , and the previous statement),
(9) there is a map γ : N ′ ⊗B′ A′ →M ′,

(10) γ is surjective (see above),
(11) the kernel of the composition N ′ ⊗B′ A′ → M ′ → M is generated by

elements l⊗1 and n′⊗x with l ∈ K, n′ ∈ N ′, x ∈ I (because M = N ⊗BA
by assumption and because N ′ → N and A′ → A are surjective with kernels
L and I),

(12) any element of N ′⊗B′ A′ in the submodule generated by the elements l⊗ 1
and n′ ⊗ x with l ∈ L, n′ ∈ N ′, x ∈ I can be written as l ⊗ 1 for some
l ∈ L (because J maps isomorphically to I we see that n′ ⊗ x = n′x⊗ 1 in
N ′ ⊗B′ A′; similarly xn′ ⊗ a′ = n′ ⊗ xa′ = n′(xa′) ⊗ 1 in N ′ ⊗B′ A′ when
n′ ∈ N ′, x ∈ J and a′ ∈ A′; since we have seen that JN ′ = L this proves
the assertion),

(13) the kernel of γ is zero (because by (10) and (11) any element of the kernel
is of the form l ⊗ 1 with l ∈ L which is mapped to l ∈ K ⊂M ′ by γ).

This finishes the proof. □

Lemma 6.5.08IG In the situation of Lemma 6.4 for a B′-module L′ the adjunction
map

L′ −→ (L′ ⊗B′ B)×(L′⊗B′A) (L′ ⊗B′ A′)
is surjective but in general not injective.

Proof. As in the proof of Lemma 6.4 let J ⊂ B′ be the kernel of the map B′ → B.
Then L′ ⊗B′ B = L′/JL′. Hence to prove surjectivity it suffices to show that
elements of the form (0, z) of the fibre product are in the image of the map of the
lemma. The kernel of the map L′ ⊗B′ A′ → L′ ⊗B′ A is the image of L′ ⊗B′ I →
L′ ⊗B′ A′. Since the map J → I induced by B′ → A′ is an isomorphism the
composition

L′ ⊗B′ J → L′ → (L′ ⊗B′ B)×(L′⊗B′A) (L′ ⊗B′ A′)

induces a surjection of L′ ⊗B′ J onto the set of elements of the form (0, z). To
see the map is not injective in general we present a simple example. Namely, take
a field k, set B′ = k[x, y]/(xy), A′ = B′/(x), B = B′/(y), A = B′/(x, y) and
L′ = B′/(x− y). In that case the class of x in L′ is nonzero but is mapped to zero
under the displayed arrow. □

Lemma 6.6.08KJ In Situation 6.1 let (N1,M
′
1, φ1) → (N2,M

′
2, φ2) be a morphism of

ModB ×ModA
ModA′ with N1 → N2 and M ′

1 →M ′
2 surjective. Then

N1 ×φ1,M1 M
′
1 → N2 ×φ2,M2 M

′
2

where M1 = M ′
1/IM

′
1 and M2 = M ′

2/IM
′
2 is surjective.

Proof. Pick (x2, y2) ∈ N2 ×φ2,M2 M
′
2. Choose x1 ∈ N1 mapping to x2. Since

M ′
1 →M1 is surjective we can find y1 ∈M ′

1 mapping to φ1(x1). Then (x1, y1) maps
to (x2, y

′
2) in N2 ×φ2,M2 M

′
2. Thus it suffices to show that elements of the form

(0, y2) are in the image of the map. Here we see that y2 ∈ IM ′
2. Write y2 =

∑
tiy2,i

https://stacks.math.columbia.edu/tag/08IG
https://stacks.math.columbia.edu/tag/08KJ
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with ti ∈ I. Choose y1,i ∈M ′
1 mapping to y2,i. Then y1 =

∑
tiy1,i ∈ IM ′

1 and the
element (0, y1) does the job. □

Lemma 6.7.0D2H Let A,A′, B,B′, I,M,M ′, N, φ be as in Lemma 6.4. If N finite over
B and M ′ finite over A′, then N ′ = N ×φ,M M ′ is finite over B′.

Proof. We will use the results of Lemma 6.4 without further mention. Choose
generators y1, . . . , yr of N over B and generators x1, . . . , xs of M ′ over A′. Using
that N = N ′ ⊗B′ B and B′ → B is surjective we can find u1, . . . , ur ∈ N ′ mapping
to y1, . . . , yr in N . Using that M ′ = N ′⊗B′A′ we can find v1, . . . , vt ∈ N ′ such that
xi =

∑
vj ⊗ a′

ij for some a′
ij ∈ A′. In particular we see that the images vj ∈ M ′

of the vj generate M ′ over A′. We claim that u1, . . . , ur, v1, . . . , vt generate N ′ as
a B′-module. Namely, pick ξ ∈ N ′. We first choose b′

1, . . . , b
′
r ∈ B′ such that ξ

and
∑
b′
iui map to the same element of N . This is possible because B′ → B is

surjective and y1, . . . , yr generate N over B. The difference ξ −
∑
b′
iui is of the

form (0, θ) for some θ in IM ′. Say θ is
∑
tjvj with tj ∈ I. As J = Ker(B′ → B)

maps isomorphically to I we can choose sj ∈ J ⊂ B′ mapping to tj . Because
N ′ = N ×φ,M M ′ it follows that ξ =

∑
b′
iui +

∑
sjvj as desired. □

Lemma 6.8.0D2I With A,A′, B,B′, I as in Situation 6.1.
(1) Let (N,M ′, φ) be an object of ModB ×ModA

ModA′ . If M ′ is flat over A′

and N is flat over B, then N ′ = N ×φ,M M ′ is flat over B′.
(2) If L′ is a flat B′-module, then L′ = (L⊗B′ B)×(L⊗B′A) (L⊗B′ A′).
(3) The category of flat B′-modules is equivalent to the full subcategory of

ModB ×ModA
ModA′ consisting of triples (N,M ′, φ) with N flat over B

and M ′ flat over A′.

Proof. In the proof we will use Lemma 6.4 without further mention.
Proof of (1). Set J = Ker(B′ → B). This is an ideal of B′ mapping isomorphically
to I = Ker(A′ → A). Let b′ ⊂ B′ be an ideal. We have to show that b′⊗B′N ′ → N ′

is injective, see Algebra, Lemma 39.5. We know that
b′/(b′ ∩ J)⊗B′ N ′ = b′/(b′ ∩ J)⊗B N → N

is injective as N is flat over B. As b′ ∩ J → b′ → b′/(b′ ∩ J) → 0 is exact, we
conclude that it suffices to show that (b′ ∩ J) ⊗B′ N ′ → N ′ is injective. Thus we
may assume that b′ ⊂ J . Next, since J → I is an isomorphism we have

J ⊗B′ N ′ = I ⊗A′ A′ ⊗B′ N ′ = I ⊗A′ M ′

which maps injectively into M ′ as M ′ is a flat A′-module. Hence J ⊗B′ N ′ → N ′

is injective and we conclude that TorB
′

1 (B′/J,N ′) = 0, see Algebra, Remark 75.9.
Thus we may apply Algebra, Lemma 99.8 to N ′ over B′ and the ideal J . Going
back to our ideal b′ ⊂ J , let b′ ⊂ b′′ ⊂ J be the smallest ideal whose image in I
is an A′-submodule of I. In other words, we have b′′ = A′b′ if we view J = I as
A′-module. Then b′′/b′ is killed by J and we get a short exact sequence

0→ b′ ⊗B′ N ′ → b′′ ⊗B′ N ′ → b′′/b′ ⊗B′ N ′ → 0

by the vanishing of TorB
′

1 (b′′/b′, N ′) we get from the application of the lemma.
Thus we may replace b′ by b′′. In particular we may assume b′ is an A′-module
and maps to an ideal of A′. Then

b′ ⊗B′ N ′ = b′ ⊗A′ A′ ⊗B′ N ′ = b′ ⊗A′ M ′

https://stacks.math.columbia.edu/tag/0D2H
https://stacks.math.columbia.edu/tag/0D2I
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This tensor product maps injectively into M ′ by our assumption that M ′ is flat
over A′. We conclude that b′ ⊗B′ N ′ → N ′ → M ′ is injective and hence the first
map is injective as desired.

Proof of (2). This follows by tensoring the short exact sequence 0→ B′ → B⊕A′ →
A→ 0 with L′ over B′.

Proof of (3). Immediate consequence of (1) and (2). □

Lemma 6.9.0D2J Let A,A′, B,B′, I be as in Situation 6.1. The category of finite
projective B′-modules is equivalent to the full subcategory of ModB ×ModA

ModA′

consisting of triples (N,M ′, φ) with N finite projective over B and M ′ finite pro-
jective over A′.

Proof. Recall that a module is finite projective if and only if it is finitely presented
and flat, see Algebra, Lemma 78.2. Using Lemmas 6.8 and 6.7 we reduce to showing
that N ′ = N ×φ,M M ′ is a B′-module of finite presentation if N finite projective
over B and M ′ finite projective over A′.

By Lemma 6.7 the module N ′ is finite over B′. Choose a surjection (B′)⊕n → N ′

with kernel K ′. By base change we obtain maps B⊕n → N , (A′)⊕n → M ′, and
A⊕n →M with kernels KB , KA′ , and KA. There is a canonical map

K ′ −→ KB ×KA
KA′

On the other hand, since N ′ = N ×φ,M M ′ and B′ = B ×A A′ there is also a
canonical map KB ×KA

KA′ → K ′ inverse to the displayed arrow. Hence the
displayed map is an isomorphism. By Algebra, Lemma 5.3 the modules KB and
KA′ are finite. We conclude from Lemma 6.7 that K ′ is a finite B′-module provided
that KB → KA and KA′ → KA induce isomorphisms KB⊗BA = KA = KA′⊗A′A.
This is true because the flatness assumptions implies the sequences

0→ KB → B⊕n → N → 0 and 0→ KA′ → (A′)⊕n →M ′ → 0

stay exact upon tensoring, see Algebra, Lemma 39.12. □

7. Fibre products of rings, III

0D2K In this section we discuss fibre products in the following situation.

Situation 7.1.08KK Let A,A′, B,B′, I be as in Situation 6.1. Let B′ → D′ be a ring
map. Set D = D′ ⊗B′ B, C ′ = D′ ⊗B′ A′, and C = D′ ⊗B′ A. This leads to a big
commutative diagram

C C ′oo

A

__

A′oo

>>

B

OO

��

B′oo

OO

  
D

OO

D′oo

OO

https://stacks.math.columbia.edu/tag/0D2J
https://stacks.math.columbia.edu/tag/08KK
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of rings. Observe that we do not assume that the map D′ → D ×C C ′ is an
isomorphism1. In this situation we have the functor
(7.1.1)08KL ModD′ −→ ModD ×ModC

ModC′ , L′ 7−→ (L′ ⊗D′ D,L′ ⊗D′ C ′, can)
analogous to (6.3.1). Note that L′ ⊗D′ D = L ⊗D′ (D′ ⊗B′ B) = L ⊗B′ B and
similarly L′ ⊗D′ C ′ = L⊗D′ (D′ ⊗B′ A′) = L⊗B′ A′ hence the diagram

ModD′ //

��

ModD ×ModC
ModC′

��
ModB′ // ModB ×ModA

ModA′

is commutative. In the following we will write (N,M ′, φ) for an object of ModD×ModC

ModC′ , i.e., N is a D-module, M ′ is an C ′-module and φ : N ⊗B A → M ′ ⊗A′ A
is an isomorphism of C-modules. However, it is often more convenient think of φ
as a D-linear map φ : N → M ′/IM ′ which induces an isomorphism N ⊗B A →
M ′ ⊗A′ A = M ′/IM ′.

Lemma 7.2.08KM In Situation 7.1 the functor (7.1.1) has a right adjoint, namely the
functor

F : (N,M ′, φ) 7−→ N ×φ,M M ′

where M = M ′/IM ′. Moreover, the composition of F with (7.1.1) is the identity
functor on ModD ×ModC

ModC′ . In other words, setting N ′ = N ×φ,M M ′ we have
N ′ ⊗D′ D = N and N ′ ⊗D′ C ′ = M ′.

Proof. The adjointness statement follows from the more general Lemma 5.4. The
final assertion follows from the corresponding assertion of Lemma 6.4 because
N ′ ⊗D′ D = N ′ ⊗D′ D′ ⊗B′ B = N ′ ⊗B′ B and N ′ ⊗D′ C ′ = N ′ ⊗D′ D′ ⊗B′ A′ =
N ′ ⊗B′ A′. □

Lemma 7.3.08KN In Situation 7.1 the map JD′ → IC ′ is surjective where J =
Ker(B′ → B).

Proof. Since C ′ = D′⊗B′A′ we have that IC ′ is the image of D′⊗B′I = C ′⊗A′I →
C ′. As the ring map B′ → A′ induces an isomorphism J → I the lemma follows. □

Lemma 7.4.08IH Let A,A′, B,B′, C, C ′, D,D′, I,M ′,M,N, φ be as in Lemma 7.2. If
N finite over D and M ′ finite over C ′, then N ′ = N ×φ,M M ′ is finite over D′.

Proof. Recall that D′ → D ×C C ′ is surjective by Lemma 6.5. Observe that
N ′ = N ×φ,M M ′ is a module over D×C C ′. We can apply Lemma 6.7 to the data
C,C ′, D,D′, IC ′,M ′,M,N, φ to see that N ′ = N ×φ,M M ′ is finite over D ×C C ′.
Thus it is finite over D′. □

Lemma 7.5.07RW With A,A′, B,B′, C, C ′, D,D′, I as in Situation 7.1.
(1) Let (N,M ′, φ) be an object of ModD ×ModC

ModC′ . If M ′ is flat over A′

and N is flat over B, then N ′ = N ×φ,M M ′ is flat over B′.
(2) If L′ is a D′-module flat over B′, then L′ = (L⊗D′ D)×(L⊗D′C) (L⊗D′ C ′).
(3) The category of D′-modules flat over B′ is equivalent to the categories of

objects (N,M ′, φ) of ModD ×ModC
ModC′ with N flat over B and M ′ flat

over A′.
1But D′ → D ×C C′ is surjective by Lemma 6.5.

https://stacks.math.columbia.edu/tag/08KM
https://stacks.math.columbia.edu/tag/08KN
https://stacks.math.columbia.edu/tag/08IH
https://stacks.math.columbia.edu/tag/07RW
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Proof. Part (1) follows from part (1) of Lemma 6.8.

Part (2) follows from part (2) of Lemma 6.8 using that L′ ⊗D′ D = L′ ⊗B′ B,
L′ ⊗D′ C ′ = L′ ⊗B′ A′, and L′ ⊗D′ C = L′ ⊗B′ A, see discussion in Situation 7.1.

Part (3) is an immediate consequence of (1) and (2). □

The following lemma is a good deal more interesting than its counter part in the
absolute case (Lemma 6.9), although the proof is essentially the same.

Lemma 7.6.08KP Let A,A′, B,B′, C, C ′, D,D′, I,M ′,M,N, φ be as in Lemma 7.2. If
(1) N is finitely presented over D and flat over B,
(2) M ′ finitely presented over C ′ and flat over A′, and
(3) the ring map B′ → D′ factors as B′ → D′′ → D′ with B′ → D′′ flat and

D′′ → D′ of finite presentation,
then N ′ = N ×M M ′ is finitely presented over D′.

Proof. Choose a surjection D′′′ = D′′[x1, . . . , xn] → D′ with finitely generated
kernel J . By Algebra, Lemma 36.23 it suffices to show that N ′ is finitely presented
as a D′′′-module. Moreover, D′′′ ⊗B′ B → D′ ⊗B′ B = D and D′′′ ⊗B′ A′ →
D′ ⊗B′ A′ = C ′ are surjections whose kernels are generated by the image of J ,
hence N is a finitely presented D′′′ ⊗B′ B-module and M ′ is a finitely presented
D′′′ ⊗B′ A′-module by Algebra, Lemma 36.23 again. Thus we may replace D′ by
D′′′ and D by D′′′ ⊗B′ B, etc. Since D′′′ is flat over B′, it follows that we may
assume that B′ → D′ is flat.

Assume B′ → D′ is flat. By Lemma 7.4 the module N ′ is finite over D′. Choose a
surjection (D′)⊕n → N ′ with kernel K ′. By base change we obtain maps D⊕n → N ,
(C ′)⊕n →M ′, and C⊕n →M with kernels KD, KC′ , and KC . There is a canonical
map

K ′ −→ KD ×KC
KC′

On the other hand, since N ′ = N ×M M ′ and D′ = D ×C C ′ (by Lemma 6.8;
applied to the flat B′-module D′) there is also a canonical map KD×KC

KC′ → K ′

inverse to the displayed arrow. Hence the displayed map is an isomorphism. By
Algebra, Lemma 5.3 the modules KD and KC′ are finite. We conclude from Lemma
7.4 that K ′ is a finite D′-module provided that KD → KC and KC′ → KC induce
isomorphisms KD ⊗B A = KC = KC′ ⊗A′ A. This is true because the flatness
assumptions implies the sequences

0→ KD → D⊕n → N → 0 and 0→ KC′ → (C ′)⊕n →M ′ → 0

stay exact upon tensoring, see Algebra, Lemma 39.12. □

Lemma 7.7.08KQ Let A,A′, B,B′, I be as in Situation 6.1. Let (D,C ′, φ) be a system
consisting of an B-algebra D, a A′-algebra C ′ and an isomorphism D ⊗B A →
C ′/IC ′ = C. Set D′ = D ×C C ′ (as in Lemma 6.4). Then

(1) B′ → D′ is finite type if and only if B → D and A′ → C ′ are finite type,
(2) B′ → D′ is flat if and only if B → D and A′ → C ′ are flat,
(3) B′ → D′ is flat and of finite presentation if and only if B → D and A′ → C ′

are flat and of finite presentation,
(4) B′ → D′ is smooth if and only if B → D and A′ → C ′ are smooth,
(5) B′ → D′ is étale if and only if B → D and A′ → C ′ are étale.

https://stacks.math.columbia.edu/tag/08KP
https://stacks.math.columbia.edu/tag/08KQ
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Moreover, if D′ is a flat B′-algebra, then D′ → (D′ ⊗B′ B)×(D′⊗B′A) (D′ ⊗B′ A′)
is an isomorphism. In this way the category of flat B′-algebras is equivalent to the
categories of systems (D,C ′, φ) as above with D flat over B and C ′ flat over A′.

Proof. The implication “⇒” follows from Algebra, Lemmas 14.2, 39.7, 137.4, and
143.3 because we have D′ ⊗B′ B = D and D′ ⊗B′ A′ = C ′ by Lemma 6.4. Thus it
suffices to prove the implications in the other direction.
Ad (1). Assume D of finite type over B and C ′ of finite type over A′. We will use
the results of Lemma 6.4 without further mention. Choose generators x1, . . . , xr
of D over B and generators y1, . . . , ys of C ′ over A′. Using that D = D′ ⊗B′ B
and B′ → B is surjective we can find u1, . . . , ur ∈ D′ mapping to x1, . . . , xr in D.
Using that C ′ = D′⊗B′ A′ we can find v1, . . . , vt ∈ D′ such that yi =

∑
vj⊗a′

ij for
some a′

ij ∈ A′. In particular, the images of vj in C ′ generate C ′ as an A′-algebra.
Set N = r + t and consider the cube of rings

A[x1, . . . , xN ] A′[x1, . . . , xN ]oo

A

ee

A′oo

ff

B[x1, . . . , xN ]

OO

B′[x1, . . . , xN ]

OO

oo

B

OO

ee

B′oo

OO

ff

Observe that the back square is cartesian as well. Consider the ring map
B′[x1, . . . , xN ]→ D′, xi 7→ ui and xr+j 7→ vj .

Then we see that the induced maps B[x1, . . . , xN ]→ D and A′[x1, . . . , xN ]→ C ′ are
surjective, in particular finite. We conclude from Lemma 7.4 that B′[x1, . . . , xN ]→
D′ is finite, which implies that D′ is of finite type over B′ for example by Algebra,
Lemma 6.2.
Ad (2). The implication “⇐” follows from Lemma 7.5. Moreover, the final state-
ment follows from the final statement of Lemma 7.5.
Ad (3). Assume B → D and A′ → C ′ are flat and of finite presentation. The
flatness of B′ → D′ we’ve seen in (2). We know B′ → D′ is of finite type by
(1). Choose a surjection B′[x1, . . . , xN ] → D′. By Algebra, Lemma 6.3 the ring
D is of finite presentation as a B[x1, . . . , xN ]-module and the ring C ′ is of finite
presentation as a A′[x1, . . . , xN ]-module. By Lemma 7.6 we see that D′ is of finite
presentation as a B′[x1, . . . , xN ]-module, i.e., B′ → D′ is of finite presentation.
Ad (4). Assume B → D and A′ → C ′ smooth. By (3) we see that B′ → D′ is
flat and of finite presentation. By Algebra, Lemma 137.17 it suffices to check that
D′ ⊗B′ k is smooth for any field k over B′. If the composition J → B′ → k is zero,
then B′ → k factors as B′ → B → k and we see that

D′ ⊗B′ k = D′ ⊗B′ B ⊗B k = D ⊗B k
is smooth as B → D is smooth. If the composition J → B′ → k is nonzero, then
there exists an h ∈ J which does not map to zero in k. Then B′ → k factors as
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B′ → B′
h → k. Observe that h maps to zero in B, hence Bh = 0. Thus by Lemma

5.3 we have B′
h = A′

h and we get

D′ ⊗B′ k = D′ ⊗B′ B′
h ⊗B′

h
k = C ′

h ⊗A′
h
k

is smooth as A′ → C ′ is smooth.

Ad (5). Assume B → D and A′ → C ′ are étale. By (4) we see that B′ → D′

is smooth. As we can read off whether or not a smooth map is étale from the
dimension of fibres we see that (5) holds (argue as in the proof of (4) to identify
fibres – some details omitted). □

Remark 7.8.08KR In Situation 7.1. Assume B′ → D′ is of finite presentation and
suppose we are given a D′-module L′. We claim there is a bijective correspondence
between

(1) surjections of D′-modules L′ → Q′ with Q′ of finite presentation over D′

and flat over B′, and
(2) pairs of surjections of modules (L′ ⊗D′ D → Q1, L

′ ⊗D′ C ′ → Q2) with
(a) Q1 of finite presentation over D and flat over B,
(b) Q2 of finite presentation over C ′ and flat over A′,
(c) Q1 ⊗D C = Q2 ⊗C′ C as quotients of L′ ⊗D′ C.

The correspondence between these is given by Q 7→ (Q1, Q2) with Q1 = Q ⊗D′ D
and Q2 = Q⊗D′ C ′. And for the converse we use Q = Q1 ×Q12 Q2 where Q12 the
common quotient Q1 ⊗D C = Q2 ⊗C′ C of L′ ⊗D′ C. As quotient map we use

L′ −→ (L′ ⊗D′ D)×(L′⊗D′C) (L′ ⊗D′ C ′) −→ Q1 ×Q12 Q2 = Q

where the first arrow is surjective by Lemma 6.5 and the second by Lemma 6.6.
The claim follows by Lemmas 7.5 and 7.6.

8. Fitting ideals

07Z6 The Fitting ideals of a finite module are the ideals determined by the construction
of Lemma 8.2.

Lemma 8.1.07Z7 Let R be a ring. Let A be an n ×m matrix with coefficients in R.
Let Ir(A) be the ideal generated by the r × r-minors of A with the convention that
I0(A) = R and Ir(A) = 0 if r > min(n,m). Then

(1) I0(A) ⊃ I1(A) ⊃ I2(A) ⊃ . . .,
(2) if B is an (n + n′) × m matrix, and A is the first n rows of B, then

Ir+n′(B) ⊂ Ir(A),
(3) if C is an n× n matrix then Ir(CA) ⊂ Ir(A).
(4) If A is a block matrix (

A1 0
0 A2

)
then Ir(A) =

∑
r1+r2=r Ir1(A1)Ir2(A2).

(5) Add more here.

Proof. Omitted. (Hint: Use that a determinant can be computed by expanding
along a column or a row.) □

https://stacks.math.columbia.edu/tag/08KR
https://stacks.math.columbia.edu/tag/07Z7
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Lemma 8.2.07Z8 Let R be a ring. Let M be a finite R-module. Choose a presentation⊕
j∈J

R −→ R⊕n −→M −→ 0.

of M . Let A = (aij)i=1,...,n,j∈J be the matrix of the map
⊕

j∈J R → R⊕n. The
ideal Fitk(M) generated by the (n− k)× (n− k) minors of A is independent of the
choice of the presentation.

Proof. LetK ⊂ R⊕n be the kernel of the surjectionR⊕n →M . Pick z1, . . . , zn−k ∈
K and write zj = (z1j , . . . , znj). Another description of the ideal Fitk(M) is that
it is the ideal generated by the (n− k)× (n− k) minors of all the matrices (zij) we
obtain in this way.
Suppose we change the surjection into the surjection R⊕n+n′ →M with kernel K ′

where we use the original map on the first n standard basis elements of R⊕n+n′

and 0 on the last n′ basis vectors. Then the corresponding ideals are the same.
Namely, if z1, . . . , zn−k ∈ K as above, let z′

j = (z1j , . . . , znj , 0, . . . , 0) ∈ K ′ for
j = 1, . . . , n− k and z′

n+j′ = (0, . . . , 0, 1, 0, . . . , 0) ∈ K ′. Then we see that the ideal
of (n−k)× (n−k) minors of (zij) agrees with the ideal of (n+n′−k)× (n+n′−k)
minors of (z′

ij). This gives one of the inclusions. Conversely, given z′
1, . . . , z

′
n+n′−k

in K ′ we can project these to R⊕n to get z1, . . . , zn+n′−k in K. By Lemma 8.1 we
see that the ideal generated by the (n + n′ − k) × (n + n′ − k) minors of (z′

ij) is
contained in the ideal generated by the (n−k)× (n−k) minors of (zij). This gives
the other inclusion.
Let R⊕m →M be another surjection with kernel L. By Schanuel’s lemma (Algebra,
Lemma 109.1) and the results of the previous paragraph, we may assume m = n
and that there is an isomorphism R⊕n → R⊕m commuting with the surjections
to M . Let C = (cli) be the (invertible) matrix of this map (it is a square matrix
as n = m). Then given z′

1, . . . , z
′
n−k ∈ L as above we can find z1, . . . , zn−k ∈ K

with z′
1 = Cz1, . . . , z

′
n−k = Czn−k. By Lemma 8.1 we get one of the inclusions. By

symmetry we get the other. □

Definition 8.3.07Z9 Let R be a ring. Let M be a finite R-module. Let k ≥ 0.
The kth Fitting ideal of M is the ideal Fitk(M) constructed in Lemma 8.2. Set
Fit−1(M) = 0.

Since the Fitting ideals are the ideals of minors of a big matrix (numbered in reverse
ordering from the ordering in Lemma 8.1) we see that

0 = Fit−1(M) ⊂ Fit0(M) ⊂ Fit1(M) ⊂ . . . ⊂ Fitt(M) = R

for some t≫ 0. Here are some basic properties of Fitting ideals.

Lemma 8.4.07ZA Let R be a ring. Let M be a finite R-module.
(1) If M can be generated by n elements, then Fitn(M) = R.
(2) Given a second finite R-module M ′ we have Fit0(M⊕M ′) = Fit0(M)Fit0(M ′)

and more generally

Fitl(M ⊕M ′) =
∑

k+k′=l
Fitk(M)Fitk′(M ′)

(3) If R → R′ is a ring map, then Fitk(M ⊗R R′) is the ideal of R′ generated
by the image of Fitk(M).

(4) If M is of finite presentation, then Fitk(M) is a finitely generated ideal.

https://stacks.math.columbia.edu/tag/07Z8
https://stacks.math.columbia.edu/tag/07Z9
https://stacks.math.columbia.edu/tag/07ZA
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(5) If M →M ′ is a surjection, then Fitk(M) ⊂ Fitk(M ′).
(6) We have Fit0(M) ⊂ AnnR(M).
(7) We have V (Fit0(M)) = Supp(M).
(8) If I is an ideal of R, then Fit0(R/I) = I.
(9) Add more here.

Proof. Part (1) follows from the fact that I0(A) = R in Lemma 8.1.
Part (2) follows form the corresponding statement in Lemma 8.1.
Part (3) follows from the fact that ⊗RR′ is right exact, so the base change of a
presentation of M is a presentation of M ⊗R R′.

Proof of (4). Let R⊕m A−→ R⊕n →M → 0 be a presentation. Then Fitk(M) is the
ideal generated by the (n− k)× (n− k) minors of the matrix A.
Part (5) is immediate from the definition.
Proof of (6). Choose a presentation of M with matrix A as in Lemma 8.2. Let
J ′ ⊂ J be a subset of cardinality n. It suffices to show that f = det(aij)i=1,...,n,j∈J′

annihilates M . This is clear because the cokernel of

R⊕n A′=(aij)i=1,...,n,j∈J′
−−−−−−−−−−−−−−→ R⊕n →M → 0

is killed by f as there is a matrix B with A′B = f1n×n.
Proof of (7). Choose a presentation of M with matrix A as in Lemma 8.2. By
Nakayama’s lemma (Algebra, Lemma 20.1) we have

Mp ̸= 0⇔M ⊗R κ(p) ̸= 0⇔ rank(image A in κ(p)) < n

Clearly Fit0(M) exactly cuts out the set of primes with this property. □

Example 8.5.07ZB Let R be a ring. The Fitting ideals of the finite free module
M = R⊕n are Fitk(M) = 0 for k < n and Fitk(M) = R for k ≥ n.

Example 8.6.0H73 Let R be a ring and let I, J ⊂ R be ideals. Then Fit0(R/I) = I,
Fit0(R/I ⊕R/J) = IJ , Fit1(R/I ⊕R/J) = I + J .

Lemma 8.7.07ZC Let R be a ring. Let M be a finite R-module. Let k ≥ 0. Let p ⊂ R
be a prime ideal. The following are equivalent

(1) Fitk(M) ̸⊂ p,
(2) dimκ(p) M ⊗R κ(p) ≤ k,
(3) Mp can be generated by k elements over Rp, and
(4) Mf can be generated by k elements over Rf for some f ∈ R, f ̸∈ p.

Proof. By Nakayama’s lemma (Algebra, Lemma 20.1) we see that Mf can be
generated by k elements over Rf for some f ∈ R, f ̸∈ p if M ⊗R κ(p) can be
generated by k elements. Hence (2), (3), and (4) are equivalent. Using Lemma 8.4
part (3) this reduces the problem to the case where R is a field and p = (0). In this
case the result follows from Example 8.5. □

Lemma 8.8.07ZD Let R be a ring. Let M be a finite R-module. Let r ≥ 0. The
following are equivalent

(1) M is finite locally free of rank r (Algebra, Definition 78.1),
(2) Fitr−1(M) = 0 and Fitr(M) = R, and
(3) Fitk(M) = 0 for k < r and Fitk(M) = R for k ≥ r.

https://stacks.math.columbia.edu/tag/07ZB
https://stacks.math.columbia.edu/tag/0H73
https://stacks.math.columbia.edu/tag/07ZC
https://stacks.math.columbia.edu/tag/07ZD
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Proof. It is immediate that (2) is equivalent to (3) because the Fitting ideals form
an increasing sequence of ideals. Since the formation of Fitk(M) commutes with
base change (Lemma 8.4) we see that (1) implies (2) by Example 8.5 and glueing
results (Algebra, Section 23). Conversely, assume (2). By Lemma 8.7 we may
assume that M is generated by r elements. Thus a presentation

⊕
j∈J R→ R⊕r →

M → 0. But now the assumption that Fitr−1(M) = 0 implies that all entries of
the matrix of the map

⊕
j∈J R→ R⊕r are zero. Thus M is free. □

Lemma 8.9.080Z Let R be a local ring. Let M be a finite R-module. Let k ≥ 0.
Assume that Fitk(M) = (f) for some f ∈ R. Let M ′ be the quotient of M by
{x ∈M | fx = 0}. Then M ′ can be generated by k elements.

Proof. Choose generators x1, . . . , xn ∈M corresponding to the surjection R⊕n →
M . Since R is local if a set of elements E ⊂ (f) generates (f), then some e ∈ E
generates (f), see Algebra, Lemma 20.1. Hence we may pick z1, . . . , zn−k in the
kernel of R⊕n → M such that some (n − k) × (n − k) minor of the n × (n − k)
matrix A = (zij) generates (f). After renumbering the xi we may assume the first
minor det(zij)1≤i,j≤n−k generates (f), i.e., det(zij)1≤i,j≤n−k = uf for some unit
u ∈ R. Every other minor is a multiple of f . By Algebra, Lemma 15.6 there exists
a n− k × n− k matrix B such that

AB = f

(
u1n−k×n−k

C

)
for some matrix C with coefficients in R. This implies that for every i ≤ n− k the
element yi = uxi +

∑
j cjixj is annihilated by f . Since M/

∑
Ryi is generated by

the images of xn−k+1, . . . , xn we win. □

Lemma 8.10.0F7M Let R be a ring. Let M be a finitely presented R-module. Let k ≥ 0.
Assume that Fitk(M) = (f) for some nonzerodivisor f ∈ R and Fitk−1(M) = 0.
Then

(1) M has projective dimension ≤ 1,
(2) M ′ = Ker(f : M →M) is the f -power torsion submodule of M ,
(3) M ′ has projective dimension ≤ 1,
(4) M/M ′ is finite locally free of rank k, and
(5) M ∼= M/M ′ ⊕M ′.

Proof. Choose a presentation

R⊕m A−→ R⊕n →M → 0
for some matrix A with coefficients in R.
We first prove the lemma when R is local. Set M ′ = {x ∈ M | fx = 0} as
in the statement. By Lemma 8.9 we can choose x1, . . . , xk ∈ M which generate
M/M ′. Then x1, . . . , xk generate Mf = (M/M ′)f . Hence, if there is a relation∑
aixi = 0 in M , then we see that a1, . . . , ak map to zero in Rf since otherwise

Fitk−1(M)Rf = Fitk−1(Mf ) would be nonzero. Since f is a nonzerodivisor, we
conclude a1 = . . . = ak = 0. Thus M ∼= R⊕k ⊕M ′. After a change of basis in our
presentation above, we may assume the first n − k basis vectors of R⊕n map into
the summand M ′ of M and the last k-basis vectors of R⊕n map to basis elements
of the summand R⊕k of M . Having done so, the last k rows of the matrix A vanish.
In this way we see that, replacing M by M ′, k by 0, n by n − k, and A by the

https://stacks.math.columbia.edu/tag/080Z
https://stacks.math.columbia.edu/tag/0F7M
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submatrix where we delete the last k rows, we reduce to the case discussed in the
next paragraph.
Assume R is local, k = 0, and M annihilated by f . Now the 0th Fitting ideal of M
is (f) and is generated by the n×n minors of the matrix A of size n×m. (This in
particular implies m ≥ n.) Since R is local, some n× n minor of A is uf for a unit
u ∈ R. After renumbering we may assume this minor is the first one. Moreover,
we know all other n×n minors of A are divisible by f . Write A = (A1A2) in block
form where A1 is an n × n matrix and A2 is an n × (m − n) matrix. By Algebra,
Lemma 15.6 applied to the transpose of A (!) we find there exists an n× n matrix
B such that

BA = B(A1A2) = f
(
u1n×n C

)
for some n × (m − n) matrix C with coefficients in R. Then we first conclude
BA1 = fu1n×n. Thus

BA2 = fC = u−1fuC = u−1BA1C

Since the determinant of B is a nonzerodivisor we conclude that A2 = u−1A1C.
Therefore the image of A is equal to the image of A1 which is isomorphic to R⊕n be-
cause the determinant of A1 is a nonzerodivisor. Hence M has projective dimension
≤ 1.
We return to the case of a general ring R. By the local case we see that M/M ′ is a
finite locally free module of rank k, see Algebra, Lemma 78.2. Hence the extension
0 → M ′ → M → M/M ′ → 0 splits. It follows that M ′ is a finitely presented
module. Choose a short exact sequence 0 → K → R⊕a → M ′ → 0. Then K is a
finite R-module, see Algebra, Lemma 5.3. By the local case we see that Kp

∼= R⊕a
p

for all primes. Hence by Algebra, Lemma 78.2 again we see that K is finite locally
free of rank a. It follows that M ′ has projective dimension ≤ 1 and the lemma is
proved. □

9. Lifting

07LW In this section we collection some lemmas concerning lifting statements of the fol-
lowing kind: If A is a ring and I ⊂ A is an ideal, and ξ is some kind of structure
over A/I, then we can lift ξ to a similar kind of structure ξ over A or over some
étale extension of A. Here are some types of structure for which we have already
proved some results:

(1) idempotents, see Algebra, Lemmas 32.6 and 32.7,
(2) projective modules, see Algebra, Lemmas 77.5 and 77.6,
(3) finite stably free modules, see Lemma 3.3,
(4) basis elements, see Algebra, Lemmas 101.1 and 101.3,
(5) ring maps, i.e., proving certain algebras are formally smooth, see Algebra,

Lemma 138.4, Proposition 138.13, and Lemma 138.17,
(6) syntomic ring maps, see Algebra, Lemma 136.18,
(7) smooth ring maps, see Algebra, Lemma 137.20,
(8) étale ring maps, see Algebra, Lemma 143.10,
(9) factoring polynomials, see Algebra, Lemma 143.13, and

(10) Algebra, Section 153 discusses henselian local rings.
The interested reader will find more results of this nature in Smoothing Ring Maps,
Section 3 in particular Smoothing Ring Maps, Proposition 3.2.
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Let A be a ring and let I ⊂ A be an ideal. Let ξ be some kind of structure
over A/I. In the following lemmas we look for étale ring maps A → A′ which
induce isomorphisms A/I → A′/IA′ and objects ξ′ over A′ lifting ξ. A general
remark is that given étale ring maps A → A′ → A′′ such that A/I ∼= A′/IA′ and
A′/IA′ ∼= A′′/IA′′ the composition A → A′′ is also étale (Algebra, Lemma 143.3)
and also satisfies A/I ∼= A′′/IA′′. We will frequently use this in the following
lemmas without further mention. Here is a trivial example of the type of result we
are looking for.

Lemma 9.1.07LX Let A be a ring, let I ⊂ A be an ideal, let u ∈ A/I be an invertible
element. There exists an étale ring map A → A′ which induces an isomorphism
A/I → A′/IA′ and an invertible element u′ ∈ A′ lifting u.

Proof. Choose any lift f ∈ A of u and set A′ = Af and u the image of f in A′. □

Lemma 9.2.07LY Let A be a ring, let I ⊂ A be an ideal, let e ∈ A/I be an idempotent.
There exists an étale ring map A → A′ which induces an isomorphism A/I →
A′/IA′ and an idempotent e′ ∈ A′ lifting e.

Proof. Choose any lift x ∈ A of e. Set

A′ = A[t]/(t2 − t)
[

1
t− 1 + x

]
.

The ring map A→ A′ is étale because (2t−1)dt = 0 and (2t−1)(2t−1) = 1 which
is invertible. We have A′/IA′ = A/I[t]/(t2− t)[ 1

t−1+e ] ∼= A/I the last map sending
t to e which works as e is a root of t2 − t. This also shows that setting e′ equal to
the class of t in A′ works. □

Lemma 9.3.07LZ Let A be a ring, let I ⊂ A be an ideal. Let Spec(A/I) =
∐
j∈J U j

be a finite disjoint open covering. Then there exists an étale ring map A → A′

which induces an isomorphism A/I → A′/IA′ and a finite disjoint open covering
Spec(A′) =

∐
j∈J U

′
j lifting the given covering.

Proof. This follows from Lemma 9.2 and the fact that open and closed subsets of
Spectra correspond to idempotents, see Algebra, Lemma 21.3. □

Lemma 9.4.07M0 Let A→ B be a ring map and J ⊂ B an ideal. If A→ B is étale at
every prime of V (J), then there exists a g ∈ B mapping to an invertible element of
B/J such that A′ = Bg is étale over A.

Proof. The set of points of Spec(B) where A→ B is not étale is a closed subset of
Spec(B), see Algebra, Definition 143.1. Write this as V (J ′) for some ideal J ′ ⊂ B.
Then V (J ′)∩V (J) = ∅ hence J+J ′ = B by Algebra, Lemma 17.2. Write 1 = f+g
with f ∈ J and g ∈ J ′. Then g works. □

Next we have three lemmas saying we can lift factorizations of polynomials.

Lemma 9.5.0ALH Let A be a ring, let I ⊂ A be an ideal. Let f ∈ A[x] be a monic
polynomial. Let f = gh be a factorization of f in A/I[x] such that g and h are
monic and generate the unit ideal in A/I[x]. Then there exists an étale ring map
A→ A′ which induces an isomorphism A/I → A′/IA′ and a factorization f = g′h′

in A′[x] with g′, h′ monic lifting the given factorization over A/I.

https://stacks.math.columbia.edu/tag/07LX
https://stacks.math.columbia.edu/tag/07LY
https://stacks.math.columbia.edu/tag/07LZ
https://stacks.math.columbia.edu/tag/07M0
https://stacks.math.columbia.edu/tag/0ALH
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Proof. We will deduce this from results on the universal factorization proved
earlier; however, we encourage the reader to find their own proof not using this
trick. Say deg(g) = n and deg(h) = m so that deg(f) = n + m. Write f =
xn+m +

∑
αix

n+m−i for some α1, . . . , αn+m ∈ A. Consider the ring map
R = Z[a1, . . . , an+m] −→ S = Z[b1, . . . , bn, c1, . . . , cm]

of Algebra, Example 143.12. Let R→ A be the ring map which sends ai to αi. Set
B = A⊗R S

By construction the image fB of f in B[x] factors, say fB = gBhB with gB =
xn +

∑
(1 ⊗ bi)xn−i and similarly for hB . Write g = xn +

∑
βix

n−i and h =
xm +

∑
γix

m−i. The A-algebra map
B −→ A/I, 1⊗ bi 7→ βi, 1⊗ ci 7→ γi

maps gB and hB to g and h in A/I[x]. The displayed map is surjective; denote
J ⊂ B its kernel. From the discussion in Algebra, Example 143.12 it is clear that
A → B is etale at all points of V (J) ⊂ Spec(B). Choose g ∈ B as in Lemma 9.4
and consider the A-algebra Bg. Since g maps to a unit in B/J = A/I we obtain
also a map Bg/IBg → A/I of A/I-algebras. Since A/I → Bg/IBg is étale, also
Bg/IBg → A/I is étale (Algebra, Lemma 143.8). Hence there exists an idempotent
e ∈ Bg/IBg such that A/I = (Bg/IBg)e (Algebra, Lemma 143.9). Choose a lift
h ∈ Bg of e. Then A → A′ = (Bg)h with factorization given by the image of the
factorization fB = gBhB in A′ is a solution to the problem posed by the lemma. □

The assumption on the leading coefficient in the following lemma will be removed
in Lemma 9.7.

Lemma 9.6.07M1 Let A be a ring, let I ⊂ A be an ideal. Let f ∈ A[x] be a monic
polynomial. Let f = gh be a factorization of f in A/I[x] and assume

(1) the leading coefficient of g is an invertible element of A/I, and
(2) g, h generate the unit ideal in A/I[x].

Then there exists an étale ring map A→ A′ which induces an isomorphism A/I →
A′/IA′ and a factorization f = g′h′ in A′[x] lifting the given factorization over
A/I.

Proof. Applying Lemma 9.1 we may assume that the leading coefficient of g is the
reduction of an invertible element u ∈ A. Then we may replace g by u−1g and h
by uh. Thus we may assume that g is monic. Since f is monic we conclude that h
is monic too. In this case the result follows from Lemma 9.5. □

Lemma 9.7.07M2 Let A be a ring, let I ⊂ A be an ideal. Let f ∈ A[x] be a monic
polynomial. Let f = gh be a factorization of f in A/I[x] and assume that g, h
generate the unit ideal in A/I[x]. Then there exists an étale ring map A → A′

which induces an isomorphism A/I → A′/IA′ and a factorization f = g′h′ in A′[x]
lifting the given factorization over A/I.

Proof. Say f = xd + a1x
d−1 + . . . + ad has degree d. Write g =

∑
bjx

j and
h =

∑
cjx

j . Then we see that 1 =
∑
bjcd−j . It follows that Spec(A/I) is covered

by the standard opens D(bjcd−j). However, each point p of Spec(A/I) is contained
in at most one of these as by looking at the induced factorization of f over the field
κ(p) we see that deg(g mod p) + deg(h mod p) = d. Hence our open covering is a

https://stacks.math.columbia.edu/tag/07M1
https://stacks.math.columbia.edu/tag/07M2
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disjoint open covering. Applying Lemma 9.3 (and replacing A by A′) we see that
we may assume there is a corresponding disjoint open covering of Spec(A). This
disjoint open covering corresponds to a product decomposition of A, see Algebra,
Lemma 24.3. It follows that

A = A0 × . . .×Ad, I = I0 × . . .× Id,

where the image of g, resp. h in Aj/Ij has degree j, resp. d−j with invertible leading
coefficient. Clearly, it suffices to prove the result for each factor Aj separately.
Hence the lemma follows from Lemma 9.6. □

Lemma 9.8.07M3 Let R → S be a ring map. Let I ⊂ R be an ideal of R and let
J ⊂ S be an ideal of S. If the closure of the image of V (J) in Spec(R) is disjoint
from V (I), then there exists an element f ∈ R which maps to 1 in R/I and to an
element of J in S.

Proof. Let I ′ ⊂ R be an ideal such that V (I ′) is the closure of the image of V (J).
Then V (I) ∩ V (I ′) = ∅ by assumption and hence I + I ′ = R by Algebra, Lemma
17.2. Write 1 = g+f with g ∈ I and f ∈ I ′. We have V (f ′) ⊃ V (J) where f ′ is the
image of f in S. Hence (f ′)n ∈ J for some n, see Algebra, Lemma 17.2. Replacing
f by fn we win. □

Lemma 9.9.09XG Let I be an ideal of a ring A. Let A → B be an integral ring map.
Let b ∈ B map to an idempotent in B/IB. Then there exists a monic f ∈ A[x]
with f(b) = 0 and f mod I = xd(x− 1)d for some d ≥ 1.

Proof. Observe that z = b2 − b is an element of IB. By Algebra, Lemma 38.4
there exist a monic polynomial g(x) = xd +

∑
ajx

j of degree d with aj ∈ I such
that g(z) = 0 in B. Hence f(x) = g(x2 − x) ∈ A[x] is a monic polynomial such
that f(x) ≡ xd(x− 1)d mod I and such that f(b) = 0 in B. □

Lemma 9.10.07M4 Let A be a ring, let I ⊂ A be an ideal. Let A→ B be an integral ring
map. Let e ∈ B/IB be an idempotent. Then there exists an étale ring map A→ A′

which induces an isomorphism A/I → A′/IA′ and an idempotent e′ ∈ B ⊗A A′

lifting e.

Proof. Choose an element y ∈ B lifting e. Choose f ∈ A[x] as in Lemma 9.9
for y. By Lemma 9.6 we can find an étale ring map A → A′ which induces an
isomorphism A/I → A′/IA′ and such that f = gh in A[x] with g(x) = xd mod IA′

and h(x) = (x − 1)d mod IA′. After replacing A by A′ we may assume that the
factorization is defined over A. In that case we see that b1 = g(y) ∈ B is a lift of
ed = e and b2 = h(y) ∈ B is a lift of (e − 1)d = (−1)d(1 − e)d = (−1)d(1 − e) and
moreover b1b2 = 0. Thus (b1, b2)B/IB = B/IB and V (b1, b2) ⊂ Spec(B) is disjoint
from V (IB). Since Spec(B)→ Spec(A) is closed (see Algebra, Lemmas 36.22 and
41.6) we can find an a ∈ A which maps to an invertible element of A/I whose
image in B lies in (b1, b2), see Lemma 9.8. After replacing A by the localization Aa
we get that (b1, b2) = B. Then Spec(B) = D(b1) ⨿ D(b2); disjoint union because
b1b2 = 0 and covers Spec(B) because (b1, b2) = B. Let e ∈ B be the idempotent
corresponding to the open and closed subset D(b1), see Algebra, Lemma 21.3. Since
b1 is a lift of e and b2 is a lift of ±(1 − e) we conclude that e is a lift of e by the
uniqueness statement in Algebra, Lemma 21.3. □

https://stacks.math.columbia.edu/tag/07M3
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Lemma 9.11.07M5 Let A be a ring, let I ⊂ A be an ideal. Let P be a finite projec-
tive A/I-module. Then there exists an étale ring map A → A′ which induces an
isomorphism A/I → A′/IA′ and a finite projective A′-module P ′ lifting P .

Proof. We can choose an integer n and a direct sum decomposition (A/I)⊕n =
P ⊕K for some R/I-module K. Choose a lift φ : A⊕n → A⊕n of the projector p
associated to the direct summand P . Let f ∈ A[x] be the characteristic polynomial
of φ. Set B = A[x]/(f). By Cayley-Hamilton (Algebra, Lemma 16.1) there is a
map B → EndA(A⊕n) mapping x to φ. For every prime p ⊃ I the image of f in
κ(p) is (x − 1)rxn−r where r is the dimension of P ⊗A/I κ(p). Hence (x − 1)nxn
maps to zero in B ⊗A κ(p) for all p ⊃ I. Thus x(1− x) is contained in every prime
ideal of B/IB. Hence xN (1 − x)N is contained in IB for some N ≥ 1. It follows
that xN + (1− x)N is a unit in B/IB and that

e = image of xN

xN + (1− x)N in B/IB

is an idempotent as both assertions hold in Z[x]/(xN (x− 1)N ). The image of e in
EndA/I((A/I)⊕n) is

pN

pN + (1− p)N
= p

as p is an idempotent. After replacing A by an étale extension A′ as in the lemma,
we may assume there exists an idempotent e ∈ B which maps to e in B/IB, see
Lemma 9.10. Then the image of e under the map

B = A[x]/(f) −→ EndA(A⊕n).

is an idempotent element p which lifts p. Setting P = Im(p) we win. □

Lemma 9.12.07EV Let A be a ring. Let 0 → K → A⊕m → M → 0 be a sequence
of A-modules. Consider the A-algebra C = Sym∗

A(M) with its presentation α :
A[y1, . . . , ym]→ C coming from the surjection A⊕m →M . Then

NL(α) = (K ⊗A C →
⊕

j=1,...,m
Cdyj)

(see Algebra, Section 134) in particular ΩC/A = M ⊗A C.

Proof. Let J = Ker(α). The lemma asserts that J/J2 ∼= K ⊗A C. Note that α
is a homomorphism of graded algebras. We will prove that in degree d we have
(J/J2)d = K ⊗A Cd−1. Note that

Jd = Ker(Symd
A(A⊕m)→ Symd

A(M)) = Im(K ⊗A Symd−1
A (A⊕m)→ Symd

A(A⊕m)),

see Algebra, Lemma 13.2. It follows that (J2)d =
∑
a+b=d Ja · Jb is the image of

K ⊗A K ⊗A Symd−2
A (A⊗m)→ Symd

A(A⊕m).

The cokernel of the map K ⊗A Symd−2
A (A⊗m)→ Symd−1

A (A⊕m) is Symd−1
A (M) by

the lemma referenced above. Hence it is clear that (J/J2)d = Jd/(J2)d is equal to

Coker(K ⊗A K ⊗A Symd−2
A (A⊗m)→ K ⊗A Symd−1

A (A⊗m)) = K ⊗A Symd−1
A (M)

= K ⊗A Cd−1

as desired. □

https://stacks.math.columbia.edu/tag/07M5
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MORE ON ALGEBRA 26

Lemma 9.13.07M6 Let A be a ring. Let M be an A-module. Then C = Sym∗
A(M) is

smooth over A if and only if M is a finite projective A-module.

Proof. Let σ : C → A be the projection onto the degree 0 part of C. Then
J = Ker(σ) is the part of degree > 0 and we see that J/J2 = M as an A-module.
Hence if A → C is smooth then M is a finite projective A-module by Algebra,
Lemma 139.4.

Conversely, assume that M is finite projective and choose a surjection A⊕n → M
with kernel K. Of course the sequence 0 → K → A⊕n → M → 0 is split as M
is projective. In particular we see that K is a finite A-module and hence C is of
finite presentation over A as C is a quotient of A[x1, . . . , xn] by the ideal generated
by K ⊂

⊕
Axi. The computation of Lemma 9.12 shows that NLC/A is homotopy

equivalent to (K →M)⊗AC. Hence NLC/A is quasi-isomorphic to C⊗AM placed
in degree 0 which means that C is smooth over A by Algebra, Definition 137.1. □

Lemma 9.14.07M7 Let A be a ring, let I ⊂ A be an ideal. Consider a commutative
diagram

B

!!
A

OO

// A/I

where B is a smooth A-algebra. Then there exists an étale ring map A→ A′ which
induces an isomorphism A/I → A′/IA′ and an A-algebra map B → A′ lifting the
ring map B → A/I.

Proof. Let J ⊂ B be the kernel of B → A/I so that B/J = A/I. By Algebra,
Lemma 139.3 the sequence

0→ I/I2 → J/J2 → ΩB/A ⊗B B/J → 0

is split exact. Thus P = J/(J2 + IB) = ΩB/A ⊗B B/J is a finite projective
A/I-module. Choose an integer n and a direct sum decomposition A/I⊕n = P ⊕
K. By Lemma 9.11 we can find an étale ring map A → A′ which induces an
isomorphism A/I → A′/IA′ and a finite projective A-module K which lifts K. We
may and do replace A by A′. Set B′ = B ⊗A Sym∗

A(K). Since A → Sym∗
A(K)

is smooth by Lemma 9.13 we see that B → B′ is smooth which in turn implies
that A → B′ is smooth (see Algebra, Lemmas 137.4 and 137.13). Moreover the
section Sym∗

A(K) → A determines a section B′ → B and we let B′ → A/I be the
composition B′ → B → A/I. Let J ′ ⊂ B′ be the kernel of B′ → A/I. We have
JB′ ⊂ J ′ and B ⊗A K ⊂ J ′. These maps combine to give an isomorphism

(A/I)⊕n ∼= J/J2 ⊕K −→ J ′/((J ′)2 + IB′)

Thus, after replacing B by B′ we may assume that J/(J2 + IB) = ΩB/A ⊗B B/J
is a free A/I-module of rank n.

In this case, choose f1, . . . , fn ∈ J which map to a basis of J/(J2 + IB). Consider
the finitely presented A-algebra C = B/(f1, . . . , fn). Note that we have an exact
sequence

0→ H1(LC/A)→ (f1, . . . , fn)/(f1, . . . , fn)2 → ΩB/A ⊗B C → ΩC/A → 0

https://stacks.math.columbia.edu/tag/07M6
https://stacks.math.columbia.edu/tag/07M7
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see Algebra, Lemma 134.4 (note that H1(LB/A) = 0 and that ΩB/A is finite pro-
jective, in particular flat so the Tor group vanishes). For any prime q ⊃ J of
B the module ΩB/A,q is free of rank n because ΩB/A is finite projective and be-
cause ΩB/A ⊗B B/J is free of rank n (see Algebra, Lemma 78.2). By our choice of
f1, . . . , fn the map (

(f1, . . . , fn)/(f1, . . . , fn)2)
q
→ ΩB/A,q

is surjective modulo J . Hence we see that this map of modules over the local ring
Cq has to be an isomorphism (this is because by Nakayama’s Algebra, Lemma
20.1 the map is surjective and then for example by Algebra, Lemma 16.4 because
((f1, . . . , fn)/(f1, . . . , fn)2)q is generated by n elements the map is injective). Thus
H1(LC/A)q = 0 and ΩC/A,q = 0. By Algebra, Lemma 137.12 we see that A → C
is smooth at the prime q of C corresponding to q. Since ΩC/A,q = 0 it is actually
étale at q. Thus A → C is étale at all primes of C containing JC. By Lemma
9.4 we can find an f ∈ C mapping to an invertible element of C/JC such that
A → Cf is étale. By our choice of f it is still true that Cf/JCf = A/I. The
map Cf/ICf → A/I is surjective and étale by Algebra, Lemma 143.8. Hence A/I
is isomorphic to the localization of Cf/ICf at some element g ∈ C, see Algebra,
Lemma 143.9. Set A′ = Cfg to conclude the proof. □

10. Zariski pairs

0ELX In this section and the next a pair is a pair (A, I) where A is a ring and I ⊂ A
is an ideal. A morphism of pairs (A, I) → (B, J) is a ring map φ : A → B with
φ(I) ⊂ J .

Definition 10.1.0ELY A Zariski pair is a pair (A, I) such that I is contained in the
Jacobson radical of A.

Lemma 10.2.09XF Let (A, I) be a Zariski pair. Then the map from idempotents of A
to idempotents of A/I is injective.

Proof. An idempotent of a local ring is either 0 or 1. Thus an idempotent is
determined by the set of maximal ideals where it vanishes, by Algebra, Lemma
23.1. □

Lemma 10.3.0ELZ Let (A, I) be a Zariski pair. Let A→ B be a flat, integral, finitely
presented ring map such that A/I → B/IB is an isomorphism. Then A→ B is an
isomorphism.

Proof. The ring map A→ B is finite by Algebra, Lemma 36.5. Hence B is finitely
presented as an A-module by Algebra, Lemma 36.23. Hence B is a finite locally free
A-module by Algebra, Lemma 78.2. Since the module B has rank 1 along V (I) (see
rank function described in Algebra, Lemma 78.2), and as (A, I) is a Zariski pair, we
conclude that the rank is 1 everywhere. It follows that A→ B is an isomorphism:
it is a pleasant exercise to show that a ring map R → S such that S is a locally
free R-module of rank 1 is an isomorphism (hint: look at local rings). □

Lemma 10.4.0EM0 Let (A, I) be a Zariski pair. Let A → B be a finite ring map.
Assume

(1) B/IB = B1 ×B2 is a product of A/I-algebras
(2) A/I → B1/IB1 is surjective,

https://stacks.math.columbia.edu/tag/0ELY
https://stacks.math.columbia.edu/tag/09XF
https://stacks.math.columbia.edu/tag/0ELZ
https://stacks.math.columbia.edu/tag/0EM0
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(3) b ∈ B maps to (1, 0) in the product.
Then there exists a monic f ∈ A[x] with f(b) = 0 and f mod I = (x − 1)xd for
some d ≥ 1.

Proof. By Lemma 9.10 we can find an étale ring map A→ A′ inducing an isomor-
phism A/I → A′/IA′ such that B′ = B⊗AA′ contains an idempotent e′ lifting the
image of b in B′/IB′. Consider the corresponding A′-algebra decomposition

B′ = B′
1 ×B′

2

which is compatible with the one given in the lemma upon reduction modulo I.
The map A′ → B′

1 is surjective modulo IA′. By Nakayama’s lemma (Algebra,
Lemma 20.1) we can find i ∈ IA′ such that after replacing A′ by A′

1+i the map
A′ → B′

1 is surjective. Observe that the image b′
1 ∈ B′

1 of b satisfies b′
1 − 1 ∈ IB′

1.
Thus we may pick a′ ∈ IA′ mapping to b′

1 − 1. On the other hand, the image
b′

2 ∈ B′
2 of b is in IB′

2. By Algebra, Lemma 38.4 there exist a monic polynomial
g(x) = xd +

∑
a′
jx
j of degree d with a′

j ∈ IA′ such that g(b′
2) = 0 in B′

2. Thus
the image b′ = (b′

1, b
′
2) ∈ B′ of b is a root of the polynomial (x − 1 − a′)g(x). We

conclude that
(b′ − 1)(b′)d ∈

∑
j=0,...,d

IA′ · (b′)j

We claim that this implies

(b− 1)bd ∈
∑

j=0,...,d
I · bj

in B. For this it is enough to see that the ring map A→ A′ is faithfully flat, because
the condition is that the image of (b−1)bd is zero in B/

∑
j=0,...,d Ib

j (use Algebra,
Lemma 82.11). The map A → A′ flat because it is étale (Algebra, Lemma 143.3).
On the other hand, the induced map on spectra is open (see Algebra, Proposition
41.8 and use previous lemma referenced) and the image contains V (I). Since I is
contained in the Jacobson radical of A we conclude. □

Lemma 10.5.0GED Let (A, I) be a Zariski pair with A Noetherian. Let f ∈ I. Then
Af is a Jacobson ring.

Proof. We will use the criterion of Algebra, Lemma 61.4. Let p ⊂ A be a prime
ideal such that pf = pAf is prime and not maximal. We have to show that Af/pf =
(A/p)f has infinitely many prime ideals. After replacing A by A/p we may assume
A is a domain, dimAf > 0, and our goal is to show that Spec(Af ) is infinite. Since
dimAf > 0 we can find a nonzero prime ideal q ⊂ A not containing f . Choose a
maximal ideal m ⊂ A containing q. Since (A, I) is a Zariski pair, we see I ⊂ m.
Hence m ̸= q and dim(Am) > 1. Hence Spec((Am)f ) ⊂ Spec(Af ) is infinite by
Algebra, Lemma 61.1 and we win. □

11. Henselian pairs

09XD Some of the results of Section 9 may be viewed as results about henselian pairs.
In this section a pair is a pair (A, I) where A is a ring and I ⊂ A is an ideal. A
morphism of pairs (A, I)→ (B, J) is a ring map φ : A→ B with φ(I) ⊂ J . As in
Section 9 given an object ξ over A we denote ξ the “base change” of ξ to an object
over A/I (provided this makes sense).

Definition 11.1.09XE A henselian pair is a pair (A, I) satisfying

https://stacks.math.columbia.edu/tag/0GED
https://stacks.math.columbia.edu/tag/09XE
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(1) I is contained in the Jacobson radical of A, and
(2) for any monic polynomial f ∈ A[T ] and factorization f = g0h0 with

g0, h0 ∈ A/I[T ] monic generating the unit ideal in A/I[T ], there exists
a factorization f = gh in A[T ] with g, h monic and g0 = g and h0 = h.

Observe that if A is a local ring and I = m is the maximal ideal, then (A, I) is a
henselian pair if and only if A is a henselian local ring, see Algebra, Lemma 153.3.
In Lemma 11.6 we give a number of equivalent characterizations of henselian pairs
(and we will add more as time goes on).

Lemma 11.2.0ALI Let (A, I) be a pair with I locally nilpotent. Then the functor
B 7→ B/IB induces an equivalence between the category of étale algebras over A
and the category of étale algebras over A/I. Moreover, the pair is henselian.

Proof. Essential surjectivity holds by Algebra, Lemma 143.10. If B, B′ are étale
over A and B/IB → B′/IB′ is a morphism of A/I-algebras, then we can lift this
by Algebra, Lemma 138.17. Finally, suppose that f, g : B → B′ are two A-algebra
maps with f mod I = g mod I. Choose an idempotent e ∈ B ⊗A B generating the
kernel of the multiplication map B ⊗A B → B, see Algebra, Lemmas 151.4 and
151.3 (to see that étale is unramified). Then (f ⊗ g)(e) ∈ IB′. Since IB′ is locally
nilpotent (Algebra, Lemma 32.3) this implies (f ⊗ g)(e) = 0 by Algebra, Lemma
32.6. Thus f = g.
It is clear that I is contained in the Jacobson radical of A. Let f ∈ A[T ] be
a monic polynomial and let f = g0h0 be a factorization of f = f mod I with
g0, h0 ∈ A/I[T ] monic generating the unit ideal in A/I[T ]. By Lemma 9.5 there
exists an étale ring map A → A′ which induces an isomorphism A/I → A′/IA′

such that the factorization lifts to a factorization into monic polynomials over A′.
By the above we have A = A′ and the factorization is over A. □

Lemma 11.3.0CT7 Let A = limAn where (An) is an inverse system of rings whose
transition maps are surjective and have locally nilpotent kernels. Then (A, In) is a
henselian pair, where In = Ker(A→ An).

Proof. Fix n. Let a ∈ A be an element which maps to 1 in An. By Algebra,
Lemma 32.4 we see that a maps to a unit in Am for all m ≥ n. Hence a is a unit in
A. Thus by Algebra, Lemma 19.1 the ideal In is contained in the Jacobson radical
of A. Let f ∈ A[T ] be a monic polynomial and let f = gnhn be a factorization of
f = f mod In with gn, hn ∈ An[T ] monic generating the unit ideal in An[T ]. By
Lemma 11.2 we can successively lift this factorization to f mod Im = gmhm with
gm, hm monic in Am[T ] for all m ≥ n. At each step we have to verify that our
lifts gm, hm generate the unit ideal in An[T ]; this follows from the corresponding
fact for gn, hn and the fact that Spec(An[T ]) = Spec(Am[T ]) because the kernel of
Am → An is locally nilpotent. As A = limAm this finishes the proof. □

Lemma 11.4.0ALJ Let (A, I) be a pair. If A is I-adically complete, then the pair is
henselian.

Proof. By Algebra, Lemma 96.6 the ideal I is contained in the Jacobson radical
of A. Let f ∈ A[T ] be a monic polynomial and let f = g0h0 be a factorization of
f = f mod I with g0, h0 ∈ A/I[T ] monic generating the unit ideal in A/I[T ]. By
Lemma 11.2 we can successively lift this factorization to f mod In = gnhn with
gn, hn monic in A/In[T ] for all n ≥ 1. As A = limA/In this finishes the proof. □

https://stacks.math.columbia.edu/tag/0ALI
https://stacks.math.columbia.edu/tag/0CT7
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Lemma 11.5.09XH Let (A, I) be a pair. Let A→ B be a finite type ring map such that
B/IB = C1 × C2 with A/I → C1 finite. Let B′ be the integral closure of A in B.
Then we can write B′/IB′ = C1×C ′

2 such that the map B′/IB′ → B/IB preserves
product decompositions and there exists a g ∈ B′ mapping to (1, 0) in C1×C ′

2 with
B′
g → Bg an isomorphism.

Proof. Observe that A → B is quasi-finite at every prime of the closed subset
T = Spec(C1) ⊂ Spec(B) (this follows by looking at fibre rings, see Algebra,
Definition 122.3). Consider the diagram of topological spaces

Spec(B)
ϕ

//

ψ %%

Spec(B′)

ψ′
yy

Spec(A)

By Algebra, Theorem 123.12 for every p ∈ T there is a hp ∈ B′, hp ̸∈ p such that
B′
h → Bh is an isomorphism. The union U =

⋃
D(hp) gives an open U ⊂ Spec(B′)

such that ϕ−1(U) → U is a homeomorphism and T ⊂ ϕ−1(U). Since T is open
in ψ−1(V (I)) we conclude that ϕ(T ) is open in U ∩ (ψ′)−1(V (I)). Thus ϕ(T ) is
open in (ψ′)−1(V (I)). On the other hand, since C1 is finite over A/I it is finite
over B′. Hence ϕ(T ) is a closed subset of Spec(B′) by Algebra, Lemmas 41.6 and
36.22. We conclude that Spec(B′/IB′) ⊃ ϕ(T ) is open and closed. By Algebra,
Lemma 24.3 we get a corresponding product decomposition B′/IB′ = C ′

1 × C ′
2.

The map B′/IB′ → B/IB maps C ′
1 into C1 and C ′

2 into C2 as one sees by looking
at what happens on spectra (hint: the inverse image of ϕ(T ) is exactly T ; some
details omitted). Pick a g ∈ B′ mapping to (1, 0) in C ′

1 × C ′
2 such that D(g) ⊂ U ;

this is possible because Spec(C ′
1) and Spec(C ′

2) are disjoint and closed in Spec(B′)
and Spec(C ′

1) is contained in U . Then B′
g → Bg defines a homeomorphism on

spectra and an isomorphism on local rings (by our choice of U above). Hence it
is an isomorphism, as follows for example from Algebra, Lemma 23.1. Finally, it
follows that C ′

1 = C1 and the proof is complete. □

Lemma 11.6.09XI [Ray70, Chapter XI]
and [Gab92,
Proposition 1]

Let (A, I) be a pair. The following are equivalent
(1) (A, I) is a henselian pair,
(2) given an étale ring map A→ A′ and an A-algebra map σ : A′ → A/I, there

exists an A-algebra map A′ → A lifting σ,
(3) for any finite A-algebra B the map B → B/IB induces a bijection on

idempotents,
(4) for any integral A-algebra B the map B → B/IB induces a bijection on

idempotents, and
(5) (Gabber) I is contained in the Jacobson radical of A and every monic poly-

nomial f(T ) ∈ A[T ] of the form

f(T ) = Tn(T − 1) + anT
n + . . .+ a1T + a0

with an, . . . , a0 ∈ I and n ≥ 1 has a root α ∈ 1 + I.
Moreover, in part (5) the root is unique.

Proof. Assume (2) holds. Then I is contained in the Jacobson radical of A, since
otherwise there would be a nonunit f ∈ A congruent to 1 modulo I and the map
A→ Af would contradict (2). Hence IB ⊂ B is contained in the Jacobson radical of

https://stacks.math.columbia.edu/tag/09XH
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B for B integral over A because Spec(B)→ Spec(A) is closed by Algebra, Lemmas
41.6 and 36.22. Thus the map from idempotents of B to idempotents of B/IB is
injective by Lemma 10.2. On the other hand, since (2) holds, every idempotent
of B/IB lifts to an idempotent of B by Lemma 9.10. In this way we see that (2)
implies (4).
The implication (4) ⇒ (3) is trivial.
Assume (3). Let m be a maximal ideal and consider the finite map A → B =
A/(I ∩ m). The condition that B → B/IB induces a bijection on idempotents
implies that I ⊂ m (if not, then B = A/I × A/m and B/IB = A/I). Thus we see
that I is contained in the Jacobson radical of A. Let f ∈ A[T ] be monic and suppose
given a factorization f = g0h0 with g0, h0 ∈ A/I[T ] monic generating the unit ideal
in A/I[T ]. Set B = A[T ]/(f). Let e be the idempotent of B/IB corresponding to
the decomposition

B/IB = A/I[T ]/(g0)×A/I[T ]/(h0)
of A-algebras. Let e ∈ B be an idempotent lifting e which exists as we assumed
(3). This gives a product decomposition

B = eB × (1− e)B
Note that B is free of rank deg(f) as an A-module. Hence eB and (1 − e)B are
finite locally free A-modules. However, since eB and (1− e)B have constant rank
deg(g0) and deg(h0) over A/I we find that the same is true over Spec(A). We
conclude that

f = CharPolA(T : B → B)
= CharPolA(T : eB → eB)CharPolA(T : (1− e)B → (1− e)B)

is a factorization into monic polynomials reducing to the given factorization modulo
I. Here CharPolA denotes the characteristic polynomial of an endomorphism of a
finite locally free module over A. If the module is free the CharPolA is defined as
the characteristic polynomial of the corresponding matrix and in general one uses
Algebra, Lemma 24.2 to glue. Details omitted. Thus (3) implies (1).
Assume (1). Let f be as in (5). The factorization of f mod I as Tn times T − 1
lifts to a factorization f = gh with g and h monic by Definition 11.1. Then h has
to have degree 1 and we see that f has a root reducing to 1 modulo 1. Finally, I
is contained in the Jacobson radical by the definition of a henselian pair. Thus (1)
implies (5).
Before we give the proof of the last step, let us show that the root α in (5), if it
exists, is unique. Namely, Due to the explicit shape of f(T ), we have f ′(α) ∈ 1 + I
where f ′ is the derivative of f with respect to T . An elementary argument shows
that

f(T ) = f(α+ T − α) = f(α) + f ′(α) · (T − α) mod (T − α)2A[T ]
This shows that any other root α′ ∈ 1 + I of f(T ) satisfies 0 = f(α′) − f(α) =
(α′ − α)(1 + i) for some i ∈ I, so that, since 1 + i is a unit in A, we have α = α′.
Assume (5). We will show that (2) holds, in other words, that for every étale map
A → A′, every section σ : A′ → A/I modulo I lifts to a section A′ → A. Since
A→ A′ is étale, the section σ determines a decomposition
(11.6.1)0EM1 A′/IA′ ∼= A/I × C
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of A/I-algebras. Namely, the surjective ring map A′/IA′ → A/I is étale by Algebra,
Lemma 143.8 and then we get the desired idempotent by Algebra, Lemma 143.9.
We will show that this decomposition lifts to a decomposition
(11.6.2)0EM2 A′ ∼= A′

1 ×A′
2

of A-algebras with A′
1 integral over A. Then A → A′

1 is integral and étale and
A/I → A′

1/IA
′
1 is an isomorphism, thus A → A′

1 is an isomorphism by Lemma
10.3 (here we also use that an étale ring map is flat and of finite presentation, see
Algebra, Lemma 143.3).
Let B′ be the integral closure of A in A′. By Lemma 11.5 we may decompose
(11.6.3)0EM3 B′/IB′ ∼= A/I × C ′

as A/I-algebras compatibly with (11.6.1) and we may find b ∈ B′ that lifts (1, 0)
such that B′

b → A′
b is an isomorphism. If the decomposition (11.6.3) lifts to a

decomposition
(11.6.4)0EM4 B′ ∼= B′

1 ×B′
2

of A-algebras, then the induced decomposition A′ = A′
1 × A′

2 will give the desired
(11.6.2): indeed, since b is a unit in B′

1 (details omitted), we will have B′
1
∼= A′

1, so
that A′

1 will be integral over A.
Choose a finite A-subalgebra B′′ ⊂ B′ containing b (observe that any finitely gen-
erated A-subalgebra of B′ is finite over A). After enlarging B′′ we may assume b
maps to an idempotent in B′′/IB′′ producing
(11.6.5)0EM5 B′′/IB′′ ∼= C ′′

1 × C ′′
2

Since B′
b
∼= A′

b we see that B′
b is of finite type over A. Say B′

b is generated by
b1/b

n, . . . , bt/b
n over A and enlarge B′′ so that b1, . . . , bt ∈ B′′. Then B′′

b → B′
b

is surjective as well as injective, hence an isomorphism. In particular, we see that
C ′′

1 = A/I! Therefore A/I → C ′′
1 is an isomorphism, in particular surjective. By

Lemma 10.4 we can find an f(T ) ∈ A[T ] of the form
f(T ) = Tn(T − 1) + anT

n + . . .+ a1T + a0

with an, . . . , a0 ∈ I and n ≥ 1 such that f(b) = 0. In particular, we find that B′ is a
A[T ]/(f)-algebra. By (5) we deduce there is a root a ∈ 1 + I of f . This produces a
product decomposition A[T ]/(f) = A[T ]/(T −a)×D compatible with the splitting
(11.6.3) of B′/IB′. The induced splitting of B′ is then a desired (11.6.4). □

Lemma 11.7.09XJ Let A be a ring. Let I, J ⊂ A be ideals with V (I) = V (J). Then
(A, I) is henselian if and only if (A, J) is henselian.

Proof. For any integral ring map A → B we see that V (IB) = V (JB). Hence
idempotents of B/IB and B/JB are in bijective correspondence (Algebra, Lemma
21.3). It follows that B → B/IB induces a bijection on sets of idempotents if and
only if B → B/JB induces a bijection on sets of idempotents. Thus we conclude
by Lemma 11.6. □

Lemma 11.8.09XK Let (A, I) be a henselian pair and let A → B be an integral ring
map. Then (B, IB) is a henselian pair.

Proof. Immediate from the fourth characterization of henselian pairs in Lemma
11.6 and the fact that the composition of integral ring maps is integral. □

https://stacks.math.columbia.edu/tag/09XJ
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Lemma 11.9.0DYD Let I ⊂ J ⊂ A be ideals of a ring A. The following are equivalent
(1) (A, I) and (A/I, J/I) are henselian pairs, and
(2) (A, J) is an henselian pair.

Proof. Assume (1). Let B be an integral A-algebra. Consider the ring maps

B → B/IB → B/JB

By Lemma 11.6 we find that both arrows induce bijections on idempotents. Hence
so does the composition. Whence (A, J) is a henselian pair by Lemma 11.6.

Conversely, assume (2) holds. Then (A/I, J/I) is a henselian pair by Lemma 11.8.
Let B be an integral A-algebra. Consider the ring maps

B → B/IB → B/JB

By Lemma 11.6 we find that the composition and the second arrow induce bijections
on idempotents. Hence so does the first arrow. It follows that (A, I) is a henselian
pair (by the lemma again). □

Lemma 11.10.0G1R Let A be a ring and let (A, I) and (A, I ′) be henselian pairs. Then
(A, I + I ′) is an henselian pair.

Proof. By Lemma 11.8 the pair (A/I, (I ′ + I)/I) is henselian. Thus we get the
conclusion from Lemma 11.9. □

Lemma 11.11.0ATD Let J be a set and let {(Aj , Ij)}j∈J be a collection of pairs. Then
(
∏
j∈J Aj ,

∏
j∈J Ij) is Henselian if and only if so is each (Aj , Ij).

Proof. For every j ∈ J , the projection
∏
j∈J Aj → Aj is an integral ring map,

so Lemma 11.8 proves that each (Aj , Ij) is Henselian if (
∏
j∈J Aj ,

∏
j∈J Ij) is

Henselian.

Conversely, suppose that each (Aj , Ij) is a Henselian pair. Then every 1 + x with
x ∈

∏
j∈J Ij is a unit in

∏
j∈J Aj because it is so componentwise by Algebra, Lemma

19.1 and Definition 11.1. Thus, by Algebra, Lemma 19.1 again,
∏
j∈J Ij is contained

in the Jacobson radical of
∏
j∈J Aj . Continuing to work componentwise, it likewise

follows that for every monic f ∈ (
∏
j∈J Aj)[T ] and every factorization f = g0h0 with

monic g0, h0 ∈ (
∏
j∈J Aj/

∏
j∈J Ij)[T ] = (

∏
j∈J Aj/Ij)[T ] that generate the unit

ideal in (
∏
j∈J Aj/

∏
j∈J Ij)[T ], there exists a factorization f = gh in (

∏
j∈J Aj)[T ]

with g, h monic and reducing to g0, h0. In conclusion, according to Definition 11.1
(
∏
j∈J Aj ,

∏
j∈J Ij) is a Henselian pair. □

Lemma 11.12.0EM6 The property of being Henselian is preserved under limits of pairs.
More precisely, let J be a preordered set and let (Aj , Ij) be an inverse system of
henselian pairs over J . Then A = limAj equipped with the ideal I = lim Ij is a
henselian pair (A, I).

Proof. By Categories, Lemma 14.11, we only need to consider products and equal-
izers. For products, the claim follows from Lemma 11.11. Thus, consider an equal-
izer diagram

(A, I) // (A′, I ′)
φ //

ψ
// (A′′, I ′′)

https://stacks.math.columbia.edu/tag/0DYD
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in which the pairs (A′, I ′) and (A′′, I ′′) are henselian. To check that the pair (A, I)
is also henselian, we will use the Gabber’s criterion in Lemma 11.6. Every element
of 1 + I is a unit in A because, due to the uniqueness of the inverses of units, this
may be checked in (A′, I ′). Thus I is contained in the Jacobson radical of A, see
Algebra, Lemma 19.1. Thus, let

f(T ) = TN−1(T − 1) + aN−1T
N−1 + · · ·+ a1T + a0

be a polynomial in A[T ] with aN−1, . . . , a0 ∈ I and N ≥ 1. The image of f(T ) in
A′[T ] has a unique root α′ ∈ 1 + I ′ and likewise for the further image in A′′[T ].
Thus, due to the uniqueness, φ(α′) = ψ(α′), to the effect that α′ defines a root of
f(T ) in 1 + I, as desired. □

Lemma 11.13.0FWT The property of being Henselian is preserved under filtered colimits
of pairs. More precisely, let J be a directed set and let (Aj , Ij) be a system of
henselian pairs over J . Then A = colimAj equipped with the ideal I = colim Ij is
a henselian pair (A, I).

Proof. If u ∈ 1+I then for some j ∈ J we see that u is the image of some uj ∈ 1+Ij .
Then uj is invertible in Aj by Algebra, Lemma 19.1 and the assumption that Ij
is contained in the Jacobson radical of Aj . Hence u is invertible in A. Thus I is
contained in the Jacobson radical of A (by the lemma).
Let f ∈ A[T ] be a monic polynomial and let f = g0h0 be a factorization with
g0, h0 ∈ A/I[T ] monic generating the unit ideal in A/I[T ]. Write 1 = g0g

′
0 + h0h

′
0

for some g′
0, h

′
0 ∈ A/I[T ]. Since A = colimAj and A/I = colimAj/Ij are filtered

colimits we can find a j ∈ J and fj ∈ Aj and a factorization f j = gj,0hj,0 with
gj,0, hj,0 ∈ Aj/Ij [T ] monic and 1 = gj,0g

′
j,0 + hj,0h

′
j,0 for some g′

j,0, h
′
j,0 ∈ Aj/Ij [T ]

with fj , gj,0, hj,0, g
′
j,0, h

′
j,0 mapping to f, g0, h0, g

′
0, h

′
0. Since (Aj , Ij) is a henselian

pair, we can lift f j = gj,0hj,0 to a factorization over Aj and taking the image in A
we obtain a corresponding factorization in A. Hence (A, I) is henselian. □

Example 11.14 (Moret-Bailly).0FWU Lemma 11.13 is wrong if the colimit isn’t filtered.
For example, if we take the coproduct of the henselian pairs (Zp, (p)) and (Zp, (p)),
then we obtain (A, pA) with A = Zp⊗Z Zp. This isn’t a henselian pair: A/pA = Fp
hence if (A, pA) where henselian, then A would have to be local. However, Spec(A)
is disconnected; for example for odd primes p we have the nontrivial idempotent

(1/2⊗ 1)
(
1⊗ 1− (1 + p)−1u⊗ u

)
where u ∈ Zp is a square root of 1 + p. Some details omitted.

Lemma 11.15.0G1S Let A be a ring. There exists a largest ideal I ⊂ A such that
(A, I) is a henselian pair.

Proof. Combine Lemmas 11.9, 11.10, and 11.13. □

Lemma 11.16.09Y6 Let (A, I) be a henselian pair. Let p ⊂ A be a prime ideal. Then
V (p + I) is connected.

Proof. By Lemma 11.8 we see that (A/p, I + p/p) is a henselian pair. Thus it
suffices to prove: If (A, I) is a henselian pair and A is a domain, then Spec(A/I) =
V (I) is connected. If not, then A/I has a nontrivial idempotent by Algebra, Lemma
21.4. By Lemma 11.6 this would imply A has a nontrivial idempotent. This is a
contradiction. □

https://stacks.math.columbia.edu/tag/0FWT
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12. Henselization of pairs

0EM7 We continue the discussion started in Section 11.

Lemma 12.1.0A02 The inclusion functor
category of henselian pairs −→ category of pairs

has a left adjoint (A, I) 7→ (Ah, Ih).

Proof. Let (A, I) be a pair. Consider the category C consisting of étale ring maps
A→ B such that A/I → B/IB is an isomorphism. We will show that the category
C is directed and that Ah = colimB∈C B with ideal Ih = IAh gives the desired
adjoint.
We first prove that C is directed (Categories, Definition 19.1). It is nonempty
because id : A → A is an object. If B and B′ are two objects of C, then B′′ =
B ⊗A B′ is an object of C (use Algebra, Lemma 143.3) and there are morphisms
B → B′′ and B′ → B′′. Suppose that f, g : B → B′ are two maps between objects
of C. Then a coequalizer is

(B′ ⊗f,B,g B′)⊗(B′⊗AB′) B
′

which is étale over A by Algebra, Lemmas 143.3 and 143.8. Thus the category C is
directed.
Since B/IB = A/I for all objects B of C we see that Ah/Ih = Ah/IAh =
colimB/IB = colimA/I = A/I.
Next, we show that Ah = colimB∈C B with Ih = IAh is a henselian pair. To do this
we will verify condition (2) of Lemma 11.6. Namely, suppose given an étale ring
map Ah → A′ and Ah-algebra map σ : A′ → Ah/Ih. Then there exists a B ∈ C and
an étale ring map B → B′ such that A′ = B′ ⊗B Ah. See Algebra, Lemma 143.3.
Since Ah/Ih = A/I, the map σ induces an A-algebra map s : B′ → A/I. Then
B′/IB′ = A/I×C as A/I-algebra, where C is the kernel of the map B′/IB′ → A/I
induced by s. Let g ∈ B′ map to (1, 0) ∈ A/I × C. Then B → B′

g is étale and
A/I → B′

g/IB
′
g is an isomorphism, i.e., B′

g is an object of C. Thus we obtain a
canonical map B′

g → Ah such that

B′
g

// Ah

B

OO >>

and

B′ //

s

''

B′
g

// Ah

��
A/I

commute. This induces a map A′ = B′⊗B Ah → Ah compatible with σ as desired.
Let (A, I)→ (A′, I ′) be a morphism of pairs with (A′, I ′) henselian. We will show
there is a unique factorization A → Ah → A′ which will finish the proof. Namely,
for each A → B in C the ring map A′ → B′ = A′ ⊗A B is étale and induces an
isomorphism A′/I ′ → B′/I ′B′. Hence there is a section σB : B′ → A′ by Lemma
11.6. Given a morphism B1 → B2 in C we claim the diagram

B′
1

//

σB1   

B′
2

σB2~~
A′

https://stacks.math.columbia.edu/tag/0A02
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commutes. This follows once we prove that for every B in C the section σB is the
unique A′-algebra map B′ → A′. We have B′⊗A′ B′ = B′×R for some ring R, see
Algebra, Lemma 151.4. In our case R/I ′R = 0 as B′/I ′B′ = A′/I ′. Thus given two
A′-algebra maps σB , σ′

B : B′ → A′ then e = (σB ⊗ σ′
B)(0, 1) ∈ A′ is an idempotent

contained in I ′. We conclude that e = 0 by Lemma 10.2. Hence σB = σ′
B as

desired. Using the commutativity we obtain

Ah = colimB∈C B → colimB∈C A
′ ⊗A B

colimσB−−−−−→ A′

as desired. The uniqueness of the maps σB also guarantees that this map is unique.
Hence (A, I) 7→ (Ah, Ih) is the desired adjoint. □

Lemma 12.2.0AGU Let (A, I) be a pair. Let (Ah, Ih) be as in Lemma 12.1. Then
A→ Ah is flat, Ih = IAh and A/In → Ah/InAh is an isomorphism for all n.

Proof. In the proof of Lemma 12.1 we have seen that Ah is a filtered colimit of
étale A-algebras B such that A/I → B/IB is an isomorphism and we have seen
that Ih = IAh. As an étale ring map is flat (Algebra, Lemma 143.3) we conclude
that A → Ah is flat by Algebra, Lemma 39.3. Since each A → B is flat we find
that the maps A/In → B/InB are isomorphisms as well (for example by Algebra,
Lemma 101.3). Taking the colimit we find that A/In = Ah/InAh as desired. □

Lemma 12.3.0A03 The functor of Lemma 12.1 associates to a local ring (A,m) its
henselization.

Proof. Let (Ah,mh) be the henselization of the pair (A,m) constructed in Lemma
12.1. Then mh = mAh is a maximal ideal by Lemma 12.2 and since it is contained
in the Jacobson radical, we conclude Ah is local with maximal ideal mh. Having
said this there are two ways to finish the proof.
First proof: observe that the construction in the proof of Algebra, Lemma 155.1 as
a colimit is the same as the colimit used to construct Ah in Lemma 12.1. Second
proof: Both the henselization A → S and A → Ah of Lemma 12.1 are local ring
homomorphisms, both S and Ah are filtered colimits of étale A-algebras, both S
and Ah are henselian local rings, and both S and Ah have residue fields equal to
κ(m) (by Lemma 12.2 for the second case). Hence they are canonically isomorphic
by Algebra, Lemma 154.7. □

Lemma 12.4.0AGV Let (A, I) be a pair with A Noetherian. Let (Ah, Ih) be as in
Lemma 12.1. Then the map of I-adic completions

A∧ → (Ah)∧

is an isomorphism. Moreover, Ah is Noetherian, the maps A→ Ah → A∧ are flat,
and Ah → A∧ is faithfully flat.

Proof. The first statement is an immediate consequence of Lemma 12.2 and in
fact holds without assuming A is Noetherian. In the proof of Lemma 12.1 we have
seen that Ah is a filtered colimit of étale A-algebras B such that A/I → B/IB
is an isomorphism. For each such A → B the induced map A∧ → B∧ is an
isomorphism (see proof of Lemma 12.2). By Algebra, Lemma 97.2 the ring map
B → A∧ = B∧ = (Ah)∧ is flat for each B. Thus Ah → A∧ = (Ah)∧ is flat by
Algebra, Lemma 39.6. Since Ih = IAh is contained in the Jacobson radical of Ah
and since Ah → A∧ induces an isomorphism Ah/Ih → A/I we see that Ah → A∧

https://stacks.math.columbia.edu/tag/0AGU
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is faithfully flat by Algebra, Lemma 39.15. By Algebra, Lemma 97.6 the ring
A∧ is Noetherian. Hence we conclude that Ah is Noetherian by Algebra, Lemma
164.1. □

Lemma 12.5.0A04 Let (A, I) = colim(Ai, Ii) be a filtered colimit of pairs. The functor
of Lemma 12.1 gives Ah = colimAhi and Ih = colim Ihi .

This lemma is false for non-filtered colimits, see Example 11.14.

Proof. By Categories, Lemma 24.5 we see that (Ah, Ih) is the colimit of the system
(Ahi , Ihi ) in the category of henselian pairs. Thus for a henselian pair (B, J) we have

Mor((Ah, Ih), (B, J)) = lim Mor((Ahi , Ihi ), (B, J)) = Mor(colim(Ahi , Ihi ), (B, J))

Here the colimit is in the category of pairs. Since the colimit is filtered we obtain
colim(Ahi , Ihi ) = (colimAhi , colim Ihi ) in the category of pairs; details omitted. Again
using the colimit is filtered, this is a henselian pair (Lemma 11.13). Hence by the
Yoneda lemma we find (Ah, Ih) = (colimAhi , colim Ihi ). □

Lemma 12.6.0F0L Let A be a ring with ideals I and J . If V (I) = V (J) then the
functor of Lemma 12.1 produces the same ring for the pair (A, I) as for the pair
(A, J).

Proof. Let (A′, IA′) be the pair produced by Lemma 12.1 starting with the pair
(A, I), see Lemma 12.2. Let (A′′, JA′′) be the pair produced by Lemma 12.1 starting
with the pair (A, J). By Lemma 11.7 we see that (A′, JA′) is a henselian pair and
(A′′, IA′′) is a henselian pair. By the universal property of the construction we
obtain unique A-algebra maps A′′ → A′ and A′ → A′′. The uniqueness shows that
these are mutually inverse. □

Lemma 12.7.0DYE Let (A, I) → (B, J) be a map of pairs such that V (J) = V (IB).
Let (Ah, Ih) → (Bh, Jh) be the induced map on henselizations (Lemma 12.1). If
A→ B is integral, then the induced map Ah ⊗A B → Bh is an isomorphism.

Proof. By Lemma 12.6 we may assume J = IB. By Lemma 11.8 the pair (Ah⊗A
B, Ih(Ah ⊗A B)) is henselian. By the universal property of (Bh, IBh) we obtain a
map Bh → Ah⊗AB. We omit the proof that this map is the inverse of the map in
the lemma. □

13. Lifting and henselian pairs

0D49 In this section we mostly combine results from Sections 9 and 11.

Lemma 13.1.0D4A Let (R, I) be a henselian pair. The map

P −→ P/IP

induces a bijection between the sets of isomorphism classes of finite projective R-
modules and finite projective R/I-modules. In particular, any finite projective R/I-
module is isomorphic to P/IP for some finite projective R-module P .

Proof. We first prove the final statement. Let P be a finite projective R/I-module.
We can find a finite projective module P ′ over some R′ étale over R with R/I =
R′/IR′ such that P ′/IP ′ is isomorphic to P , see Lemma 9.11. Then, since (R, I)
is a henselian pair, the étale ring map R → R′ has a section τ : R′ → R (Lemma
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11.6). Setting P = P ′ ⊗R′,τ R we conclude that P/IP is isomorphic to P . Of
course, this tells us that the map in the statement of the lemma is surjective.
Injectivity. Suppose that P1 and P2 are finite projective R-modules such that
P1/IP1 ∼= P2/IP2 as R/I-modules. Since P1 is projective, we can find an R-module
map u : P1 → P2 lifting the given isomorphism. Then u is surjective by Nakayama’s
lemma (Algebra, Lemma 20.1). We similarly find a surjection v : P2 → P1. By
Algebra, Lemma 16.4 the map v ◦ u is an isomorphism and we conclude u is an
isomorphism. □

Lemma 13.2.09ZL Let (A, I) be a henselian pair. The functor B → B/IB determines
an equivalence between finite étale A-algebras and finite étale A/I-algebras.

Proof. Let B,B′ be two A-algebras finite étale over A. Then B′ → B′′ = B⊗AB′

is finite étale as well (Algebra, Lemmas 143.3 and 36.13). Now we have 1-to-1
correspondences between

(1) A-algebra maps B → B′,
(2) sections of B′ → B′′, and
(3) idempotents e of B′′ such that B′ → B′′ → eB′′ is an isomorphism.

The bijection between (2) and (3) sends σ : B′′ → B′ to e such that (1− e) is the
idempotent that generates the kernel of σ which exists by Algebra, Lemmas 143.8
and 143.9. There is a similar correspondence between A/I-algebra maps B/IB →
B′/IB′ and idempotents e of B′′/IB′′ such that B′/IB′ → B′′/IB′′ → e(B′′/IB′′)
is an isomorphism. However every idempotent e of B′′/IB′′ lifts uniquely to an
idempotent e of B′′ (Lemma 11.6). Moreover, if B′/IB′ → e(B′′/IB′′) is an iso-
morphism, then B′ → eB′′ is an isomorphism too by Nakayama’s lemma (Algebra,
Lemma 20.1). In this way we see that the functor is fully faithful.
Essential surjectivity. Let A/I → C be a finite étale map. By Algebra, Lemma
143.10 there exists an étale map A → B such that B/IB ∼= C. Let B′ be the
integral closure of A in B. By Lemma 11.5 we have B′/IB′ = C×C ′ for some ring
C ′ and B′

g
∼= Bg for some g ∈ B′ mapping to (1, 0) ∈ C × C ′. Since idempotents

lift (Lemma 11.6) we get B′ = B′
1 ×B′

2 with C = B′
1/IB

′
1 and C ′ = B′

2/IB
′
2. The

image of g in B′
1 is invertible. Then Bg = B′

g = B′
1 × (B2)g and this implies that

A→ B′
1 is étale. We conclude that B′

1 is finite étale over A (integral étale implies
finite étale by Algebra, Lemma 36.5 for example) and the proof is done. □

Lemma 13.3.0H74 Let R be a ring and S a smooth R-algebra. Assume that A is an
R-algebra and (A, I) is a henselian pair. Then any R-algebra map S → A/I can be
lifted to an R-algebra map S → A.

Proof. Let τ : S → A/I be an R-algebra map. Observe that S ⊗R A is a smooth
A-algebra by Algebra, Lemma 137.4. Thus by Lemma 9.14 we can lift the induced
map S⊗RA→ A/I to an A-algebra homorphism S⊗RA→ A′ where A→ A′ is étale
and induces an isomorphism A/I → A′/IA′. Since (A, I) is henselian there is an
A-algebra map A′ → A, see Lemma 11.6. The composition S → S⊗RA→ A′ → A
is the desired lift. □

Lemma 13.4.0D4B Let A = limAn be a limit of an inverse system (An) of rings.
Suppose given An-modules Mn and An+1-module maps Mn+1 →Mn. Assume

(1) the transition maps An+1 → An are surjective with locally nilpotent kernels,
(2) M1 is a finite projective A1-module,
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(3) Mn is a finite flat An-module, and
(4) the maps induce isomorphisms Mn+1 ⊗An+1 An →Mn.

Then M = limMn is a finite projective A-module and M ⊗A An → Mn is an
isomorphism for all n.

Proof. By Lemma 11.3 the pair (A,Ker(A → A1)) is henselian. By Lemma 13.1
we can choose a finite projective A-module P and an isomorphism P ⊗AA1 →M1.
Since P is projective, we can successively lift the A-module map P → M1 to A-
module maps P →M2, P →M3, and so on. Thus we obtain a map

P −→M

Since P is finite projective, we can write A⊕m = P ⊕ Q for some m ≥ 0 and A-
module Q. Since A = limAn we conclude that P = limP ⊗A An. Hence, in order
to show that the displayed A-module map is an isomorphism, it suffices to show
that the maps P ⊗A An → Mn are isomorphisms. From Lemma 3.4 we see that
Mn is a finite projective module. By Lemma 3.5 the maps P ⊗A An → Mn are
isomorphisms. □

14. Absolute integral closure

0DCK Here is our definition.

Definition 14.1.0DCL A ring A is absolutely integrally closed if every monic f ∈ A[T ]
is a product of linear factors.

Be careful: it may be possible to write f as a product of linear factors in many
different ways.

Lemma 14.2.0DCM Let A be a ring. The following are equivalent
(1) A is absolutely integrally closed, and
(2) any monic f ∈ A[T ] has a root in A.

Proof. Omitted. □

Lemma 14.3.0DCN Let A be absolutely integrally closed.
(1) Any quotient ring A/I of A is absolutely integrally closed.
(2) Any localization S−1A is absolutely integrally closed.

Proof. Omitted. □

Lemma 14.4.0DCP Let A be a ring. Let S ⊂ A be a multiplicative subset consisting of
nonzerodivisors. If S−1A is absolutely integrally closed and A ⊂ S−1A is integrally
closed in S−1A, then A is absolutely integrally closed.

Proof. Omitted. □

Lemma 14.5.0DCQ Let A be a normal domain. Then A is absolutely integrally closed
if and only if its fraction field is algebraically closed.

Proof. Observe that a field is algebraically closed if and only if it is absolutely
integrally closed as a ring. Hence the lemma follows from Lemmas 14.3 and 14.4. □

Lemma 14.6.0DCR For any ring A there exists an extension A ⊂ B such that
(1) B is a filtered colimit of finite free A-algebras,
(2) B is free as an A-module, and

https://stacks.math.columbia.edu/tag/0DCL
https://stacks.math.columbia.edu/tag/0DCM
https://stacks.math.columbia.edu/tag/0DCN
https://stacks.math.columbia.edu/tag/0DCP
https://stacks.math.columbia.edu/tag/0DCQ
https://stacks.math.columbia.edu/tag/0DCR


MORE ON ALGEBRA 40

(3) B is absolutely integrally closed.

Proof. Let I be the set of monic polynomials over A. For i ∈ I denote xi a variable
and Pi the corresponding monic polynomial in the variable xi. Then we set

F (A) = A[xi; i ∈ I]/(Pi; i ∈ I)
As the notation suggests F is a functor from the category of rings to itself. Note
that A ⊂ F (A), that F (A) is free as an A-module, and that F (A) is a filtered
colimit of finite free A-algebras. Then we take

B = colimFn(A)
where the transition maps are the inclusions Fn(A) ⊂ F (Fn(A)) = Fn+1(A).
Any monic polynomial with coefficients in B actually has coefficients in Fn(A) for
some n and hence has a solution in Fn+1(A) by construction. This implies that
B is absolutely integrally closed by Lemma 14.2. We omit the proof of the other
properties. □

Lemma 14.7.0DCS Let A be absolutely integrally closed. Let p ⊂ A be a prime. Then
the local ring Ap is strictly henselian.

Proof. By Lemma 14.3 we may assume A is a local ring and p is its maximal ideal.
The residue field is algebraically closed by Lemma 14.3. Every monic polynomial
decomposes completely into linear factors hence Algebra, Definition 153.1 applies
directly. □

Lemma 14.8.0DCT Let A be absolutely integrally closed. Let I ⊂ A be an ideal. Then
(A, I) is a henselian pair if (and only if) the following conditions hold

(1) I is contained in the Jacobson radical of A,
(2) A→ A/I induces a bijection on idempotents.

Proof. Let f ∈ A[T ] be a monic polynomial and let f mod I = g0h0 be a factor-
ization over A/I with g0, h0 monic such that g0 and h0 generate the unit ideal of
A/I[T ]. This means that

A/I[T ]/(f) = A/I[T ]/(g0)×A/I[T ]/(h0)
Denote e ∈ A/I[T ]/(f) the element correspoing to the idempotent (1, 0) in the ring
on the right. Write f = (T − a1) . . . (T − ad) with ai ∈ A. For each i ∈ {1, . . . , d}
we obtain an A-algebra map φi : A[T ]/(f) → A, T 7→ ai which induces a similar
A/I-algebra map φi : A/I[T ]/(f) → A/I. Denote ei = φi(e) ∈ A/I. These are
idempotents. By our assumption (2) we can lift ei to an idempotent in A. This
means we can write A =

∏
Aj as a finite product of rings such that in Aj/IAj each

ei is either 0 or 1. Some details omitted. Observe that Aj is absolutely integrally
closed as a factor ring of A. It suffices to lift the factorization of f over Aj/IAj to
Aj . This reduces us to the situation discussed in the next paragraph.
Assume ei = 1 for i = 1, . . . , r and ei = 0 for i = r + 1, . . . , d. From (g0, h0) =
A/I[T ] we have that there are k0, l0 ∈ A/I[T ] such that g0k0 + h0l0 = 1. We
see that e = h0l0 and ei = h0(ai)l0(ai). We conclude that h0(ai) is a unit for
i = 1, . . . , r. Since f(ai) = 0 we find 0 = h0(ai)g0(ai) and we conclude that
g0(ai) = 0 for i = 1, . . . , r. Thus (T −a1) divides g0 in A/I[T ], say g0 = (T −a1)g′

0.
Set f ′ = (T − a2) . . . (T − ad) and h′

0 = h0. By induction on d we can lift the
factorization f ′ mod I = g′

0h
′
0 to a factorization of f ′ = g′h′ over over A which
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gives the factorization f = (T − a1)g′h′ lifting the factorization f mod I = g0h0 as
desired. □

15. Auto-associated rings

05GL Some of this material is in [Laz69].

Definition 15.1.05GM A ring R is said to be auto-associated if R is local and its
maximal ideal m is weakly associated to R.

Lemma 15.2.05GN An auto-associated ring R has the following property: (P) Every
proper finitely generated ideal I ⊂ R has a nonzero annihilator.

Proof. By assumption there exists a nonzero element x ∈ R such that for every
f ∈ m we have fnx = 0. Say I = (f1, . . . , fr). Then x is in the kernel of R→

⊕
Rfi .

Hence we see that there exists a nonzero y ∈ R such that fiy = 0 for all i, see
Algebra, Lemma 24.4. As y ∈ AnnR(I) we win. □

Lemma 15.3.05GP Let R be a ring having property (P) of Lemma 15.2. Let u : N →M
be a homomorphism of projective R-modules. Then u is universally injective if and
only if u is injective.

Proof. Assume u is injective. Our goal is to show u is universally injective. First we
choose a module Q such that N⊕Q is free. On considering the map N⊕Q→M⊕Q
we see that it suffices to prove the lemma in case N is free. In this case N is a
directed colimit of finite free R-modules. Thus we reduce to the case that N is a
finite free R-module, say N = R⊕n. We prove the lemma by induction on n. The
case n = 0 is trivial.
Let u : R⊕n → M be an injective module map with M projective. Choose an
R-module Q such that M ⊕ Q is free. After replacing u by the composition
R⊕n → M → M ⊕ Q we see that we may assume that M is free. Then we
can find a direct summand R⊕m ⊂ M such that u(R⊕n) ⊂ R⊕m. Hence we
may assume that M = R⊕m. In this case u is given by a matrix A = (aij)
so that u(x1, . . . , xn) = (

∑
xiai1, . . . ,

∑
xiaim). As u is injective, in particular

u(x, 0, . . . , 0) = (xa11, xa12, . . . , xa1m) ̸= 0 if x ̸= 0, and as R has property (P) we
see that a11R + a12R + . . . + a1mR = R. Hence see that R(a11, . . . , a1m) ⊂ R⊕m

is a direct summand of R⊕m, in particular R⊕m/R(a11, . . . , a1m) is a projective
R-module. We get a commutative diagram

0 // R //

1
��

R⊕n //

u

��

R⊕n−1 //

��

0

0 // R
(a11,...,a1m) // R⊕m // R⊕m/R(a11, . . . , a1m) // 0

with split exact rows. Thus the right vertical arrow is injective and we may apply
the induction hypothesis to conclude that the right vertical arrow is universally
injective. It follows that the middle vertical arrow is universally injective. □

Lemma 15.4.05GQ Let R be a ring. The following are equivalent
(1) R has property (P) of Lemma 15.2,
(2) any injective map of projective R-modules is universally injective,
(3) if u : N → M is injective and N , M are finite projective R-modules then

Coker(u) is a finite projective R-module,
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(4) if N ⊂M and N , M are finite projective as R-modules, then N is a direct
summand of M , and

(5) any injective map R→ R⊕n is a split injection.

Proof. The implication (1) ⇒ (2) is Lemma 15.3. It is clear that (3) and (4)
are equivalent. We have (2) ⇒ (3), (4) by Algebra, Lemma 82.4. Part (5) is a
special case of (4). Assume (5). Let I = (a1, . . . , an) be a proper finitely generated
ideal of R. As I ̸= R we see that R → R⊕n, x 7→ (xa1, . . . , xan) is not a split
injection. Hence it has a nonzero kernel and we conclude that AnnR(I) ̸= 0. Thus
(1) holds. □

Example 15.5.05GR If the equivalent conditions of Lemma 15.4 hold, then it is not
always the case that every injective map of free R-modules is a split injection. For
example suppose that R = k[x1, x2, x3, . . .]/(x2

i ). This is an auto-associated ring.
Consider the map of free R-modules

u :
⊕

i≥1
Rei −→

⊕
i≥1

Rfi, ei 7−→ fi − xifi+1.

For any integer n the restriction of u to
⊕

i=1,...,nRei is injective as the images
u(e1), . . . , u(en) are R-linearly independent. Hence u is injective and hence univer-
sally injective by the lemma. Since u⊗ idk is bijective we see that if u were a split
injection then u would be surjective. But u is not surjective because the inverse
image of f1 would be the element∑

i≥0
x1 . . . xiei+1 = e1 + x1e2 + x1x2e3 + . . .

which is not an element of the direct sum. A side remark is that Coker(u) is a
flat (because u is universally injective), countably generated R-module which is not
projective (as u is not split), hence not Mittag-Leffler (see Algebra, Lemma 93.1).

The following lemma is a special case of Algebra, Proposition 102.9 in case the local
ring is Noetherian.

Lemma 15.6.00MX Let (R,m) be a local ring. Suppose that φ : Rm → Rn is a map of
finite free modules. The following are equivalent

(1) φ is injective,
(2) the rank of φ is m and the annihilator of I(φ) in R is zero.

If R is Noetherian these are also equivalent to
(3) the rank of φ is m and either I(φ) = R or it contains a nonzerodivisor.

Here the rank of φ and I(φ) are defined as in Algebra, Definition 102.5.

Proof. If any matrix coefficient of φ is not in m, then we apply Algebra, Lemma
102.2 to write φ as the sum of 1 : R→ R and a map φ′ : Rm−1 → Rn−1. It is easy
to see that the lemma for φ′ implies the lemma for φ. Thus we may assume from
the outset that all the matrix coefficients of φ are in m.
Suppose φ is injective. We may assume m > 0. Let q ∈ WeakAss(R) so that
Rq is an auto-associated ring. Then φ induces a injective map Rmq → Rnq which is
universally injective by Lemmas 15.2 and 15.3. Thus φ : κ(q)m → κ(q)n is injective.
Hence the rank of φ mod q is m and I(φ ⊗ κ(q)) is not the zero ideal. Since m is
the maximum rank φ can have, we conclude that φ has rank m as well (ranks of
matrices can only drop after base change). Hence I(φ) · κ(q) = I(φ ⊗ κ(q)) is not
zero. Thus I(φ) is not contained in q. Thus none of the weakly associated primes
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of R are weakly associated primes of the R-module AnnRI(φ). Thus AnnRI(φ) has
no weakly associated primes, see Algebra, Lemma 66.4. It follows from Algebra,
Lemma 66.5 that AnnRI(φ) is zero.

Conversely, assume (2). The rank being m implies n ≥ m. Write I(φ) = (f1, . . . , fr)
which is possible as I(φ) is finitely generated. By Algebra, Lemma 15.5 we can find
maps ψi : Rn → Rm such that ψ ◦ φ = fiidRm . Thus φ(x) = 0 implies fix = 0 for
i = 1, . . . , r. This implies x = 0 and hence φ is injective.

For the equivalence of (1) and (3) in the Noetherian local case we refer to Algebra,
Proposition 102.9. If the ring R is Noetherian but not local, then the reader can de-
duce it from the local case; details omitted. Another option is to redo the argument
above using associated primes, using that there are finitely many of these, using
prime avoidance, and using the characterization of nonzerodivisors as elements of
a Noetherian ring not contained in any associated prime. □

Lemma 15.7.0EWY Let R be a ring. Suppose that φ : Rn → Rn be an injective map of
finite free modules of the same rank. Then HomR(Coker(φ), R) = 0.

Proof. Let φt : Rn → Rn be the transpose of φ. The lemma claims that φt is
injective. With notation as in Lemma 15.6 we see that the rank of φt is n and that
I(φ) = I(φt). Thus we conclude by the equivalence of (1) and (2) of the lemma. □

16. Flattening stratification

0521 Let R → S be a ring map and let M be an S-module. For any R-algebra R′ we
can consider the base changes S′ = S ⊗R R′ and M ′ = M ⊗R R′. We say R → R′

flattens M if the module M ′ is flat over R′. We would like to understand the
structure of the collection of ring maps R→ R′ which flatten M . In particular we
would like to know if there exists a universal flattening R → Runiv of M , i.e., a
ring map R → Runiv which flattens M and has the property that any ring map
R → R′ which flattens M factors through R → Runiv. It turns out that such a
universal solution usually does not exist.

We will discuss universal flattenings and flattening stratifications in a scheme the-
oretic setting F/X/S in More on Flatness, Section 21. If the universal flattening
R → Runiv exists then the morphism of schemes Spec(Runiv) → Spec(R) is the
universal flattening of the quasi-coherent module M̃ on Spec(S).

In this and the next few sections we prove some basic algebra facts related to this.
The most basic result is perhaps the following.

Lemma 16.1.0522 Let R be a ring. Let M be an R-module. Let I1, I2 be ideals of R.
If M/I1M is flat over R/I1 and M/I2M is flat over R/I2, then M/(I1 ∩ I2)M is
flat over R/(I1 ∩ I2).

Proof. By replacing R with R/(I1 ∩ I2) and M by M/(I1 ∩ I2)M we may assume
that I1 ∩ I2 = 0. Let J ⊂ R be an ideal. To prove that M is flat over R we have
to show that J ⊗R M → M is injective, see Algebra, Lemma 39.5. By flatness of
M/I1M over R/I1 the map

J/(J ∩ I1)⊗RM = (J + I1)/I1 ⊗R/I1 M/I1M −→M/I1M

https://stacks.math.columbia.edu/tag/0EWY
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is injective. As 0→ (J ∩ I1)→ J → J/(J ∩ I1)→ 0 is exact we obtain a diagram

(J ∩ I1)⊗RM //

��

J ⊗RM //

��

J/(J ∩ I1)⊗RM //

��

0

M M // M/I1M

hence it suffices to show that (J ∩ I1) ⊗R M → M is injective. Since I1 ∩ I2 =
0 the ideal J ∩ I1 maps isomorphically to an ideal J ′ ⊂ R/I2 and we see that
(J ∩ I1) ⊗R M = J ′ ⊗R/I2 M/I2M . By flatness of M/I2M over R/I2 the map
J ′⊗R/I2M/I2M →M/I2M is injective, which clearly implies that (J∩I1)⊗RM →
M is injective. □

17. Flattening over an Artinian ring

05LJ A universal flattening exists when the base ring is an Artinian local ring. It exists
for an arbitrary module. Hence, as we will see later, a flatting stratification exists
when the base scheme is the spectrum of an Artinian local ring.

Lemma 17.1.0524 Let R be an Artinian ring. Let M be an R-module. Then there
exists a smallest ideal I ⊂ R such that M/IM is flat over R/I.

Proof. This follows directly from Lemma 16.1 and the Artinian property. □

This ideal has the following universal property.

Lemma 17.2.0525 Let R be an Artinian ring. Let M be an R-module. Let I ⊂ R
be the smallest ideal I ⊂ R such that M/IM is flat over R/I. Then I has the
following universal property: For every ring map φ : R→ R′ we have

R′ ⊗RM is flat over R′ ⇔ we have φ(I) = 0.

Proof. Note that I exists by Lemma 17.1. The implication⇒ follows from Algebra,
Lemma 39.7. Let φ : R→ R′ be such that M⊗RR′ is flat over R′. Let J = Ker(φ).
By Algebra, Lemma 101.7 and as R′ ⊗R M = R′ ⊗R/J M/JM is flat over R′ we
conclude that M/JM is flat over R/J . Hence I ⊂ J as desired. □

18. Flattening over a closed subset of the base

05LK Let R→ S be a ring map. Let I ⊂ R be an ideal. Let M be an S-module. In the
following we will consider the following condition

(18.0.1)052W ∀q ∈ V (IS) ⊂ Spec(S) : Mq is flat over R.

Geometrically, this means that M is flat over R along the inverse image of V (I)
in Spec(S). If R and S are Noetherian rings and M is a finite S-module, then
(18.0.1) is equivalent to the condition that M/InM is flat over R/In for all n ≥ 1,
see Algebra, Lemma 99.11.

Lemma 18.1.052X Let R → S be a ring map. Let I ⊂ R be an ideal. Let M be an
S-module. Let R→ R′ be a ring map and IR′ ⊂ I ′ ⊂ R′ an ideal. If (18.0.1) holds
for (R→ S, I,M), then (18.0.1) holds for (R′ → S ⊗R R′, I ′,M ⊗R R′).
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Proof. Assume (18.0.1) holds for (R → S, I ⊂ R,M). Let I ′(S ⊗R R′) ⊂ q′ be a
prime of S ⊗R R′. Let q ⊂ S be the corresponding prime of S. Then IS ⊂ q. Note
that (M⊗RR′)q′ is a localization of the base change Mq⊗RR′. Hence (M⊗RR′)q′

is flat over R′ as a localization of a flat module, see Algebra, Lemmas 39.7 and
39.18. □

Lemma 18.2.05LL Let R → S be a ring map. Let I ⊂ R be an ideal. Let M be an
S-module. Let R→ R′ be a ring map and IR′ ⊂ I ′ ⊂ R′ an ideal such that

(1) the map V (I ′)→ V (I) induced by Spec(R′)→ Spec(R) is surjective, and
(2) R′

p′ is flat over R for all primes p′ ∈ V (I ′).
If (18.0.1) holds for (R′ → S ⊗R R′, I ′,M ⊗R R′), then (18.0.1) holds for (R →
S, I,M).

Proof. Assume (18.0.1) holds for (R′ → S ⊗R R′, IR′,M ⊗R R′). Pick a prime
IS ⊂ q ⊂ S. Let I ⊂ p ⊂ R be the corresponding prime of R. By assumption there
exists a prime p′ ∈ V (I ′) of R′ lying over p and Rp → R′

p′ is flat. Choose a prime
q′ ⊂ κ(q)⊗κ(p) κ(p′) which corresponds to a prime q′ ⊂ S ⊗R R′ which lies over q
and over p′. Note that (S ⊗R R′)q′ is a localization of Sq ⊗Rp

R′
p′ . By assumption

the module (M ⊗RR′)q′ is flat over R′
p′ . Hence Algebra, Lemma 100.1 implies that

Mq is flat over Rp which is what we wanted to prove. □

Lemma 18.3.05LM Let R → S be a ring map of finite presentation. Let M be an
S-module of finite presentation. Let R′ = colimλ∈Λ Rλ be a directed colimit of
R-algebras. Let Iλ ⊂ Rλ be ideals such that IλRµ ⊂ Iµ for all µ ≥ λ and set
I ′ = colimλ Iλ. If (18.0.1) holds for (R′ → S⊗RR′, I ′,M ⊗RR′), then there exists
a λ ∈ Λ such that (18.0.1) holds for (Rλ → S ⊗R Rλ, Iλ,M ⊗R Rλ).

Proof. We are going to write Sλ = S ⊗R Rλ, S′ = S ⊗R R′, Mλ = M ⊗R Rλ,
and M ′ = M ⊗R R′. The base change S′ is of finite presentation over R′ and M ′

is of finite presentation over S′ and similarly for the versions with subscript λ, see
Algebra, Lemma 14.2. By Algebra, Theorem 129.4 the set

U ′ = {q′ ∈ Spec(S′) |M ′
q′ is flat over R′}

is open in Spec(S′). Note that V (I ′S′) is a quasi-compact space which is contained
in U ′ by assumption. Hence there exist finitely many g′

j ∈ S′, j = 1, . . . ,m such
that D(g′

j) ⊂ U ′ and such that V (I ′S′) ⊂
⋃
D(g′

j). Note that in particular (M ′)g′
j

is a flat module over R′.
We are going to pick increasingly large elements λ ∈ Λ. First we pick it large enough
so that we can find gj,λ ∈ Sλ mapping to g′

j . The inclusion V (I ′S′) ⊂
⋃
D(g′

j)
means that I ′S′ +(g′

1, . . . , g
′
m) = S′ which can be expressed as 1 =

∑
zshs+

∑
fjg

′
j

for some zs ∈ I ′, hs, fj ∈ S′. After increasing λ we may assume such an equation
holds in Sλ. Hence we may assume that V (IλSλ) ⊂

⋃
D(gj,λ). By Algebra, Lemma

168.1 we see that for some sufficiently large λ the modules (Mλ)gj,λ
are flat over

Rλ. In particular the module Mλ is flat over Rλ at all the primes lying over the
ideal Iλ. □

19. Flattening over a closed subsets of source and base

05LN In this section we slightly generalize the discussion in Section 18. We strongly
suggest the reader first read and understand that section.
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Situation 19.1.05LP Let R→ S be a ring map. Let J ⊂ S be an ideal. Let M be an
S-module.

In this situation, given an R-algebra R′ and an ideal I ′ ⊂ R′ we set S′ = S ⊗R R′

and M ′ = M ⊗R R′. We will consider the condition

(19.1.1)05LQ ∀q′ ∈ V (I ′S′ + JS′) ⊂ Spec(S′) : M ′
q′ is flat over R′.

Geometrically, this means that M ′ is flat over R′ along the intersection of the
inverse image of V (I ′) with the inverse image of V (J). Since (R → S, J,M) are
fixed, condition (19.1.1) only depends on the pair (R′, I ′) where R′ is viewed as an
R-algebra.

Lemma 19.2.05LR In Situation 19.1 let R′ → R′′ be an R-algebra map. Let I ′ ⊂ R′

and I ′R′′ ⊂ I ′′ ⊂ R′′ be ideals. If (19.1.1) holds for (R′, I ′), then (19.1.1) holds for
(R′′, I ′′).

Proof. Assume (19.1.1) holds for (R′, I ′). Let I ′′S′′ + JS′′ ⊂ q′′ be a prime of
S′′. Let q′ ⊂ S′ be the corresponding prime of S′. Then both I ′S′ ⊂ q′ and
JS′ ⊂ q′ because the corresponding conditions hold for q′′. Note that (M ′′)q′′ is
a localization of the base change M ′

q′ ⊗R R′′. Hence (M ′′)q′′ is flat over R′′ as a
localization of a flat module, see Algebra, Lemmas 39.7 and 39.18. □

Lemma 19.3.05LS In Situation 19.1 let R′ → R′′ be an R-algebra map. Let I ′ ⊂ R′

and I ′R′′ ⊂ I ′′ ⊂ R′′ be ideals. Assume
(1) the map V (I ′′)→ V (I ′) induced by Spec(R′′)→ Spec(R′) is surjective, and
(2) R′′

p′′ is flat over R′ for all primes p′′ ∈ V (I ′′).
If (19.1.1) holds for (R′′, I ′′), then (19.1.1) holds for (R′, I ′).

Proof. Assume (19.1.1) holds for (R′′, I ′′). Pick a prime I ′S′ + JS′ ⊂ q′ ⊂ S′.
Let I ′ ⊂ p′ ⊂ R′ be the corresponding prime of R′. By assumption there exists
a prime p′′ ∈ V (I ′′) of R′′ lying over p′ and R′

p′ → R′′
p′′ is flat. Choose a prime

q′′ ⊂ κ(q′)⊗κ(p′)κ(p′′). This corresponds to a prime q′′ ⊂ S′′ = S′⊗R′R′′ which lies
over q′ and over p′′. In particular we see that I ′′S′′ ⊂ q′′ and that JS′′ ⊂ q′′. Note
that (S′ ⊗R′ R′′)q′′ is a localization of S′

q′ ⊗R′
p′
R′′

p′′ . By assumption the module
(M ′ ⊗R′ R′′)q′′ is flat over R′′

p′′ . Hence Algebra, Lemma 100.1 implies that M ′
q′ is

flat over R′
p′ which is what we wanted to prove. □

Lemma 19.4.05LT In Situation 19.1 assume R→ S is essentially of finite presentation
and M is an S-module of finite presentation. Let R′ = colimλ∈Λ Rλ be a directed
colimit of R-algebras. Let Iλ ⊂ Rλ be ideals such that IλRµ ⊂ Iµ for all µ ≥ λ and
set I ′ = colimλ Iλ. If (19.1.1) holds for (R′, I ′), then there exists a λ ∈ Λ such that
(19.1.1) holds for (Rλ, Iλ).

Proof. We first prove the lemma in case R→ S is of finite presentation and then
we explain what needs to be changed in the general case. We are going to write
Sλ = S ⊗R Rλ, S′ = S ⊗R R′, Mλ = M ⊗R Rλ, and M ′ = M ⊗R R′. The base
change S′ is of finite presentation over R′ and M ′ is of finite presentation over
S′ and similarly for the versions with subscript λ, see Algebra, Lemma 14.2. By
Algebra, Theorem 129.4 the set

U ′ = {q′ ∈ Spec(S′) |M ′
q′ is flat over R′}
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is open in Spec(S′). Note that V (I ′S′ + JS′) is a quasi-compact space which is
contained in U ′ by assumption. Hence there exist finitely many g′

j ∈ S′, j =
1, . . . ,m such that D(g′

j) ⊂ U ′ and such that V (I ′S′ + JS′) ⊂
⋃
D(g′

j). Note that
in particular (M ′)g′

j
is a flat module over R′.

We are going to pick increasingly large elements λ ∈ Λ. First we pick it large enough
so that we can find gj,λ ∈ Sλ mapping to g′

j . The inclusion V (I ′S′+JS′) ⊂
⋃
D(g′

j)
means that I ′S′ + JS′ + (g′

1, . . . , g
′
m) = S′ which can be expressed as

1 =
∑

ytkt +
∑

zshs +
∑

fjg
′
j

for some zs ∈ I ′, yt ∈ J , kt, hs, fj ∈ S′. After increasing λ we may assume such
an equation holds in Sλ. Hence we may assume that V (IλSλ + JSλ) ⊂

⋃
D(gj,λ).

By Algebra, Lemma 168.1 we see that for some sufficiently large λ the modules
(Mλ)gj,λ

are flat over Rλ. In particular the module Mλ is flat over Rλ at all the
primes corresponding to points of V (IλSλ + JSλ).

In the case that S is essentially of finite presentation, we can write S = Σ−1C where
R → C is of finite presentation and Σ ⊂ C is a multiplicative subset. We can also
write M = Σ−1N for some finitely presented C-module N , see Algebra, Lemma
126.3. At this point we introduce Cλ, C ′, Nλ, N ′. Then in the discussion above
we obtain an open U ′ ⊂ Spec(C ′) over which N ′ is flat over R′. The assumption
that (19.1.1) is true means that V (I ′S′ + JS′) maps into U ′, because for a prime
q′ ⊂ S′, corresponding to a prime r′ ⊂ C ′ we have M ′

q′ = N ′
r′ . Thus we can find

g′
j ∈ C ′ such that

⋃
D(g′

j) contains the image of V (I ′S′ + JS′). The rest of the
proof is exactly the same as before. □

Lemma 19.5.05LU In Situation 19.1. Let I ⊂ R be an ideal. Assume
(1) R is a Noetherian ring,
(2) S is a Noetherian ring,
(3) M is a finite S-module, and
(4) for each n ≥ 1 and any prime q ∈ V (J + IS) the module (M/InM)q is flat

over R/In.
Then (19.1.1) holds for (R, I), i.e., for every prime q ∈ V (J + IS) the localization
Mq is flat over R.

Proof. Let q ∈ V (J + IS). Then Algebra, Lemma 99.11 applied to R → Sq and
Mq implies that Mq is flat over R. □

20. Flattening over a Noetherian complete local ring

05LV The following three lemmas give a completely algebraic proof of the existence of
the “local” flattening stratification when the base is a complete local Noetherian
ring R and the given module is finite over a finite type R-algebra S.

Lemma 20.1.0526 Let R→ S be a ring map. Let M be an S-module. Assume
(1) (R,m) is a complete local Noetherian ring,
(2) S is a Noetherian ring, and
(3) M is finite over S.

Then there exists an ideal I ⊂ m such that
(1) (M/IM)q is flat over R/I for all primes q of S/IS lying over m, and
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(2) if J ⊂ R is an ideal such that (M/JM)q is flat over R/J for all primes q
lying over m, then I ⊂ J .

In other words, I is the smallest ideal of R such that (18.0.1) holds for (R →
S,m,M) where R = R/I, S = S/IS, m = m/I and M = M/IM .

Proof. Let J ⊂ R be an ideal. Apply Algebra, Lemma 99.11 to the module M/JM
over the ring R/J . Then we see that (M/JM)q is flat over R/J for all primes q of
S/JS if and only if M/(J + mn)M is flat over R/(J + mn) for all n ≥ 1. We will
use this remark below.
For every n ≥ 1 the local ring R/mn is Artinian. Hence, by Lemma 17.1 there
exists a smallest ideal In ⊃ mn such that M/InM is flat over R/In. It is clear that
In+1 + mn is contains In and applying Lemma 16.1 we see that In = In+1 + mn.
Since R = limn R/mn we see that I = limn In/m

n is an ideal in R such that
In = I +mn for all n ≥ 1. By the initial remarks of the proof we see that I verifies
(1) and (2). Some details omitted. □

Lemma 20.2.0527 With notation R → S, M , and I and assumptions as in Lemma
20.1. Consider a local homomorphism of local rings φ : (R,m)→ (R′,m′) such that
R′ is Noetherian. Then the following are equivalent

(1) condition (18.0.1) holds for (R′ → S ⊗R R′,m′,M ⊗R R′), and
(2) φ(I) = 0.

Proof. The implication (2) ⇒ (1) follows from Lemma 18.1. Let φ : R → R′

be as in the lemma satisfying (1). We have to show that φ(I) = 0. This is
equivalent to the condition that φ(I)R′ = 0. By Artin-Rees in the Noetherian
local ring R′ (see Algebra, Lemma 51.4) this is equivalent to the condition that
φ(I)R′ + (m′)n = (m′)n for all n > 0. Hence this is equivalent to the condition
that the composition φn : R → R′ → R′/(m′)n annihilates I for each n. Now
assumption (1) for φ implies assumption (1) for φn by Lemma 18.1. This reduces
us to the case where R′ is Artinian local.
Assume R′ Artinian. Let J = Ker(φ). We have to show that I ⊂ J . By the
construction of I in Lemma 20.1 it suffices to show that (M/JM)q is flat over
R/J for every prime q of S/JS lying over m. As R′ is Artinian, condition (1)
signifies that M ⊗R R′ is flat over R′. As R′ is Artinian and R/J → R′ is a
local injective ring map, it follows that R/J is Artinian too. Hence the flatness
of M ⊗R R′ = M/JM ⊗R/J R′ over R′ implies that M/JM is flat over R/J by
Algebra, Lemma 101.7. This concludes the proof. □

Lemma 20.3.0528 With notation R → S, M , and I and assumptions as in Lemma
20.1. In addition assume that R → S is of finite type. Then for any local homo-
morphism of local rings φ : (R,m)→ (R′,m′) the following are equivalent

(1) condition (18.0.1) holds for (R′ → S ⊗R R′,m′,M ⊗R R′), and
(2) φ(I) = 0.

Proof. The implication (2) ⇒ (1) follows from Lemma 18.1. Let φ : R → R′ be
as in the lemma satisfying (1). As R is Noetherian we see that R → S is of finite
presentation and M is an S-module of finite presentation. Write R′ = colimλRλ as
a directed colimit of localR-subalgebrasRλ ⊂ R′, with maximal ideals mλ = Rλ∩m′

such that each Rλ is essentially of finite type over R. By Lemma 18.3 we see that
condition (18.0.1) holds for (Rλ → S ⊗R Rλ,mλ,M ⊗R Rλ) for some λ. Hence
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Lemma 20.2 applies to the ring map R → Rλ and we see that I maps to zero in
Rλ, a fortiori it maps to zero in R′. □

21. Descent of flatness along integral maps

052Y First a few simple lemmas.

Lemma 21.1.052Z Let R be a ring. Let P (T ) be a monic polynomial with coefficients
in R. Let α ∈ R be such that P (α) = 0. Then P (T ) = (T − α)Q(T ) for some
monic polynomial Q(T ) ∈ R[T ].

Proof. By induction on the degree of P . If deg(P ) = 1, then P (T ) = T − α and
the result is true. If deg(P ) > 1, then we can write P (T ) = (T − α)Q(T ) + r for
some polynomial Q ∈ R[T ] of degree < deg(P ) and some r ∈ R by long division.
By assumption 0 = P (α) = (α − α)Q(α) + r = r and we conclude that r = 0 as
desired. □

Lemma 21.2.0530 Let R be a ring. Let P (T ) be a monic polynomial with coefficients
in R. There exists a finite free ring map R → R′ such that P (T ) = (T − α)Q(T )
for some α ∈ R′ and some monic polynomial Q(T ) ∈ R′[T ].

Proof. Write P (T ) = T d+a1T
d−1+. . .+a0. Set R′ = R[x]/(xd+a1x

d−1+. . .+a0).
Set α equal to the congruence class of x. Then it is clear that P (α) = 0. Thus we
win by Lemma 21.1. □

Lemma 21.3.0531 Let R → S be a finite ring map. There exists a finite free ring
extension R ⊂ R′ such that S ⊗R R′ is a quotient of a ring of the form

R′[T1, . . . , Tn]/(P1(T1), . . . , Pn(Tn))
with Pi(T ) =

∏
j=1,...,di

(T − αij) for some αij ∈ R′.

Proof. Let x1, . . . , xn ∈ S be generators of S over R. For each i we can choose
a monic polynomial Pi(T ) ∈ R[T ] such that Pi(xi) = 0 in S, see Algebra, Lemma
36.3. Say deg(Pi) = di. By Lemma 21.2 (applied

∑
di times) there exists a finite

free ring extension R ⊂ R′ such that each Pi splits completely:

Pi(T ) =
∏

j=1,...,di

(T − αij)

for certain αik ∈ R′. Let R′[T1, . . . , Tn] → S ⊗R R′ be the R′-algebra map which
maps Ti to xi ⊗ 1. As this maps Pi(Ti) to zero, this induces the desired surjection.

□

Lemma 21.4.0532 Let R be a ring. Let S = R[T1, . . . , Tn]/J . Assume J contains
elements of the form Pi(Ti) with Pi(T ) =

∏
j=1,...,di

(T − αij) for some αij ∈ R.
For k = (k1, . . . , kn) with 1 ≤ ki ≤ di consider the ring map

Φk : R[T1, . . . , Tn]→ R, Ti 7−→ αiki

Set Jk = Φk(J). Then the image of Spec(S)→ Spec(R) is equal to V (
⋂
Jk).

Proof. This lemma proves itself. Hint: V (
⋂
Jk) =

⋃
V (Jk). □

The following result is due to Ferrand, see [Fer69].

Lemma 21.5.0533 Let R→ S be a finite injective homomorphism of Noetherian rings.
Let M be an R-module. If M ⊗R S is a flat S-module, then M is a flat R-module.
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Proof. Let M be an R-module such that M ⊗R S is flat over S. By Algebra,
Lemma 39.8 in order to prove that M is flat we may replace R by any faithfully
flat ring extension. By Lemma 21.3 we can find a finite locally free ring extension
R ⊂ R′ such that S′ = S⊗RR′ = R′[T1, . . . , Tn]/J for some ideal J ⊂ R′[T1, . . . , Tn]
which contains the elements of the form Pi(Ti) with Pi(T ) =

∏
j=1,...,di

(T −αij) for
some αij ∈ R′. Note that R′ is Noetherian and that R′ ⊂ S′ is a finite extension
of rings. Hence we may replace R by R′ and assume that S has a presentation as
in Lemma 21.4. Note that Spec(S) → Spec(R) is surjective, see Algebra, Lemma
36.17. Thus, using Lemma 21.4 we conclude that I =

⋂
Jk is an ideal such that

V (I) = Spec(R). This means that I ⊂
√

(0), and since R is Noetherian that I is
nilpotent. The maps Φk induce commutative diagrams

S // R/Jk

R

^^ ==

from which we conclude that M/JkM is flat over R/Jk. By Lemma 16.1 we see
that M/IM is flat over R/I. Finally, applying Algebra, Lemma 101.5 we conclude
that M is flat over R. □

Lemma 21.6.0534 Let R → S be an injective integral ring map. Let M be a finitely
presented module over R[x1, . . . , xn]. If M ⊗R S is flat over S, then M is flat over
R.

Proof. Choose a presentation
R[x1, . . . , xn]⊕t → R[x1, . . . , xn]⊕r →M → 0.

Let’s say that the first map is given by the r × t-matrix T = (fij) with fij ∈
R[x1, . . . , xn]. Write fij =

∑
fij,Ix

I with fij,I ∈ R (multi-index notation). Con-
sider diagrams

R // S

Rλ

OO

// Sλ

OO

where Rλ is a finitely generated Z-subalgebra of R containing all fij,I and Sλ is a
finite Rλ-subalgebra of S. Let Mλ be the finite Rλ[x1, . . . , xn]-module defined by
a presentation as above, using the same matrix T but now viewed as a matrix over
Rλ[x1, . . . , xn]. Note that S is the directed colimit of the Sλ (details omitted). By
Algebra, Lemma 168.1 we see that for some λ the module Mλ ⊗Rλ

Sλ is flat over
Sλ. By Lemma 21.5 we conclude that Mλ is flat over Rλ. Since M = Mλ ⊗Rλ

R
we win by Algebra, Lemma 39.7. □

22. Torsion free modules

0549 In this section we discuss torsion free modules and the relationship with flatness
(especially over dimension 1 rings).

Definition 22.1.0536 Let R be a domain. Let M be an R-module.
(1) We say an element x ∈ M is torsion if there exists a nonzero f ∈ R such

that fx = 0.
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(2) We say M is torsion free if the only torsion element of M is 0.

Let R be a domain and let S = R\{0} be the multiplicative set of nonzero elements
of R. Then an R-module M is torsion free if and only if M → S−1M is injective.
In other words, if and only if the map M →M ⊗RK is injective where K = S−1R
is the fraction field of R.

Lemma 22.2.0537 Let R be a domain. Let M be an R-module. The set of torsion
elements of M forms a submodule Mtors ⊂ M . The quotient module M/Mtors is
torsion free.

Proof. Omitted. □

Lemma 22.3.0AUR Let R be a domain. Let M be a torsion free R-module. For any
multiplicative set S ⊂ R the module S−1M is a torsion free S−1R-module.

Proof. Omitted. □

Lemma 22.4.0AXM Let R→ R′ be a flat homomorphism of domains. If M is a torsion
free R-module, then M ⊗R R′ is a torsion free R′-module.

Proof. If M is torsion free, then M ⊂M ⊗RK is injective where K is the fraction
field of R. Since R′ is flat over R we see that M ⊗R R′ → (M ⊗R K) ⊗R R′ is
injective. Since M ⊗RK is isomorphic to a direct sum of copies of K, it suffices to
see that K ⊗R R′ is torsion free. This is true because it is a localization of R′. □

Lemma 22.5.0AUS Let R be a domain. Let 0→M →M ′ →M ′′ → 0 be a short exact
sequence of R-modules. If M and M ′′ are torsion free, then M ′ is torsion free.

Proof. Omitted. □

Lemma 22.6.0AUT Let R be a domain. Let M be an R-module. Then M is torsion
free if and only if Mm is a torsion free Rm-module for all maximal ideals m of R.

Proof. Omitted. Hint: Use Lemma 22.3 and Algebra, Lemma 23.1. □

Lemma 22.7.0AUU Let R be a domain. Let M be a finite R-module. Then M is torsion
free if and only if M is a submodule of a finite free module.

Proof. If M is a submodule of R⊕n, then M is torsion free. For the converse,
assume M is torsion free. Let K be the fraction field of R. Then M ⊗R K is a
finite dimensional K-vector space. Choose a basis e1, . . . , er for this vector space.
Let x1, . . . , xn be generators of M . Write xi =

∑
(aij/bij)ej for some aij , bij ∈ R

with bij ̸= 0. Set b =
∏
i,j bij . Since M is torsion free the map M → M ⊗R K is

injective and the image is contained in R⊕r = Re1/b⊕ . . .⊕Rer/b. □

Lemma 22.8.0AUV Let R be a Noetherian domain. Let M be a nonzero finite R-module.
The following are equivalent

(1) M is torsion free,
(2) M is a submodule of a finite free module,
(3) (0) is the only associated prime of M ,
(4) (0) is in the support of M and M has property (S1), and
(5) (0) is in the support of M and M has no embedded associated prime.
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Proof. We have seen the equivalence of (1) and (2) in Lemma 22.7. We have seen
the equivalence of (4) and (5) in Algebra, Lemma 157.2. The equivalence between
(3) and (5) is immediate from the definition. A localization of a torsion free module
is torsion free (Lemma 22.3), hence it is clear that a M has no associated primes
different from (0). Thus (1) implies (5). Conversely, assume (5). If M has torsion,
then there exists an embedding R/I ⊂M for some nonzero ideal I of R. Hence M
has an associated prime different from (0) (see Algebra, Lemmas 63.3 and 63.7).
This is an embedded associated prime which contradicts the assumption. □

Lemma 22.9.0538 Let R be a domain. Any flat R-module is torsion free.

Proof. If x ∈ R is nonzero, then x : R → R is injective, and hence if M is flat
over R, then x : M → M is injective. Thus if M is flat over R, then M is torsion
free. □

Lemma 22.10.0539 Let A be a valuation ring. An A-module M is flat over A if and
only if M is torsion free.

Proof. The implication “flat ⇒ torsion free” is Lemma 22.9. For the converse,
assume M is torsion free. By the equational criterion of flatness (see Algebra,
Lemma 39.11) we have to show that every relation in M is trivial. To do this
assume that

∑
i=1,...,n aixi = 0 with xi ∈ M and ai ∈ A. After renumbering we

may assume that v(a1) ≤ v(ai) for all i. Hence we can write ai = a′
ia1 for some

a′
i ∈ A. Note that a′

1 = 1. As M is torsion free we see that x1 = −
∑
i≥2 a

′
ixi.

Thus, if we choose yi = xi, i = 2, . . . , n then

x1 =
∑

j≥2
−a′

jyj , xi = yi, (i ≥ 2) 0 = a1 · (−a′
j) + aj · 1(j ≥ 2)

shows that the relation was trivial (to be explicit the elements aij are defined by
setting a11 = 0, a1j = −a′

j for j > 1, and aij = δij for i, j ≥ 2). □

Lemma 22.11.0AUW Let A be a Dedekind domain (for example a discrete valuation
ring or more generally a PID).

(1) An A-module is flat if and only if it is torsion free.
(2) A finite torsion free A-module is finite locally free.
(3) A finite torsion free A-module is finite free if A is a PID.

Proof. (For the parenthetical remark in the statement of the lemma, see Algebra,
Lemma 120.15.) Proof of (1). By Lemma 22.6 and Algebra, Lemma 39.18 it suffices
to check the statement over Am for m ⊂ A maximal. Since Am is a discrete valuation
ring (Algebra, Lemma 120.17) we win by Lemma 22.10.
Proof of (2). Follows from Algebra, Lemma 78.2 and (1).
Proof of (3). Let A be a PID and let M be a finite torsion free module. By Lemma
22.7 we see that M ⊂ A⊕n for some n. We argue that M is free by induction on n.
The case n = 1 expresses exactly the fact that A is a PID. If n > 1 let M ′ ⊂ A⊕n−1

be the image of the projection onto the last n − 1 summands of A⊕n. Then we
obtain a short exact sequence 0→ I →M →M ′ → 0 where I is the intersection of
M with the first summand A of A⊕n. By induction we see that M is an extension
of finite free A-modules, whence finite free. □

Lemma 22.12.0AUX Let R be a domain. Let M , N be R-modules. If N is torsion
free, so is HomR(M,N).
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Proof. Choose a surjection
⊕

i∈I R→M . Then HomR(M,N) ⊂
∏
i∈I N . □

23. Reflexive modules

0AUY Here is our definition.
Definition 23.1.0AUZ Let R be a domain. We say an R-module M is reflexive if the
natural map

j : M −→ HomR(HomR(M,R), R)
which sends m ∈ M to the map sending φ ∈ HomR(M,R) to φ(m) ∈ R is an
isomorphism.
We can make this definition for more general rings, but already the definition
above has drawbacks. It would be wise to restrict to Noetherian domains and finite
torsion free modules and (perhaps) impose some regularity conditions on R (e.g.,
R is normal).
Lemma 23.2.0AV0 Let R be a domain and let M be an R-module.

(1) If M is reflexive, then M is torsion free.
(2) If M is finite, then j : M → HomR(HomR(M,R), R) is injective if and

only if M is torsion free
Proof. Follows immediately from Lemmas 22.12 and 22.7. □

Lemma 23.3.0B36 Let R be a discrete valuation ring and let M be a finite R-module.
Then the map j : M → HomR(HomR(M,R), R) is surjective.
Proof. Let Mtors ⊂ M be the torsion submodule. Then we have HomR(M,R) =
HomR(M/Mtors, R) (holds over any domain). Hence we may assume that M is
torsion free. Then M is free by Lemma 22.11 and the lemma is clear. □

Lemma 23.4.0AV1 Let R be a Noetherian domain. Let M be a finite R-module. The
following are equivalent:

(1) M is reflexive,
(2) Mp is a reflexive Rp-module for all primes p ⊂ R, and
(3) Mm is a reflexive Rm-module for all maximal ideals m of R.

Proof. The localization of j : M → HomR(HomR(M,R), R) at a prime p is the
corresponding map for the module Mp over the Noetherian local domain Rp. See
Algebra, Lemma 10.2. Thus the lemma holds by Algebra, Lemma 23.1. □

Lemma 23.5.0EB8 Let R be a Noetherian domain. Let 0→M →M ′ →M ′′ an exact
sequence of finite R-modules. If M ′ is reflexive and M ′′ is torsion free, then M is
reflexive.
Proof. We will use without further mention that HomR(N,N ′) is a finite R-module
for any finite R-modules N and N ′, see Algebra, Lemma 71.9. We take duals to
get a sequence

HomR(M,R)← HomR(M ′, R)← HomR(M ′′, R)
Dualizing again we obtain a commutative diagram

HomR(HomR(M,R), R)
j
// HomR(HomR(M ′, R), R) // HomR(HomR(M ′′, R), R)

M

OO

// M ′

OO

// M ′′

OO
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We do not know the top row is exact. But, by assumption the middle vertical
arrow is an isomorphism and the right vertical arrow is injective (Lemma 23.2).
We claim j is injective. Assuming the claim a diagram chase shows that the left
vertical arrow is an isomorphism, i.e., M is reflexive.
Proof of the claim. Consider the exact sequence HomR(M ′, R)→ HomR(M,R)→
Q→ 0 defining Q. One applies Algebra, Lemma 10.2 to obtain

HomK(M ′ ⊗R K,K)→ HomK(M ⊗R K,K)→ Q⊗R K → 0
But M ⊗RK →M ′⊗RK is an injective map of vector spaces, hence split injective,
so Q⊗R K = 0, that is, Q is torsion. Then one gets the exact sequence

0→ HomR(Q,R)→ HomR(HomR(M,R), R)→ HomR(HomR(M ′, R), R)
and HomR(Q,R) = 0 because Q is torsion. □

Lemma 23.6.0AV2 Let R be a Noetherian domain. Let M be a finite R-module. The
following are equivalent

(1) M is reflexive,
(2) there exists a short exact sequence 0 → M → F → N → 0 with F finite

free and N torsion free.

Proof. Observe that a finite free module is reflexive. By Lemma 23.5 we see that
(2) implies (1). Assume M is reflexive. Choose a presentation R⊕m → R⊕n →
HomR(M,R)→ 0. Dualizing we get an exact sequence

0→ HomR(HomR(M,R), R)→ R⊕n → N → 0
withN = Im(R⊕n → R⊕m) a torsion free module. AsM = HomR(HomR(M,R), R)
we get an exact sequence as in (2). □

Lemma 23.7.0EB9 Let R → R′ be a flat homomorphism of Noetherian domains. If
M is a finite reflexive R-module, then M ⊗R R′ is a finite reflexive R′-module.

Proof. Choose a short exact sequence 0 → M → F → N → 0 with F finite free
and N torsion free, see Lemma 23.6. Since R → R′ is flat we obtain a short exact
sequence 0 → M ⊗R R′ → F ⊗R R′ → N ⊗R R′ → 0 with F ⊗R R′ finite free and
N ⊗RR′ torsion free (Lemma 22.4). Thus M ⊗RR′ is reflexive by Lemma 23.6. □

Lemma 23.8.0AV3 Let R be a Noetherian domain. Let M be a finite R-module. Let
N be a finite reflexive R-module. Then HomR(M,N) is reflexive.

Proof. Choose a presentation R⊕m → R⊕n →M → 0. Then we obtain
0→ HomR(M,N)→ N⊕n → N ′ → 0

with N ′ = Im(N⊕n → N⊕m) torsion free. We conclude by Lemma 23.5. □

Definition 23.9.0AV4 Let R be a Noetherian domain. Let M be a finite R-module.
The module M∗∗ = HomR(HomR(M,R), R) is called the reflexive hull of M .

This makes sense because the reflexive hull is reflexive by Lemma 23.8. The assign-
ment M 7→ M∗∗ is a functor. If φ : M → N is an R-module map into a reflexive
R-module N , then φ factors M → M∗∗ → N through the reflexive hull of M .
Another way to say this is that taking the reflexive hull is the left adjoint to the
inclusion functor

finite reflexive modules ⊂ finite modules
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over a Noetherian domain R.

Lemma 23.10.0AV5 Let R be a Noetherian local ring. Let M , N be finite R-modules.
(1) If N has depth ≥ 1, then HomR(M,N) has depth ≥ 1.
(2) If N has depth ≥ 2, then HomR(M,N) has depth ≥ 2.

Proof. Choose a presentation R⊕m → R⊕n →M → 0. Dualizing we get an exact
sequence

0→ HomR(M,N)→ N⊕n → N ′ → 0
with N ′ = Im(N⊕n → N⊕m). A submodule of a module with depth ≥ 1 has
depth ≥ 1; this follows immediately from the definition. Thus part (1) is clear. For
(2) note that here the assumption and the previous remark implies N ′ has depth
≥ 1. The module N⊕n has depth ≥ 2. From Algebra, Lemma 72.6 we conclude
HomR(M,N) has depth ≥ 2. □

Lemma 23.11.0AV6 Let R be a Noetherian ring. Let M , N be finite R-modules.
(1) If N has property (S1), then HomR(M,N) has property (S1).
(2) If N has property (S2), then HomR(M,N) has property (S2).
(3) If R is a domain, N is torsion free and (S2), then HomR(M,N) is torsion

free and has property (S2).

Proof. Since localizing at primes commutes with taking HomR for finite R-modules
(Algebra, Lemma 71.9) parts (1) and (2) follow immediately from Lemma 23.10.
Part (3) follows from (2) and Lemma 22.12. □

Lemma 23.12.0AV7 Let R be a Noetherian ring. Let φ : M → N be a map of R-
modules. Assume that for every prime p of R at least one of the following happens

(1) Mp → Np is injective, or
(2) p ̸∈ Ass(M).

Then φ is injective.

Proof. Let p be an associated prime of Ker(φ). Then there exists an element
x ∈Mp which is in the kernel of Mp → Np and whose annihilator is pRp (Algebra,
Lemma 63.15). This is impossible in both cases. Hence Ass(Ker(φ)) = ∅ and we
conclude Ker(φ) = 0 by Algebra, Lemma 63.7. □

Lemma 23.13.0AV8 Let R be a Noetherian ring. Let φ : M → N be a map of R-
modules. Assume M is finite and that for every prime p of R one of the following
happens

(1) Mp → Np is an isomorphism, or
(2) depth(Mp) ≥ 2 and p ̸∈ Ass(N).

Then φ is an isomorphism.

Proof. By Lemma 23.12 we see that φ is injective. Let N ′ ⊂ N be an finitely gener-
ated R-module containing the image of M . Then Ass(Np) = ∅ implies Ass(N ′

p) = ∅.
Hence the assumptions of the lemma hold for M → N ′. In order to prove that φ is
an isomorphism, it suffices to prove the same thing for every such N ′ ⊂ N . Thus
we may assume N is a finite R-module. In this case, p ̸∈ Ass(N)⇒ depth(Np) ≥ 1,
see Algebra, Lemma 63.18. Consider the short exact sequence

0→M → N → Q→ 0
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defining Q. Looking at the conditions we see that either Qp = 0 in case (1) or
depth(Qp) ≥ 1 in case (2) by Algebra, Lemma 72.6. This implies that Q does not
have any associated primes, hence Q = 0 by Algebra, Lemma 63.7. □

Lemma 23.14.0AV9 Let R be a Noetherian domain. Let φ : M → N be a map of
R-modules. Assume M is finite, N is torsion free, and that for every prime p of R
one of the following happens

(1) Mp → Np is an isomorphism, or
(2) depth(Mp) ≥ 2.

Then φ is an isomorphism.

Proof. This is a special case of Lemma 23.13. □

Lemma 23.15.0AVA Let R be a Noetherian domain. Let M be a finite R-module. The
following are equivalent

(1) M is reflexive,
(2) for every prime p of R one of the following happens

(a) Mp is a reflexive Rp-module, or
(b) depth(Mp) ≥ 2.

Proof. If (1) is true, then Mp is a reflexive module for all primes of p by Lemma
23.4. Thus (1) ⇒ (2). Assume (2). Set N = HomR(HomR(M,R), R) so that

Np = HomRp
(HomRp

(Mp, Rp), Rp)
for every prime p of R. See Algebra, Lemma 10.2. We apply Lemma 23.14 to the
map j : M → N . This is allowed because M is finite and N is torsion free by
Lemma 22.12. In case (2)(a) the map Mp → Np is an isomorphism and in case
(2)(b) we have depth(Mp) ≥ 2. □

Lemma 23.16.0EBA Let R be a Noetherian domain. Let M be a finite reflexive R-
module. Let p ⊂ R be a prime ideal.

(1) If depth(Rp) ≥ 2, then depth(Mp) ≥ 2.
(2) If R is (S2), then M is (S2).

Proof. Since formation of reflexive hull HomR(HomR(M,R), R) commutes with
localization (Algebra, Lemma 10.2) part (1) follows from Lemma 23.10. Part (2) is
immediate from Lemma 23.11. □

Example 23.17.0EBB The results above and below suggest reflexivity is related to the
(S2) condition; here is an example to prevent too optimistic conjectures. Let k be
a field. Let R be the k-subalgebra of k[x, y] generated by 1, y, x2, xy, x3. Then R
is not (S2). So R as an R-module is an example of a reflexive R-module which is
not (S2). Let M = k[x, y] viewed as an R-module. Then M is a reflexive R-module
because

HomR(M,R) = m = (y, x2, xy, x3) and HomR(m, R) = M

and M is (S2) as an R-module (computations omitted). Thus R is a Noetherian
domain possessing a reflexive (S2) module but R is not (S2) itself.

Lemma 23.18.0AVB Let R be a Noetherian normal domain with fraction field K. Let
M be a finite R-module. The following are equivalent

(1) M is reflexive,

https://stacks.math.columbia.edu/tag/0AV9
https://stacks.math.columbia.edu/tag/0AVA
https://stacks.math.columbia.edu/tag/0EBA
https://stacks.math.columbia.edu/tag/0EBB
https://stacks.math.columbia.edu/tag/0AVB


MORE ON ALGEBRA 57

(2) M is torsion free and has property (S2),
(3) M is torsion free and M =

⋂
height(p)=1 Mp where the intersection happens

in MK = M ⊗R K.

Proof. By Algebra, Lemma 157.4 we see that R satisfies (R1) and (S2).

Assume (1). Then M is torsion free by Lemma 23.2 and satisfies (S2) by Lemma
23.16. Thus (2) holds.

Assume (2). By definition M ′ =
⋂

height(p)=1 Mp is the kernel of the map

MK −→
⊕

height(p)=1
MK/Mp ⊂

∏
height(p)=1

MK/Mp

Observe that our map indeed factors through the direct sum as indicated since
given a/b ∈ K there are at most finitely many height 1 primes p with b ∈ p. Let
p0 be a prime of height 1. Then (MK/Mp)p0 = 0 unless p = p0 in which case we
get (MK/Mp)p0 = MK/Mp0 . Thus by exactness of localization and the fact that
localization commutes with direct sums, we see that M ′

p0
= Mp0 . Since M has

depth ≥ 2 at primes of height > 1, we see that M → M ′ is an isomorphism by
Lemma 23.14. Hence (3) holds.

Assume (3). Let p be a prime of height 1. Then Rp is a discrete valuation ring by
(R1). By Lemma 22.11 we see that Mp is finite free, in particular reflexive. Hence
the map M → M∗∗ induces an isomorphism at all the primes p of height 1. Thus
the condition M =

⋂
height(p)=1 Mp implies that M = M∗∗ and (1) holds. □

Lemma 23.19.0AVC Let R be a Noetherian normal domain. Let M be a finite R-
module. Then the reflexive hull of M is the intersection

M∗∗ =
⋂

height(p)=1
Mp/(Mp)tors =

⋂
height(p)=1

(M/Mtors)p

taken in M ⊗R K.

Proof. Let p be a prime of height 1. The kernel of Mp → M ⊗R K is the torsion
submodule (Mp)tors of Mp. Moreover, we have (M/Mtors)p = Mp/(Mp)tors and
this is a finite free module over the discrete valuation ring Rp (Lemma 22.11).
Then Mp/(Mp)tors → (Mp)∗∗ = (M∗∗)p is an isomorphism, hence the lemma is a
consequence of Lemma 23.18. □

Lemma 23.20.0BM4 Let A be a Noetherian normal domain with fraction field K. Let
L be a finite extension of K. If the integral closure B of A in L is finite over A,
then B is reflexive as an A-module.

Proof. It suffices to show that B =
⋂
Bp where the intersection is over height 1

primes p ⊂ A, see Lemma 23.18. Let b ∈
⋂
Bp. Let xd + a1x

d−1 + . . .+ ad be the
minimal polynomial of b over K. We want to show ai ∈ A. By Algebra, Lemma
38.6 we see that ai ∈ Ap for all i and all height one primes p. Hence we get what
we want from Algebra, Lemma 157.6 (or the lemma already cited as A is a reflexive
module over itself). □
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24. Content ideals

0AS9 The definition may not be what you expect.

Definition 24.1.0ASA Let A be a ring. Let M be a flat A-module. Let x ∈M . If the
set of ideals I in A such that x ∈ IM has a smallest element, we call it the content
ideal of x.

Note that since M is flat over A, for a pair of ideals I, I ′ of A we have IM ∩ I ′M =
(I ∩ I ′)M as can be seen by tensoring the exact sequence 0 → I ∩ I ′ → I ⊕ I ′ →
I + I ′ → 0 by M .

Lemma 24.2.0ASB Let A be a ring. Let M be a flat A-module. Let x ∈ M . The
content ideal of x, if it exists, is finitely generated.

Proof. Say x ∈ IM . Then we can write x =
∑
i=1,...,n fixi with fi ∈ I and

xi ∈M . Hence x ∈ I ′M with I ′ = (f1, . . . , fn). □

Lemma 24.3.0ASC Let (A,m) be a local ring. Let u : M → N be a map of flat A-
modules such that u : M/mM → N/mN is injective. If x ∈M has content ideal I,
then u(x) has content ideal I as well.

Proof. It is clear that u(x) ∈ IN . If u(x) ∈ I ′N , then u(x) ∈ (I ′ ∩ I)N , see
discussion following Definition 24.1. Hence it suffices to show: if x ∈ I ′N and
I ′ ⊂ I, I ′ ̸= I, then u(x) ̸∈ I ′N . Since I/I ′ is a nonzero finite A-module (Lemma
24.2) there is a nonzero map χ : I/I ′ → A/m of A-modules by Nakayama’s lemma
(Algebra, Lemma 20.1). Since I is the content ideal of x we see that x ̸∈ I ′′M
where I ′′ = Ker(χ). Hence x is not in the kernel of the map

IM = I ⊗AM
χ⊗1−−−→ A/m⊗M ∼= M/mM

Applying our hypothesis on u we conclude that u(x) does not map to zero under
the map

IN = I ⊗A N
χ⊗1−−−→ A/m⊗N ∼= N/mN

and we conclude. □

Lemma 24.4.0ASD Let A be a ring. Let M be a flat Mittag-Leffler module. Then every
element of M has a content ideal.

Proof. This is a special case of Algebra, Lemma 91.2. □

25. Flatness and finiteness conditions

054A In this section we discuss some implications of the type “flat + finite type ⇒ finite
presentation”. We will revisit this result in the chapter on flatness, see More on
Flatness, Section 1. A first result of this type was proved in Algebra, Lemma 108.6.

Lemma 25.1.053A Let R be a ring. Let S = R[x1, . . . , xn] be a polynomial ring over
R. Let M be an S-module. Assume

(1) there exist finitely many primes p1, . . . , pm of R such that the map R →∏
Rpj

is injective,
(2) M is a finite S-module,
(3) M flat over R, and
(4) for every prime p of R the module Mp is of finite presentation over Sp.

Then M is of finite presentation over S.
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Proof. Choose a presentation
0→ K → S⊕r →M → 0

of M as an S-module. Let q be a prime ideal of S lying over a prime p of R.
By assumption there exist finitely many elements k1, . . . , kt ∈ K such that if we
set K ′ =

∑
Skj ⊂ K then K ′

p = Kp and K ′
pj

= Kpj for j = 1, . . . ,m. Setting
M ′ = S⊕r/K ′ we deduce that in particular M ′

q = Mq. By openness of flatness, see
Algebra, Theorem 129.4 we conclude that there exists a g ∈ S, g ̸∈ q such that M ′

g

is flat over R. Thus M ′
g →Mg is a surjective map of flat R-modules. Consider the

commutative diagram
M ′
g

//

��

Mg

��∏
(M ′

g)pj
// ∏(Mg)pj

The bottom arrow is an isomorphism by choice of k1, . . . , kt. The left vertical arrow
is an injective map as R →

∏
Rpj

is injective and M ′
g is flat over R. Hence the

top horizontal arrow is injective, hence an isomorphism. This proves that Mg is of
finite presentation over Sg. We conclude by applying Algebra, Lemma 23.2. □

Lemma 25.2.053B Let R→ S be a ring homomorphism. Assume
(1) there exist finitely many primes p1, . . . , pm of R such that the map R →∏

Rpj is injective,
(2) R→ S is of finite type,
(3) S flat over R, and
(4) for every prime p of R the ring Sp is of finite presentation over Rp.

Then S is of finite presentation over R.

Proof. By assumption S is a quotient of a polynomial ring over R. Thus the result
follows directly from Lemma 25.1. □

Lemma 25.3.053C Let R be a ring. Let S = R[x1, . . . , xn] be a graded polynomial
algebra over R, i.e., deg(xi) > 0 but not necessarily equal to 1. Let M be a graded
S-module. Assume

(1) R is a local ring,
(2) M is a finite S-module, and
(3) M is flat over R.

Then M is finitely presented as an S-module.

Proof. Let M =
⊕
Md be the grading on M . Pick homogeneous generators

m1, . . . ,mr ∈M of M . Say deg(mi) = di ∈ Z. This gives us a presentation

0→ K →
⊕

i=1,...,r
S(−di)→M → 0

which in each degree d leads to the short exact sequence

0→ Kd →
⊕

i=1,...,r
Sd−di

→Md → 0.

By assumption each Md is a finite flat R-module. By Algebra, Lemma 78.5 this
implies each Md is a finite free R-module. Hence we see each Kd is a finite R-
module. Also each Kd is flat over R by Algebra, Lemma 39.13. Hence we conclude
that each Kd is finite free by Algebra, Lemma 78.5 again.
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Let m be the maximal ideal of R. By the flatness of M over R the short exact
sequences above remain short exact after tensoring with κ = κ(m). As the ring
S ⊗R κ is Noetherian we see that there exist homogeneous elements k1, . . . , kt ∈ K
such that the images kj generate K ⊗R κ over S ⊗R κ. Say deg(kj) = ej . Thus for
any d the map ⊕

j=1,...,t
Sd−ej

−→ Kd

becomes surjective after tensoring with κ. By Nakayama’s lemma (Algebra, Lemma
20.1) this implies the map is surjective over R. Hence K is generated by k1, . . . , kt
over S and we win. □

Lemma 25.4.053D Let R be a ring. Let S =
⊕

n≥0 Sn be a graded R-algebra. Let
M =

⊕
d∈Z Md be a graded S-module. Assume S is finitely generated as an R-

algebra, assume S0 is a finite R-algebra, and assume there exist finitely many primes
pj, i = 1, . . . ,m such that R→

∏
Rpj is injective.

(1) If S is flat over R, then S is a finitely presented R-algebra.
(2) If M is flat as an R-module and finite as an S-module, then M is finitely

presented as an S-module.

Proof. As S is finitely generated as an R-algebra, it is finitely generated as an
S0 algebra, say by homogeneous elements t1, . . . , tn ∈ S of degrees d1, . . . , dn > 0.
Set P = R[x1, . . . , xn] with deg(xi) = di. The ring map P → S, xi → ti is finite
as S0 is a finite R-module. To prove (1) it suffices to prove that S is a finitely
presented P -module. To prove (2) it suffices to prove that M is a finitely presented
P -module. Thus it suffices to prove that if S = P is a graded polynomial ring and
M is a finite S-module flat over R, then M is finitely presented as an S-module.
By Lemma 25.3 we see Mp is a finitely presented Sp-module for every prime p of
R. Thus the result follows from Lemma 25.1. □

Remark 25.5.05GS Let R be a ring. When does R satisfy the condition mentioned in
Lemmas 25.1, 25.2, and 25.4? This holds if

(1) R is local,
(2) R is Noetherian,
(3) R is a domain,
(4) R is a reduced ring with finitely many minimal primes, or
(5) R has finitely many weakly associated primes, see Algebra, Lemma 66.17.

Thus these lemmas hold in all cases listed above.

The following lemma will be improved on in More on Flatness, Proposition 13.10.

Lemma 25.6.053E [Nag66, Theorem 3]Let A be a valuation ring. Let A→ B be a ring map of finite type.
Let M be a finite B-module.

(1) If B is flat over A, then B is a finitely presented A-algebra.
(2) If M is flat as an A-module, then M is finitely presented as a B-module.

Proof. We are going to use that an A-module is flat if and only if it is torsion
free, see Lemma 22.10. By Algebra, Lemma 57.10 we can find a graded A-algebra
S with S0 = A and generated by finitely many elements in degree 1, an element
f ∈ S1 and a finite graded S-module N such that B ∼= S(f) and M ∼= N(f). If M is
torsion free, then we can take N torsion free by replacing it by N/Ntors, see Lemma
22.2. Similarly, if B is torsion free, then we can take S torsion free by replacing it
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by S/Stors. Hence in case (1), we may apply Lemma 25.4 to see that S is a finitely
presented A-algebra, which implies that B = S(f) is a finitely presented A-algebra.
To see (2) we may first replace S by a graded polynomial ring, and then we may
apply Lemma 25.3 to conclude. □

Lemma 25.7.0GSE Let A be a valuation ring. Let A → B be a local homomorphism
which is essentially of finite type. Let M be a finite B-module.

(1) If B is flat over A, then B is essentially of finite presentation over A.
(2) If M is flat as an A-module, then M is finitely presented as a B-module.

Proof. By assumption we can write B as a quotient of the localization of a polyno-
mial algebra P = A[x1, . . . , xn] at a prime ideal q. In case (1) we consider M = B
as a finite module over Pq and in case (2) we consider M as a finite module over
Pq. In both cases, we have to show that this is a finitely presented Pq-module, see
Algebra, Lemma 6.4 for case (2).
Choose a presentation 0 → K → P⊕r

q → M → 0 which is possible because M is
finite over Pq. Let L = P⊕r ∩K. Then K = Lq, see Algebra, Lemma 9.15. Then
N = P⊕r/L is a submodule of M and hence flat by Lemma 22.10. Since also N
is a finite P -module, we see that N is finitely presented as a P -module by Lemma
25.6. Since localization is exact (Algebra, Proposition 9.12) we see that Nq = M
and we conclude. □

26. Blowing up and flatness

0535 In this section we begin our discussion of results of the form: “After a blowup the
strict transform becomes flat”. More results of this type may be found in Divisors,
Section 35 and More on Flatness, Section 30.

Definition 26.1.053H Let R be a ring. Let I ⊂ R be an ideal and a ∈ I. Let R[ Ia ]
be the affine blowup algebra, see Algebra, Definition 70.1. Let M be an R-module.
The strict transform of M along R→ R[ Ia ] is the R[ Ia ]-module

M ′ =
(
M ⊗R R[ Ia ]

)
/a-power torsion

The following is a very weak version of flattening by blowing up, but it is already
sometimes a useful result.

Lemma 26.2.053I Let (R,m) be a local domain with fraction field K. Let S be a
finite type R-algebra. Let M be a finite S-module. For every valuation ring A ⊂ K
dominating R there exists an ideal I ⊂ m and a nonzero element a ∈ I such that

(1) I is finitely generated,
(2) A has center on R[ Ia ],
(3) the fibre ring of R→ R[ Ia ] at m is not zero, and
(4) the strict transform SI,a of S along R → R[ Ia ] is flat and of finite presen-

tation over R, and the strict transform MI,a of M along R → R[ Ia ] is flat
over R and finitely presented over SI,a.

Proof. Write S = R[x1, . . . , xn]/J and denote N = S⊕M viewed as a module over
P = R[x1, . . . , xn]. If we can prove the lemma in case S is a polynomial algebra
over R, then we can find I, a satisfying (1), (2), (3) such that the strict transform
NI,a of N along R → R[ Ia ] is flat over R and finitely presented as a module over
the strict transform PI,a] of P . Since PI,a = R[ Ia ][x1, . . . , xn] (small detail omitted)

https://stacks.math.columbia.edu/tag/0GSE
https://stacks.math.columbia.edu/tag/053H
https://stacks.math.columbia.edu/tag/053I


MORE ON ALGEBRA 62

we find that the summand SI,a ⊂ NI,a is flat over R and finitely presented as a
module over R[ Ia ][x1, . . . , xn]. Hence SI,a is finitely presented as an R[ Ia ]-algebra.
Moreover, the summand MI,a ⊂ NI,a is flat over R and finitely presented as a
module over PI,a hence also finitely presented as a module over SI,a, see Algebra,
Lemma 6.4. This reduces us to the case discussed in the next paragraph.
Assume S = R[x1, . . . , xn]. Choose a presentation

0→ K → S⊕r →M → 0.
Let MA be the quotient of M ⊗R A by its torsion submodule, see Lemma 22.2.
Then MA is a finite module over SA = A[x1, . . . , xn]. By Lemma 22.10 we see that
MA is flat over A. By Lemma 25.6 we see that MA is finitely presented. Hence
there exist finitely many elements k1, . . . , kt ∈ S⊕r

A which generate the kernel of the
presentation S⊕r

A → MA as an SA-module. For any choice of a ∈ I ⊂ m satisfying
(1), (2), and (3) we denote MI,a the strict transform of M along R → R[ Ia ]. It is
a finite module over SI,a = R[ Ia ][x1, . . . , xn]. By Algebra, Lemma 70.12 we have
A = colimI,aR[ Ia ]. This implies that SA = colimSI,a and

colimM ⊗R R[ Ia ] = M ⊗R A

Choose I, a and lifts k1, . . . , kt ∈ S⊕r
I,a. Since MA is the quotient of M ⊗R A by

torsion, we see that the images of k1, . . . , kt in M⊗RA are annihilated by a nonzero
element α ∈ A. After replacing I, a by a different pair (recall that the colimit is
filtered), we may assume α = x/an for some x ∈ In nonzero. Then we find that
xk1, . . . , xkt map to zero in M ⊗R A. Hence after replacing I, a by a different pair
we may assume xk1, . . . , xkt map to zero in M ⊗R R[ Ia ] for some nonzero x ∈ R.
Then finally replacing I, a by xI, xa we find that we may assume k1, . . . , kt map to
a-power torsion elements of M ⊗R R[ Ia ]. For any such pair (I, a) we set

M ′
I,a = S⊕r

I,a/
∑

SI,akj .

Since MA = S⊕r
A /

∑
SAkj we see that MA = colimI,aM

′
I,a. At this point we finally

apply Algebra, Lemma 168.1 (3) to conclude that M ′
I,a is flat for some pair (I, a)

as above. This lemma does not apply a priori to the system of strict transforms
MI,a = (M ⊗R R[ Ia ])/a-power torsion

as the transition maps may not satisfy the assumptions of the lemma. But now,
since flatness implies torsion free (Lemma 22.9) and since MI,a is the quotient of
M ′
I,a (because we arranged it so the elements k1, . . . , kt map to zero in MI,a) by

the a-power torsion submodule we also conclude that M ′
I,a = MI,a for such a pair

and we win. □

Lemma 26.3.0CZM Let R be a ring. Let M be a finite R-module. Let k ≥ 0 and
I = Fitk(M). For every a ∈ I with R′ = R[ Ia ] the strict transform

M ′ = (M ⊗R R′)/a-power torsion
has Fitk(M ′) = R′.

Proof. First observe that Fitk(M ⊗R R′) = IR′ = aR′. The first equality by
Lemma 8.4 part (3) and the second equality by Algebra, Lemma 70.2. From Lemma
8.9 and exactness of localization we see that M ′

p′ can be generated by ≤ k elements
for every prime p′ of R′. Then Fitk(M ′) = R′ for example by Lemma 8.7. □

https://stacks.math.columbia.edu/tag/0CZM


MORE ON ALGEBRA 63

Lemma 26.4.0CZN Let R be a ring. Let M be a finite R-module. Let k ≥ 0 and
I = Fitk(M). Assume that Mp is free of rank k for every p ̸∈ V (I). Then for every
a ∈ I with R′ = R[ Ia ] the strict transform

M ′ = (M ⊗R R′)/a-power torsion
is locally free of rank k.

Proof. By Lemma 26.3 we have Fitk(M ′) = R′. By Lemma 8.8 it suffices to
show that Fitk−1(M ′) = 0. Recall that R′ ⊂ R′

a = Ra, see Algebra, Lemma 70.2.
Hence it suffices to prove that Fitk−1(M ′) maps to zero in R′

a = Ra. Since clearly
(M ′)a = Ma this reduces us to showing that Fitk−1(Ma) = 0 because formation of
Fitting ideals commutes with base change according to Lemma 8.4 part (3). This is
true by our assumption that Ma is finite locally free of rank k (see Algebra, Lemma
78.2) and the already cited Lemma 8.8. □

Lemma 26.5.0BBJ Let R be a ring. Let M be a finite R-module. Let f ∈ R be an
element such that Mf is finite locally free of rank r. Then there exists a finitely
generated ideal I ⊂ R with V (f) = V (I) such that for all a ∈ I with R′ = R[ Ia ] the
strict transform

M ′ = (M ⊗R R′)/a-power torsion
is locally free of rank r.

Proof. Choose a surjectionR⊕n →M . Choose a finite submoduleK ⊂ Ker(R⊕n →
M) such that R⊕n/K →M becomes an isomorphism after inverting f . This is pos-
sible because Mf is of finite presentation for example by Algebra, Lemma 78.2. Set
M1 = R⊕n/K and suppose we can prove the lemma for M1. Say I ⊂ R is the
corresponding ideal. Then for a ∈ I the map

M ′
1 = (M1 ⊗R R′)/a-power torsion −→M ′ = (M ⊗R R′)/a-power torsion

is surjective. It is also an isomorphism after inverting a in R′ as R′
a = Rf , see

Algebra, Lemma 70.7. But a is a nonzerodivisor on M ′
1, whence the displayed map

is an isomorphism. Thus it suffices to prove the lemma in case M is a finitely
presented R-module.
Assume M is a finitely presented R-module. Then J = Fitr(M) ⊂ S is a finitely
generated ideal. We claim that I = fJ works.
We first check that V (f) = V (I). The inclusion V (f) ⊂ V (I) is clear. Conversely,
if f ̸∈ p, then p is not an element of V (J) by Lemma 8.7. Thus p ̸∈ V (fJ) = V (I).

Let a ∈ I and set R′ = R[ Ia ]. We may write a = fb for some b ∈ J . By Algebra,
Lemmas 70.2 and 70.8 we see that JR′ = bR′ and b is a nonzerodivisor in R′. Let
p′ ⊂ R′ = R[ Ia ] be a prime ideal. Then JR′

p′ is generated by b. It follows from
Lemma 8.9 that M ′

p′ can be generated by r elements. Since M ′ is finite, there exist
m1, . . . ,mr ∈M ′ and g ∈ R′, g ̸∈ p′ such that the corresponding map (R′)⊕r →M ′

becomes surjective after inverting g.
Finally, consider the ideal J ′ = Fitk−1(M ′). Note that J ′R′

g is generated by the
coefficients of relations between m1, . . . ,mr (compatibility of Fitting ideal with
base change). Thus it suffices to show that J ′ = 0, see Lemma 8.8. Since R′

a = Rf
(Algebra, Lemma 70.7) and M ′

a = Mf is free of rank r we see that J ′
a = 0. Since a

is a nonzerodivisor in R′ we conclude that J ′ = 0 and we win. □

https://stacks.math.columbia.edu/tag/0CZN
https://stacks.math.columbia.edu/tag/0BBJ


MORE ON ALGEBRA 64

27. Completion and flatness

06LD In this section we discuss when the completion of a “big” flat module is flat.

Lemma 27.1.05BC Let R be a ring. Let I ⊂ R be an ideal. Let A be a set. Assume R
is Noetherian and complete with respect to I. There is a canonical map(⊕

α∈A
R

)∧
−→

∏
α∈A

R

from the I-adic completion of the direct sum into the product which is universally
injective.

Proof. By definition an element x of the left hand side is x = (xn) where xn =
(xn,α) ∈

⊕
α∈AR/I

n such that xn,α = xn+1,α mod In. As R = R∧ we see that
for any α there exists a yα ∈ R such that xn,α = yα mod In. Note that for each n
there are only finitely many α such that the elements xn,α are nonzero. Conversely,
given (yα) ∈

∏
αR such that for each n there are only finitely many α such that

yα mod In is nonzero, then this defines an element of the left hand side. Hence we
can think of an element of the left hand side as infinite “convergent sums”

∑
α yα

with yα ∈ R such that for each n there are only finitely many yα which are nonzero
modulo In. The displayed map maps this element to the element to (yα) in the
product. In particular the map is injective.

Let Q be a finite R-module. We have to show that the map

Q⊗R
(⊕

α∈A
R

)∧
−→ Q⊗R

(∏
α∈A

R
)

is injective, see Algebra, Theorem 82.3. Choose a presentation R⊕k → R⊕m →
Q → 0 and denote q1, . . . , qm ∈ Q the corresponding generators for Q. By Artin-
Rees (Algebra, Lemma 51.2) there exists a constant c such that Im(R⊕k → R⊕m)∩
(IN )⊕m ⊂ Im((IN−c)⊕k → R⊕m). Let us contemplate the diagram⊕k

l=1
(⊕

α∈AR
)∧ //

��

⊕m
j=1

(⊕
α∈AR

)∧ //

��

Q⊗R
(⊕

α∈AR
)∧ //

��

0

⊕k
l=1

(∏
α∈AR

)
//⊕m

j=1
(∏

α∈AR
)

// Q⊗R
(∏

α∈AR
)

// 0

with exact rows. Pick an element
∑
j

∑
α yj,α of

⊕
j=1,...,m

(⊕
α∈AR

)∧. If this
element maps to zero in the module Q⊗R

(∏
α∈AR

)
, then we see in particular that∑

j qj ⊗ yj,α = 0 in Q for each α. Thus we can find an element (z1,α, . . . , zk,α) ∈⊕
l=1,...,k R which maps to (y1,α, . . . , ym,α) ∈

⊕
j=1,...,mR. Moreover, if yj,α ∈ INα

for j = 1, . . . ,m, then we may assume that zl,α ∈ INα−c for l = 1, . . . , k. Hence
the sum

∑
l

∑
α zl,α is “convergent” and defines an element of

⊕
l=1,...,k

(⊕
α∈AR

)∧

which maps to the element
∑
j

∑
α yj,α we started out with. Thus the right vertical

arrow is injective and we win. □

The following lemma can also be deduced from Lemma 27.4 below.

Lemma 27.2.06LE Let R be a ring. Let I ⊂ R be an ideal. Let A be a set. Assume R
is Noetherian. The completion (

⊕
α∈AR)∧ is a flat R-module.

https://stacks.math.columbia.edu/tag/05BC
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Proof. Denote R∧ the completion of R with respect to I. As R → R∧ is flat by
Algebra, Lemma 97.2 it suffices to prove that (

⊕
α∈AR)∧ is a flat R∧-module (use

Algebra, Lemma 39.4). Since

(
⊕

α∈A
R)∧ = (

⊕
α∈A

R∧)∧

we may replace R by R∧ and assume that R is complete with respect to I (see
Algebra, Lemma 97.4). In this case Lemma 27.1 tells us the map (

⊕
α∈AR)∧ →∏

α∈AR is universally injective. Thus, by Algebra, Lemma 82.7 it suffices to show
that

∏
α∈AR is flat. By Algebra, Proposition 90.6 (and Algebra, Lemma 90.5) we

see that
∏
α∈AR is flat. □

Lemma 27.3.0911 This is [Qui, Lemma
9.9]; note that the
author forgot the
word “strict” in the
statement although
it was clearly
intended.

Let A be a Noetherian ring. Let I be an ideal of A. Let M be a
finite A-module. For every p > 0 there exists a c > 0 such that TorAp (M,A/In)→
TorAp (M,A/In−c) is zero for all n ≥ c.

Proof. Proof for p = 1. Choose a short exact sequence 0→ K → A⊕t →M → 0.
Then TorA1 (M,A/In) = K ∩ (In)⊕t/InK. By Artin-Rees (Algebra, Lemma 51.2)
there is a constant c ≥ 0 such that K ∩ (In)⊕t ⊂ In−cK for n ≥ c. Thus the result
for p = 1. For p > 1 we have TorAp (M,A/In) = TorAp−1(K,A/In). Thus the lemma
follows by induction. □

Lemma 27.4.0912 Let A be a Noetherian ring. Let I be an ideal of A. Let (Mn) be
an inverse system of A-modules such that

(1) Mn is a flat A/In-module,
(2) Mn+1 →Mn is surjective.

Then M = limMn is a flat A-module and Q⊗AM = limQ⊗AMn for every finite
A-module Q.

Proof. We first show that Q ⊗AM = limQ ⊗AMn for every finite A-module Q.
Choose a resolution F2 → F1 → F0 → Q→ 0 by finite free A-modules Fi. Then

F2 ⊗AMn → F1 ⊗AMn → F0 ⊗AMn

is a chain complex whose homology in degree 0 is Q ⊗A Mn and whose homology
in degree 1 is

TorA1 (Q,Mn) = TorA1 (Q,A/In)⊗A/In Mn

as Mn is flat over A/In. By Lemma 27.3 we see that this system is essentially
constant (with value 0). It follows from Homology, Lemma 31.7 that limQ ⊗A
Mn = Coker(limF1 ⊗A Mn → limF0 ⊗A Mn). Since Fi is finite free this equals
Coker(F1 ⊗AM → F0 ⊗AM) = Q⊗AM .
Next, let Q → Q′ be an injective map of finite A-modules. We have to show that
Q⊗AM → Q′ ⊗AM is injective (Algebra, Lemma 39.5). By the above we see

Ker(Q⊗AM → Q′ ⊗AM) = Ker(limQ⊗AMn → limQ′ ⊗AMn).
For each n we have an exact sequence

TorA1 (Q′,Mn)→ TorA1 (Q′′,Mn)→ Q⊗AMn → Q′ ⊗AMn

where Q′′ = Coker(Q→ Q′). Above we have seen that the inverse systems of Tor’s
are essentially constant with value 0. It follows from Homology, Lemma 31.7 that
the inverse limit of the right most maps is injective. □

https://stacks.math.columbia.edu/tag/0911
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Lemma 27.5.0AGW Let R be a ring. Let I ⊂ R be an ideal. Let M be an R-module.
Assume

(1) I is finitely generated,
(2) R/I is Noetherian,
(3) M/IM is flat over R/I,
(4) TorR1 (M,R/I) = 0.

Then the I-adic completion R∧ is a Noetherian ring and M∧ is flat over R∧.

Proof. By Algebra, Lemma 99.8 the modules M/InM are flat over R/In for all
n. By Algebra, Lemma 96.3 we have (a) R∧ and M∧ are I-adically complete
and (b) R/In = R∧/InR∧ for all n. By Algebra, Lemma 97.5 the ring R∧ is
Noetherian. Applying Lemma 27.4 we conclude that M∧ = limM/InM is flat as
an R∧-module. □

28. The Koszul complex

0621 We define the Koszul complex as follows.

Definition 28.1.0622 Let R be a ring. Let φ : E → R be an R-module map. The
Koszul complexK•(φ) associated to φ is the commutative differential graded algebra
defined as follows:

(1) the underlying graded algebra is the exterior algebra K•(φ) = ∧(E),
(2) the differential d : K•(φ) → K•(φ) is the unique derivation such that

d(e) = φ(e) for all e ∈ E = K1(φ).

Explicitly, if e1 ∧ . . . ∧ en is one of the generators of degree n in K•(φ), then

d(e1 ∧ . . . ∧ en) =
∑

i=1,...,n
(−1)i+1φ(ei)e1 ∧ . . . ∧ êi ∧ . . . ∧ en.

It is straightforward to see that this gives a well defined derivation on the tensor
algebra, which annihilates e⊗ e and hence factors through the exterior algebra.
We often assume that E is a finite free module, say E = R⊕n. In this case the map
φ is given by a sequence of elements f1, . . . , fn ∈ R.

Definition 28.2.0623 Let R be a ring and let f1, . . . , fr ∈ R. The Koszul complex
on f1, . . . , fr is the Koszul complex associated to the map (f1, . . . , fr) : R⊕r → R.
Notation K•(f•), K•(f1, . . . , fr), K•(R, f1, . . . , fr), or K•(R, f•).

Of course, if E is finite locally free, then K•(φ) is locally on Spec(R) isomorphic
to a Koszul complex K•(f1, . . . , fr). This complex has many interesting formal
properties.

Lemma 28.3.0624 Let φ : E → R and φ′ : E′ → R be R-module maps. Let ψ : E → E′

be an R-module map such that φ′ ◦ ψ = φ. Then ψ induces a homomorphism of
differential graded algebras K•(φ)→ K•(φ′).

Proof. This is immediate from the definitions. □

Lemma 28.4.0625 Let f1, . . . , fr ∈ R be a sequence. Let (xij) be an invertible r × r-
matrix with coefficients in R. Then the complexes K•(f•) and

K•(
∑

x1jfj ,
∑

x2jfj , . . . ,
∑

xrjfj)

are isomorphic.

https://stacks.math.columbia.edu/tag/0AGW
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Proof. Set gi =
∑
xijfj . The matrix (xji) gives an isomorphism x : R⊕r → R⊕r

such that (g1, . . . , gr) = (f1, . . . , fr) ◦ x. Hence this follows from the functoriality
of the Koszul complex described in Lemma 28.3. □

Lemma 28.5.0626 Let R be a ring. Let φ : E → R be an R-module map. Let e ∈ E
with image f = φ(e) in R. Then

f = de+ ed

as endomorphisms of K•(φ).

Proof. This is true because d(ea) = d(e)a− ed(a) = fa− ed(a). □

Lemma 28.6.0663 Let R be a ring. Let f1, . . . , fr ∈ R be a sequence. Multiplication
by fi on K•(f•) is homotopic to zero, and in particular the cohomology modules
Hi(K•(f•)) are annihilated by the ideal (f1, . . . , fr).

Proof. Special case of Lemma 28.5. □

In Derived Categories, Section 9 we defined the cone of a morphism of cochain
complexes. The cone C(f)• of a morphism of chain complexes f : A• → B• is the
complex C(f)• given by C(f)n = Bn ⊕An−1 and differential

(28.6.1)0627 dC(f),n =
(
dB,n fn−1

0 −dA,n−1

)
It comes equipped with canonical morphisms of complexes i : B• → C(f)• and
p : C(f)• → A•[−1] induced by the obvious maps Bn → C(f)n → An−1.

Lemma 28.7.0628 Let R be a ring. Let φ : E → R be an R-module map. Let f ∈ R.
Set E′ = E ⊕ R and define φ′ : E′ → R by φ on E and multiplication by f on R.
The complex K•(φ′) is isomorphic to the cone of the map of complexes

f : K•(φ) −→ K•(φ).

Proof. Denote e0 ∈ E′ the element 1 ∈ R ⊂ R⊕ E. By our definition of the cone
above we see that

C(f)n = Kn(φ)⊕Kn−1(φ) = ∧n(E)⊕ ∧n−1(E) = ∧n(E′)
where in the last = we map (0, e1 ∧ . . .∧ en−1) to e0 ∧ e1 ∧ . . .∧ en−1 in ∧n(E′). A
computation shows that this isomorphism is compatible with differentials. Namely,
this is clear for elements of the first summand as φ′|E = φ and dC(f) restricted to
the first summand is just dK•(φ). On the other hand, if e1 ∧ . . . ∧ en−1 is in the
second summand, then

dC(f)(0, e1 ∧ . . . ∧ en−1) = fe1 ∧ . . . ∧ en−1 − dK•(φ)(e1 ∧ . . . ∧ en−1)
and on the other hand
dK•(φ′)(0, e0 ∧ e1 ∧ . . . ∧ en−1)

=
∑

i=0,...,n−1
(−1)iφ′(ei)e0 ∧ . . . ∧ êi ∧ . . . ∧ en−1

= fe1 ∧ . . . ∧ en−1 +
∑

i=1,...,n−1
(−1)iφ(ei)e0 ∧ . . . ∧ êi ∧ . . . ∧ en−1

= fe1 ∧ . . . ∧ en−1 − e0

(∑
i=1,...,n−1

(−1)i+1φ(ei)e1 ∧ . . . ∧ êi ∧ . . . ∧ en−1

)
which is the image of the result of the previous computation. □

https://stacks.math.columbia.edu/tag/0626
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Lemma 28.8.0629 Let R be a ring. Let f1, . . . , fr be a sequence of elements of R. The
complex K•(f1, . . . , fr) is isomorphic to the cone of the map of complexes

fr : K•(f1, . . . , fr−1) −→ K•(f1, . . . , fr−1).

Proof. Special case of Lemma 28.7. □

Lemma 28.9.062A Let R be a ring. Let A• be a complex of R-modules. Let f, g ∈ R.
Let C(f)• be the cone of f : A• → A•. Define similarly C(g)• and C(fg)•. Then
C(fg)• is homotopy equivalent to the cone of a map

C(f)•[1] −→ C(g)•

Proof. We first prove this if A• is the complex consisting of R placed in degree 0.
In this case the complex C(f)• is the complex

. . .→ 0→ R
f−→ R→ 0→ . . .

with R placed in (homological) degrees 1 and 0. The map of complexes we use is

0 //

��

0 //

��

R
f //

1
��

R //

��

0

��
0 // R

g // R // 0 // 0
The cone of this is the chain complex consisting of R⊕2 placed in degrees 1 and 0
and differential (28.6.1) (

g 1
0 −f

)
: R⊕2 −→ R⊕2

To see this chain complex is homotopic to C(fg)•, i.e., to R
fg−→ R, consider the

maps of complexes

R

(1,−g)
��

fg
// R

(0,1)
��

R⊕2 // R⊕2

R⊕2

(1,0)
��

// R⊕2

(f,1)
��

R
fg // R

with obvious notation. The composition of these two maps in one direction is the
identity on C(fg)•, but in the other direction it isn’t the identity. We omit writing
out the required homotopy.
To see the result holds in general, we use that we have a functor K• 7→ Tot(A• ⊗R
K•) on the category of complexes which is compatible with homotopies and cones.
Then we write C(f)• and C(g)• as the total complex of the double complexes

(R f−→ R)⊗R A• and (R g−→ R)⊗R A•

and in this way we deduce the result from the special case discussed above. Some
details omitted. □

Lemma 28.10.062B Let R be a ring. Let φ : E → R be an R-module map. Let f, g ∈ R.
Set E′ = E ⊕ R and define φ′

f , φ
′
g, φ

′
fg : E′ → R by φ on E and multiplication by

f, g, fg on R. The complex K•(φ′
fg) is homotopy equivalent to the cone of a map

of complexes
K•(φ′

f )[1] −→ K•(φ′
g).

https://stacks.math.columbia.edu/tag/0629
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Proof. By Lemma 28.7 the complex K•(φ′
f ) is isomorphic to the cone of multi-

plication by f on K•(φ) and similarly for the other two cases. Hence the lemma
follows from Lemma 28.9. □

Lemma 28.11.062C Let R be a ring. Let f1, . . . , fr−1 be a sequence of elements of R.
Let f, g ∈ R. The complex K•(f1, . . . , fr−1, fg) is homotopy equivalent to the cone
of a map of complexes

K•(f1, . . . , fr−1, f)[1] −→ K•(f1, . . . , fr−1, g)

Proof. Special case of Lemma 28.10. □

Lemma 28.12.0664 Let R be a ring. Let f1, . . . , fr, g1, . . . , gs be elements of R. Then
there is an isomorphism of Koszul complexes

K•(R, f1, . . . , fr, g1, . . . , gs) = Tot(K•(R, f1, . . . , fr)⊗R K•(R, g1, . . . , gs)).

Proof. Omitted. Hint: If K•(R, f1, . . . , fr) is generated as a differential graded
algebra by x1, . . . , xr with d(xi) = fi and K•(R, g1, . . . , gs) is generated as a
differential graded algebra by y1, . . . , ys with d(yj) = gj , then we can think of
K•(R, f1, . . . , fr, g1, . . . , gs) as the differential graded algebra generated by the se-
quence of elements x1, . . . , xr, y1, . . . , ys with d(xi) = fi and d(yj) = gj . □

29. The extended alternating Čech complex

0G6F Let R be a ring. Let f1, . . . , fr ∈ R. The extended alternating Čech complex of R
is the cochain complex

R→
⊕

i0
Rfi0

→
⊕

i0<i1
Rfi0fi1

→ . . .→ Rf1...fr

where R is in degree 0, the term
⊕

i0
Rfi0

is in degre 1, and so on. The maps are
defined as follows

(1) The map R→
⊕

i0
Rfi0

is given by the canonical maps R→ Rfi0
.

(2) Given 1 ≤ i0 < . . . < ip+1 ≤ r and 0 ≤ j ≤ p + 1 we have the canonical
localization map

Rfi0 ...f̂ij
...fip+1

→ Rfi0 ...fip+1

(3) The differentials use the canonical maps of (2) with sign (−1)j .
If M is any R-module, the extended alternating Čech complex of M is the similarly
constructed cochain complex

M →
⊕

i0
Mfi0

→
⊕

i0<i1
Mfi0fi1

→ . . .→Mf1...fr

where M is in degree 0 as before.

Lemma 29.1.0G6G The extended alternating Čech complexes defined above are com-
plexes of R-modules.

Proof. Omitted. □

Lemma 29.2.0G6H Let R be a ring. Let f1, . . . , fr ∈ R. Let M be an R-module. The
extended alternating Čech complex of M is the tensor product over R of M with
the extended alternating Čech complex of R.

Proof. Omitted. □

https://stacks.math.columbia.edu/tag/062C
https://stacks.math.columbia.edu/tag/0664
https://stacks.math.columbia.edu/tag/0G6G
https://stacks.math.columbia.edu/tag/0G6H


MORE ON ALGEBRA 70

Lemma 29.3.0G6I Let R be a ring. Let f1, . . . , fr ∈ R. Let M be an R-module.
Let R → S be a ring map, denote g1, . . . , gr ∈ S the images of f1, . . . , fr, and
set N = M ⊗R S. The extended alternating Čech complex constructed using S,
g1, . . . , gr, and N is the tensor product of the extended alternating Čech complex of
M with S over R.

Proof. Omitted. □

Lemma 29.4.0G6J Let R be a ring. Let f1, . . . , fr ∈ R. Let M be an R-module. If
there exists an i ∈ {1, . . . , r} such that fi is a unit, then the extended alternating
Čech complex of M is homotopy equivalent to 0.

Proof. We will use the following notation: a cochain x of degree p + 1 in the ex-
tended alternating Čech complex of M is x = (xi0...ip) where xi0...ip is in Mfi0 ...fip

.
With this notation we have

d(x)i0...ip+1 =
∑

j
(−1)jxi0...̂ij ...ip+1

As homotopy we use the maps
h : cochains of degree p+ 2→ cochains of degree p+ 1

given by the rule
h(x)i0...ip = 0 if i ∈ {i0, . . . , ip} and h(x)i0...ip = (−1)jxi0...ijiij+1...ip if not

Here j is the unique index such that ij < i < ij+1 in the second case; also, since fi
is a unit we have the equality

Mfi0 ...fip
= Mfi0 ...fij

fifij+1 ...fip

which we can use to make sense of thinking of (−1)jxi0...ijiij+1...ip as an element of
Mfi0 ...fip

. We will show by a computation that dh+ hd equals the negative of the
identity map which finishes the proof. To do this fix x a cochain of degree p + 1
and let 1 ≤ i0 < . . . < ip ≤ r.
Case I: i ∈ {i0, . . . , ip}. Say i = it. Then we have h(d(x))i0...ip = 0. On the other
hand we have
d(h(x))i0...ip =

∑
(−1)jh(x)i0...̂ij ...ip = (−1)th(x)i0...̂i...ip = (−1)t(−1)t−1xi0...ip

Thus (dh+ hd)(x)i0...ip = −xi0...ip as desired.
Case II: i ̸∈ {i0, . . . , ip}. Let j be such that ij < i < ij+1. Then we see that

h(d(x))i0...ip = (−1)jd(x)i0...ijiij+1...ip

=
∑

j′≤j
(−1)j+j

′
xi0...̂ij′ ...ijiij+1...ip

− xi0...ip

+
∑

j′>j
(−1)j+j

′+1xi0...ijiij+1...̂ij′ ...ip

On the other hand we have
d(h(x))i0...ip =

∑
j′

(−1)j
′
h(x)i0...̂ij′ ...ip

=
∑

j′≤j
(−1)j

′+j−1xi0...̂ij′ ...ijiij+1...ip

+
∑

j′>j
(−1)j

′+jxi0...ijiij+1...̂ij′ ...ip

Adding these up we obtain (dh+ hd)(x)i0...ip = −xi0...ip as desired. □
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Lemma 29.5.0G6K Let R be a ring. Let f1, . . . , fr ∈ R. Let M be an R-module. Let
Hq be the qth cohomology module of the extended alternation Čech complex of M .
Then

(1) Hq = 0 if q ̸∈ [0, r],
(2) for x ∈ Hi there exists an n ≥ 1 such that fni x = 0 for i = 1, . . . , r,
(3) the support of Hq is contained in V (f1, . . . , fr),
(4) if there is an f ∈ (f1, . . . , fr) which acts invertibly on M , then Hq = 0.

Proof. Part (1) follows from the fact that the extended alternating Čech complex
is zero in degrees < 0 and > r. To prove (2) it suffices to show that for each
i there exists an n ≥ 1 such that fni x = 0. To see this it suffices to show that
(Hq)fi = 0. Since localization is exact, (Hq)fi is the qth cohomology module of the
localization of the extended alternating complex of M at fi. By Lemma 29.3 this
localization is the extended alternating Čech complex of Mfi

over Rfi
with respect

to the images of f1, . . . , fr in Rfi
. Thus we reduce to showing that Hq is zero if fi

is invertible, which follows from Lemma 29.4. Part (3) follows from the observation
that (Hq)fi = 0 for all i that we just proved. To see part (4) note that in this case
f acts invertibly on Hq and Hq is supported on V (f) by (3). This forces Hq to be
zero (small detail omitted). □

Lemma 29.6.0913 Let R be a ring. Let f1, . . . , fr ∈ R. The extended alternating Čech
complex

R→
⊕

i0
Rfi0

→
⊕

i0<i1
Rfi0fi1

→ . . .→ Rf1...fr

is a colimit of the Koszul complexes K(R, fn1 , . . . , fnr ); see proof for a precise state-
ment.
Proof. We urge the reader to prove this for themselves. Denote K(R, fn1 , . . . , fnr )
the Koszul complex of Definition 28.2 viewed as a cochain complex sitting in degrees
0, . . . , r. Thus we have

K(R, fn1 , . . . , fnr ) : 0→ ∧r(R⊕r)→ ∧r−1(R⊕r)→ . . .→ R⊕r → R→ 0
with the term ∧r(R⊕r) sitting in degree 0. Let en1 , . . . , enr be the standard basis of
R⊕r. Then the elements enj1

∧ . . . ∧ enjr−p
for 1 ≤ j1 < . . . < jr−p ≤ r form a basis

for the term in degree p of the Koszul complex. Further, observe that

d(enj1
∧ . . . ∧ enjr−p

) =
∑

(−1)a+1fnja
enj1
∧ . . . ∧ ênja

∧ . . . ∧ enjr−p

by our construction of the Koszul complex in Section 28. The transition maps of
our system

K(R, fn1 , . . . , fnr )→ K(R, fn+1
1 , . . . , fn+1

r )
are given by the rule

enj1
∧ . . . ∧ enjr−p

7−→ fi0 . . . fip−1e
n+1
j1
∧ . . . ∧ en+1

jr−p

where the indices 1 ≤ i0 < . . . < ip−1 ≤ r are such that {1, . . . r} = {i0, . . . , ip−1}⨿
{j1, . . . , jr−p}. We omit the short computation that shows this is compatible with
differentials. Observe that the transition maps are always 1 in degree 0 and equal
to f1 . . . fr in degree r.
Denote Kp(R, fn1 , . . . , fnr ) the term of degree p in the Koszul complex. Observe
that for any f ∈ R we have

Rf = colim(R f−→ R
f−→ R→ . . .)
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Hence we see that in degree p we obtain

colimKp(R, fn1 , . . . fnr ) =
⊕

1≤i0<...<ip−1≤r
Rfi0 ...fip−1

Here the element enj1
∧ . . .∧ enjr−p

of the Koszul complex above maps in the colimit
to the element (fi0 . . . fip−1)−n in the summand Rfi0 ...fip−1

where the indices are
chosen such that {1, . . . r} = {i0, . . . , ip−1} ⨿ {j1, . . . , jr−p}. Thus the differential
on this complex is given by

d(1 in Rfi0 ...fip−1
) =

∑
i̸∈{i0,...,ip−1}

(−1)i−t in Rfi0 ...fitfifit+1 ...fip−1

Thus if we consider the map of complexes given in degree p by the map⊕
1≤i0<...<ip−1≤r

Rfi0 ...fip−1
−→

⊕
1≤i0<...<ip−1≤r

Rfi0 ...fip−1

determined by the rule
1 in Rfi0 ...fip−1

7−→ (−1)i0+...+ip−1+p in Rfi0 ...fip−1

then we get an isomorphism of complexes from colimK(R, fn1 , . . . , fnr ) to the ex-
tended alternating Čech complex defined in this section. We omit the verification
that the signs work out. □

30. Koszul regular sequences

062D Please take a look at Algebra, Sections 68, 69, and 72 before looking at this one.

Definition 30.1.062E Let R be a ring. Let r ≥ 0 and let f1, . . . , fr ∈ R be a sequence
of elements. Let M be an R-module. The sequence f1, . . . , fr is called

(1) M -Koszul-regular if Hi(K•(f1, . . . , fr)⊗RM) = 0 for all i ̸= 0,
(2) M -H1-regular if H1(K•(f1, . . . , fr)⊗RM) = 0,
(3) Koszul-regular if Hi(K•(f1, . . . , fr)) = 0 for all i ̸= 0, and
(4) H1-regular if H1(K•(f1, . . . , fr)) = 0.

We will see in Lemmas 30.2, 30.3, and 30.6 that for elements f1, . . . , fr of a ring R
we have the following implications

f1, . . . , fr is a regular sequence⇒ f1, . . . , fr is a Koszul-regular sequence
⇒ f1, . . . , fr is an H1-regular sequence
⇒ f1, . . . , fr is a quasi-regular sequence.

In general none of these implications can be reversed, but if R is a Noetherian local
ring and f1, . . . , fr ∈ mR, then the four conditions are all equivalent (Lemma 30.7).
If f = f1 ∈ R is a length 1 sequence and f is not a unit of R then it is clear that
the following are all equivalent

(1) f is a regular sequence of length one,
(2) f is a Koszul-regular sequence of length one, and
(3) f is a H1-regular sequence of length one.

It is also clear that these imply that f is a quasi-regular sequence of length one. But
there do exist quasi-regular sequences of length 1 which are not regular sequences.
Namely, let

R = k[x, y0, y1, . . .]/(xy0, xy1 − y0, xy2 − y1, . . .)
and let f be the image of x in R. Then f is a zerodivisor, but

⊕
n≥0(fn)/(fn+1) ∼=

k[x] is a polynomial ring.
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Lemma 30.2.062F An M -regular sequence is M -Koszul-regular. A regular sequence is
Koszul-regular.

Proof. Let R be a ring and let M be an R-module. It is immediate that an M -
regular sequence of length 1 is M -Koszul-regular. Let f1, . . . , fr be an M -regular
sequence. Then f1 is a nonzerodivisor on M . Hence

0→ K•(f2, . . . , fr)⊗M
f1−→ K•(f2, . . . , fr)⊗M → K•(f2, . . . , fr)⊗M/f1M → 0

is a short exact sequence of complexes where f i is the image of fi in R/(f1). By
Lemma 28.8 the complex K•(R, f1, . . . , fr) is isomorphic to the cone of multipli-
cation by f1 on K•(f2, . . . , fr). Thus K•(R, f1, . . . , fr) ⊗M is isomorphic to the
cone on the first map. Hence K•(f2, . . . , fr) ⊗ M/f1M is quasi-isomorphic to
K•(f1, . . . , fr) ⊗M . As f2, . . . , fr is an M/f1M -regular sequence in R/(f1) the
result follows from the case r = 1 and induction. □

Lemma 30.3.0CEM A M -Koszul-regular sequence is M -H1-regular. A Koszul-regular
sequence is H1-regular.

Proof. This is immediate from the definition. □

Lemma 30.4.062G Let f1, . . . , fr−1 ∈ R be a sequence and f, g ∈ R. Let M be an
R-module.

(1) If f1, . . . , fr−1, f and f1, . . . , fr−1, g are M -H1-regular then f1, . . . , fr−1, fg
is M -H1-regular too.

(2) If f1, . . . , fr−1, f and f1, . . . , fr−1, g are M -Koszul-regular then f1, . . . , fr−1, fg
is M -Koszul-regular too.

Proof. By Lemma 28.11 we have exact sequences

Hi(K•(f1, . . . , fr−1, f)⊗M)→ Hi(K•(f1, . . . , fr−1, fg)⊗M)→ Hi(K•(f1, . . . , fr−1, g)⊗M)

for all i. □

Lemma 30.5.062H Let φ : R → S be a flat ring map. Let f1, . . . , fr ∈ R. Let M be
an R-module and set N = M ⊗R S.

(1) If f1, . . . , fr in R is an M -H1-regular sequence, then φ(f1), . . . , φ(fr) is an
N -H1-regular sequence in S.

(2) If f1, . . . , fr is an M -Koszul-regular sequence in R, then φ(f1), . . . , φ(fr) is
an N -Koszul-regular sequence in S.

Proof. This is true because K•(f1, . . . , fr)⊗RS = K•(φ(f1), . . . , φ(fr)) and there-
fore (K•(f1, . . . , fr)⊗RM)⊗R S = K•(φ(f1), . . . , φ(fr))⊗S N . □

Lemma 30.6.062I An M -H1-regular sequence is M -quasi-regular.

Proof. Let R be a ring and let M be an R-module. Let f1, . . . , fr be an M -H1-
regular sequence. Denote J = (f1, . . . , fr). The assumption means that we have an
exact sequence

∧2(Rr)⊗M → R⊕r ⊗M → JM → 0
where the first arrow is given by ei ∧ ej ⊗m 7→ (fiej − fjei) ⊗m. Tensoring the
sequence with R/J we see that

JM/J2M = (R/J)⊕r ⊗RM = (M/JM)⊕r
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is a finite free module. To finish the proof we have to prove for every n ≥ 2 the
following: if

ξ =
∑

|I|=n,I=(i1,...,ir)
mIf

i1
1 . . . f irr ∈ Jn+1M

then mI ∈ JM for all I. In the next paragraph, we prove mI ∈ JM for I =
(0, . . . , 0, n) and in the last paragraph we deduce the general case from this special
case.
Let I = (0, . . . , 0, n). Let ξ be as above. We can write ξ = m1f1 + . . . +
mr−1fr−1 + mIf

n
r . As we have assumed ξ ∈ Jn+1M , we can also write ξ =∑

1≤i≤j≤r−1 mijfifj +
∑

1≤i≤r−1 m
′
ifif

n
r +m′′fn+1

r . Then we see that

(m1 −m11f1 −m′
1f
n
r )f1+

(m2 −m12f1 −m22f2 −m′
2f
n
r )f2+

. . .+
(mr−1 −m1r−1f1 − . . .−mr−1r−1fr−1 −m′

r−1f
n
r )fr−1+

(mI −m′′fr)fnr = 0
Since f1, . . . , fr−1, f

n
r is M -H1-regular by Lemma 30.4 we see that mI −m′′fr is in

the submodule f1M + . . .+ fr−1M + fnrM . Thus mI ∈ f1M + . . .+ frM .
Let S = R[x1, x2, . . . , xr, 1/xr]. The ring map R → S is faithfully flat, hence
f1, . . . , fr is an M -H1-regular sequence in S, see Lemma 30.5. By Lemma 28.4 we
see that

g1 = f1 −
x1

xr
fr, . . . , gr−1 = fr−1 −

xr−1

xr
fr, gr = 1

xr
fr

is an M -H1-regular sequence in S. Finally, note that our element ξ can be rewritten

ξ =
∑

|I|=n,I=(i1,...,ir)
mI(g1 + xigr)i1 . . . (gr−1 + xigr)ir−1(xrgr)ir

and the coefficient of gnr in this expression is∑
mIx

i1
1 . . . xirr

By the case discussed in the previous paragraph this sum is in J(M ⊗R S). Since
the monomials xi11 . . . xirr form part of an R-basis of S over R we conclude that
mI ∈ J for all I as desired. □

For nonzero finite modules over Noetherian local rings all of the types of regular
sequences introduced so far are equivalent.

Lemma 30.7.09CC Let (R,m) be a Noetherian local ring. Let M be a nonzero finite
R-module. Let f1, . . . , fr ∈ m. The following are equivalent

(1) f1, . . . , fr is an M -regular sequence,
(2) f1, . . . , fr is a M -Koszul-regular sequence,
(3) f1, . . . , fr is an M -H1-regular sequence,
(4) f1, . . . , fr is an M -quasi-regular sequence.

In particular the sequence f1, . . . , fr is a regular sequence in R if and only if it is a
Koszul regular sequence, if and only if it is a H1-regular sequence, if and only if it
is a quasi-regular sequence.

Proof. The implication (1) ⇒ (2) is Lemma 30.2. The implication (2) ⇒ (3) is
Lemma 30.3. The implication (3)⇒ (4) is Lemma 30.6. The implication (4)⇒ (1)
is Algebra, Lemma 69.6. □
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Lemma 30.8.0665 Let A be a ring. Let I ⊂ A be an ideal. Let g1, . . . , gm be a sequence
in A whose image in A/I is H1-regular. Then I ∩ (g1, . . . , gm) = I(g1, . . . , gm).

Proof. Consider the exact sequence of complexes
0→ I ⊗A K•(A, g1, . . . , gm)→ K•(A, g1, . . . , gm)→ K•(A/I, g1, . . . , gm)→ 0

Since the complex on the right has H1 = 0 by assumption we see that
Coker(I⊕m → I) −→ Coker(A⊕m → A)

is injective. This is equivalent to the assertion of the lemma. □

Lemma 30.9.0666 Let A be a ring. Let I ⊂ J ⊂ A be ideals. Assume that J/I ⊂ A/I
is generated by an H1-regular sequence. Then I ∩ J2 = IJ .

Proof. To prove this choose g1, . . . , gm ∈ J whose images in A/I form a H1-regular
sequence which generates J/I. In particular J = I + (g1, . . . , gm). Suppose that
x ∈ I ∩ J2. Because x ∈ J2 can write

x =
∑

aijgigj +
∑

ajgj + a

with aij ∈ A, aj ∈ I and a ∈ I2. Then
∑
aijgigj ∈ I ∩ (g1, . . . , gm) hence by

Lemma 30.8 we see that
∑
aijgigj ∈ I(g1, . . . , gm). Thus x ∈ IJ as desired. □

Lemma 30.10.0667 Let A be a ring. Let I be an ideal generated by a quasi-regular
sequence f1, . . . , fn in A. Let g1, . . . , gm ∈ A be elements whose images g1, . . . , gm
form an H1-regular sequence in A/I. Then f1, . . . , fn, g1, . . . , gm is a quasi-regular
sequence in A.

Proof. We claim that g1, . . . , gm forms an H1-regular sequence in A/Id for every
d. By induction assume that this holds in A/Id−1. We have a short exact sequence
of complexes

0→ K•(A, g•)⊗A Id−1/Id → K•(A/Id, g•)→ K•(A/Id−1, g•)→ 0
Since f1, . . . , fn is quasi-regular we see that the first complex is a direct sum of copies
of K•(A/I, g1, . . . , gm) hence acyclic in degree 1. By induction hypothesis the last
complex is acyclic in degree 1. Hence also the middle complex is. In particular,
the sequence g1, . . . , gm forms a quasi-regular sequence in A/Id for every d ≥ 1,
see Lemma 30.6. Now we are ready to prove that f1, . . . , fn, g1, . . . , gm is a quasi-
regular sequence in A. Namely, set J = (f1, . . . , fn, g1, . . . , gm) and suppose that
(with multinomial notation)∑

|N |+|M |=d
aN,Mf

NgM ∈ Jd+1

for some aN,M ∈ A. We have to show that aN,M ∈ J for all N,M . Let e ∈
{0, 1, . . . , d}. Then∑

|N |=d−e, |M |=e
aN,Mf

NgM ∈ (g1, . . . , gm)e+1 + Id−e+1

Because g1, . . . , gm is a quasi-regular sequence in A/Id−e+1 we deduce∑
|N |=d−e

aN,Mf
N ∈ (g1, . . . , gm) + Id−e+1

for each M with |M | = e. By Lemma 30.8 applied to Id−e/Id−e+1 in the ring
A/Id−e+1 this implies

∑
|N |=d−e aN,Mf

N ∈ Id−e(g1, . . . , gm). Since f1, . . . , fn is
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quasi-regular in A this implies that aN,M ∈ J for each N,M with |N | = d− e and
|M | = e. This proves the lemma. □

Lemma 30.11.0668 Let A be a ring. Let I be an ideal generated by an H1-regular
sequence f1, . . . , fn in A. Let g1, . . . , gm ∈ A be elements whose images g1, . . . , gm
form an H1-regular sequence in A/I. Then f1, . . . , fn, g1, . . . , gm is an H1-regular
sequence in A.

Proof. We have to show that H1(A, f1, . . . , fn, g1, . . . , gm) = 0. To do this consider
the commutative diagram

∧2(A⊕n+m) //

��

A⊕n+m //

��

A //

��

0

∧2(A/I⊕m) // A/I⊕m // A/I // 0

Consider an element (a1, . . . , an+m) ∈ A⊕n+m which maps to zero in A. Because
g1, . . . , gm form an H1-regular sequence in A/I we see that (an+1, . . . , an+m) is
the image of some element α of ∧2(A/I⊕m). We can lift α to an element α ∈
∧2(A⊕n+m) and subtract the image of it inA⊕n+m from our element (a1, . . . , an+m).
Thus we may assume that an+1, . . . , an+m ∈ I. Since I = (f1, . . . , fn) we can mod-
ify our element (a1, . . . , an+m) by linear combinations of the elements

(0, . . . , gj , 0, . . . , 0, fi, 0, . . . , 0)
in the image of the top left horizontal arrow to reduce to the case that an+1, . . . , an+m
are zero. In this case (a1, . . . , an, 0, . . . , 0) defines an element of H1(A, f1, . . . , fn)
which we assumed to be zero. □

Lemma 30.12.068L Let A be a ring. Let f1, . . . , fn, g1, . . . , gm ∈ A be an H1-regular
sequence. Then the images g1, . . . , gm in A/(f1, . . . , fn) form an H1-regular se-
quence.

Proof. Set I = (f1, . . . , fn). We have to show that any relation
∑
j=1,...,m ajgj in

A/I is a linear combination of trivial relations. Because I = (f1, . . . , fn) we can
lift this relation to a relation∑

j=1,...,m
ajgj +

∑
i=1,...,n

bifi = 0

in A. By assumption this relation in A is a linear combination of trivial relations.
Taking the image in A/I we obtain what we want. □

Lemma 30.13.0669 Let A be a ring. Let I be an ideal generated by a Koszul-regular
sequence f1, . . . , fn in A. Let g1, . . . , gm ∈ A be elements whose images g1, . . . , gm
form a Koszul-regular sequence in A/I. Then f1, . . . , fn, g1, . . . , gm is a Koszul-
regular sequence in A.

Proof. Our assumptions say that K•(A, f1, . . . , fn) is a finite free resolution of A/I
and K•(A/I, g1, . . . , gm) is a finite free resolution of A/(fi, gj) over A/I. Then

K•(A, f1, . . . , fn, g1, . . . , gm) = Tot(K•(A, f1, . . . , fn)⊗A K•(A, g1, . . . , gm))
∼= A/I ⊗A K•(A, g1, . . . , gm)
= K•(A/I, g1, . . . , gm)
∼= A/(fi, gj)

https://stacks.math.columbia.edu/tag/0668
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The first equality by Lemma 28.12. The first quasi-isomorphism ∼= by (the dual of)
Homology, Lemma 25.4 as the qth row of the double complex K•(A, f1, . . . , fn)⊗A
K•(A, g1, . . . , gm) is a resolution of A/I ⊗AKq(A, g1, . . . , gm). The second equality
is clear. The last quasi-isomorphism by assumption. Hence we win. □

To conclude in the following lemma it is necessary to assume that both f1, . . . , fn
and f1, . . . , fn, g1, . . . , gm are Koszul-regular. A counter example to dropping the
assumption that f1, . . . , fn is Koszul-regular is Examples, Lemma 15.1.
Lemma 30.14.068M Let A be a ring. Let f1, . . . , fn, g1, . . . , gm ∈ A. If both f1, . . . , fn
and f1, . . . , fn, g1, . . . , gm are Koszul-regular sequences in A, then g1, . . . , gm in
A/(f1, . . . , fn) form a Koszul-regular sequence.
Proof. Set I = (f1, . . . , fn). Our assumptions say that K•(A, f1, . . . , fn) is a finite
free resolution of A/I and K•(A, f1, . . . , fn, g1, . . . , gm) is a finite free resolution of
A/(fi, gj) over A. Then

A/(fi, gj) ∼= K•(A, f1, . . . , fn, g1, . . . , gm)
= Tot(K•(A, f1, . . . , fn)⊗A K•(A, g1, . . . , gm))
∼= A/I ⊗A K•(A, g1, . . . , gm)
= K•(A/I, g1, . . . , gm)

The first quasi-isomorphism ∼= by assumption. The first equality by Lemma 28.12.
The second quasi-isomorphism by (the dual of) Homology, Lemma 25.4 as the qth
row of the double complex K•(A, f1, . . . , fn)⊗AK•(A, g1, . . . , gm) is a resolution of
A/I ⊗A Kq(A, g1, . . . , gm). The second equality is clear. Hence we win. □

Lemma 30.15.066A Let R be a ring. Let I be an ideal generated by f1, . . . , fr ∈ R.
(1) If I can be generated by a quasi-regular sequence of length r, then f1, . . . , fr

is a quasi-regular sequence.
(2) If I can be generated by an H1-regular sequence of length r, then f1, . . . , fr

is an H1-regular sequence.
(3) If I can be generated by a Koszul-regular sequence of length r, then f1, . . . , fr

is a Koszul-regular sequence.
Proof. If I can be generated by a quasi-regular sequence of length r, then I/I2

is free of rank r over R/I. Since f1, . . . , fr generate by assumption we see that
the images f i form a basis of I/I2 over R/I. It follows that f1, . . . , fr is a quasi-
regular sequence as all this means, besides the freeness of I/I2, is that the maps
Symn

R/I(I/I2)→ In/In+1 are isomorphisms.
We continue to assume that I can be generated by a quasi-regular sequence, say
g1, . . . , gr. Write gj =

∑
aijfi. As f1, . . . , fr is quasi-regular according to the pre-

vious paragraph, we see that det(aij) is invertible mod I. The matrix aij gives a
map R⊕r → R⊕r which induces a map of Koszul complexes α : K•(R, f1, . . . , fr)→
K•(R, g1, . . . , gr), see Lemma 28.3. This map becomes an isomorphism on in-
verting det(aij). Since the cohomology modules of both K•(R, f1, . . . , fr) and
K•(R, g1, . . . , gr) are annihilated by I, see Lemma 28.6, we see that α is a quasi-
isomorphism.
Now assume that g1, . . . , gr is a H1-regular sequence generating I. Then g1, . . . , gr
is a quasi-regular sequence by Lemma 30.6. By the previous paragraph we conclude
that f1, . . . , fr is a H1-regular sequence. Similarly for Koszul-regular sequences. □

https://stacks.math.columbia.edu/tag/068M
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Lemma 30.16.068P This is a particular
case of [McC57,
Corollary]

Let R be a ring. Let a1, . . . , an ∈ R be elements such that R →
R⊕n, x 7→ (xa1, . . . , xan) is injective. Then the element

∑
aiti of the polynomial

ring R[t1, . . . , tn] is a nonzerodivisor.

Proof. If one of the ai is a unit this is just the statement that any element of the
form t1 + a2t2 + . . .+ antn is a nonzerodivisor in the polynomial ring over R.

Case I: R is Noetherian. Let qj , j = 1, . . . ,m be the associated primes of R. We
have to show that each of the maps∑

aiti : Symd(R⊕n) −→ Symd+1(R⊕n)

is injective. As Symd(R⊕n) is a free R-module its associated primes are qj , j =
1, . . . ,m. For each j there exists an i = i(j) such that ai ̸∈ qj because there exists
an x ∈ R with qjx = 0 but aix ̸= 0 for some i by assumption. Hence ai is a unit in
Rqj and the map is injective after localizing at qj . Thus the map is injective, see
Algebra, Lemma 63.19.

Case II: R general. We can write R as the union of Noetherian rings Rλ with
a1, . . . , an ∈ Rλ. For each Rλ the result holds, hence the result holds for R. □

Lemma 30.17.068Q Let R be a ring. Let f1, . . . , fn be a Koszul-regular sequence in R
such that (f1, . . . , fn) ̸= R. Consider the faithfully flat, smooth ring map

R −→ S = R[{tij}i≤j , t−1
11 , t

−1
22 , . . . , t

−1
nn ]

For 1 ≤ i ≤ n set
gi =

∑
i≤j

tijfj ∈ S.

Then g1, . . . , gn is a regular sequence in S and (f1, . . . , fn)S = (g1, . . . , gn).

Proof. The equality of ideals is obvious as the matrix
t11 t12 t13 . . .
0 t22 t23 . . .
0 0 t33 . . .
. . . . . . . . . . . .


is invertible in S. Because f1, . . . , fn is a Koszul-regular sequence we see that the
kernel of R→ R⊕n, x 7→ (xf1, . . . , xfn) is zero (as it computes the nthe Koszul ho-
mology of R w.r.t. f1, . . . , fn). Hence by Lemma 30.16 we see that g1 = f1t11 +. . .+
fnt1n is a nonzerodivisor in S′ = R[t11, t12, . . . , t1n, t

−1
11 ]. We see that g1, f2, . . . , fn

is a Koszul-sequence in S′ by Lemma 30.5 and 30.15. We conclude that f2, . . . , fn is
a Koszul-regular sequence in S′/(g1) by Lemma 30.14. Hence by induction on n we
see that the images g2, . . . , gn of g2, . . . , gn in S′/(g1)[{tij}2≤i≤j , t

−1
22 , . . . , t

−1
nn ] form

a regular sequence. This in turn means that g1, . . . , gn forms a regular sequence in
S. □

31. More on Koszul regular sequences

0CEN We continue the discussion from Section 30.

Lemma 31.1.0G6L Let R be a ring. Let f1, . . . , fr ∈ R be an Koszul-regular sequence.
Then the extended alternating Čech complex R →

⊕
i0
Rfi0

→
⊕

i0<i1
Rfi0fi1

→
. . .→ Rf1...fr

from Section 29 only has cohomology in degree r.
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Proof. By Lemma 30.4 and induction the sequence f1, . . . , fr−1, f
n
r is Koszul reg-

ular for all n ≥ 1. By Lemma 28.4 any permutation of a Koszul regular sequence
is a Koszul regular sequence. Hence we see that we may replace any (or all) fi by
its nth power and still have a Koszul regular sequence. Thus K•(R, fn1 , . . . , fnr ) has
nonzero cohomology only in homological degree 0. This implies what we want by
Lemma 29.6. □

Lemma 31.2.0BIQ Let a, a2, . . . , ar be an H1-regular sequence in a ring R (for exam-
ple a Koszul regular sequence or a regular sequence, see Lemmas 30.2 and 30.3).
With I = (a, a2, . . . , ar) the blowup algebra R′ = R[ Ia ] is isomorphic to R′′ =
R[y2, . . . , yr]/(ayi − ai).

Proof. By Algebra, Lemma 70.6 it suffices to show that R′′ is a-torsion free.
We claim a, ay2−a2, . . . , ayn−ar is a H1-regular sequence in R[y2, . . . , yr]. Namely,
the map

(a, ay2 − a2, . . . , ayn − ar) : R[y2, . . . , yr]⊕r −→ R[y2, . . . , yr]
used to define the Koszul complex on a, ay2 − a2, . . . , ayn − ar is isomorphic to the
map

(a, a2, . . . , ar) : R[y2, . . . , yr]⊕r −→ R[y2, . . . , yr]
used to the define the Koszul complex on a, a2, . . . , ar via the isomorphism

R[y2, . . . , yr]⊕r −→ R[y2, . . . , yr]⊕r

sending (b1, . . . , br) to (b1 − b2y2 . . . − bryr,−b2, . . . ,−br). By Lemma 28.3 these
Koszul complexes are isomorphic. By Lemma 30.5 applied to the flat ring map
R → R[y2, . . . , yr] we conclude our claim is true. By Lemma 28.8 we see that
the Koszul complex K on a, ay2 − a2, . . . , ayn − ar is the cone on a : L → L
where L is the Koszul complex on ay2 − a2, . . . , ayn − ar. Since H1(K) = 0 by
the claim, we conclude that a : H0(L) → H0(L) is injective, in other words that
R′′ = R[y2, . . . , yr]/(ayi − ai) has no nonzero a-torsion elements as desired. □

Lemma 31.3.063Q Let A→ B be a ring map. Let f1, . . . , fr be a sequence in B such
that B/(f1, . . . , fr) is A-flat. Let A→ A′ be a ring map. Then the canonical map

H1(K•(B, f1, . . . , fr))⊗A A′ −→ H1(K•(B′, f ′
1, . . . , f

′
r))

is surjective. Here B′ = B ⊗A A′ and f ′
i ∈ B′ is the image of fi.

Proof. The sequence
∧2(B⊕r)→ B⊕r → B → B/J → 0

is a complex of A-modules with B/J flat over A and cohomology group H1 =
H1(K•(B, f1, . . . , fr)) in the spot B⊕r. If we tensor this with A′ we obtain a
complex

∧2((B′)⊕r)→ (B′)⊕r → B′ → B′/J ′ → 0
which is exact at B′ and B′/J ′. In order to compute its cohomology group H ′

1 =
H1(K•(B′, f ′

1, . . . , f
′
r)) at (B′)⊕r we split the first sequence above into the exact

sequences 0 → J → B → B/J → 0, 0 → K → B⊕r → J → 0, and ∧2(B⊕r) →
K → H1 → 0. Tensoring over A with A′ we obtain the exact sequences

0→ J ⊗A A′ → B ⊗A A′ → (B/J)⊗A A′ → 0
K ⊗A A′ → B⊕r ⊗A A′ → J ⊗A A′ → 0

∧2(B⊕r)⊗A A′ → K ⊗A A′ → H1 ⊗A A′ → 0

https://stacks.math.columbia.edu/tag/0BIQ
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where the first one is exact as B/J is flat over A, see Algebra, Lemma 39.12. We
conclude that J ′ = J ⊗A A′ ⊂ B′ and that K ⊗A A′ → Ker((B′)⊕r → B′) is
surjective. Thus

H1 ⊗A A′ = Coker
(
∧2(B⊕r)⊗A A′ → K ⊗A A′)

→ Coker
(
∧2((B′)⊕r)→ Ker((B′)⊕r → B′)

)
= H ′

1

is surjective too. □

Lemma 31.4.0CEP Let A → B and A → A′ be ring maps. Set B′ = B ⊗A A′. Let
f1, . . . , fr ∈ B. Assume B/(f1, . . . , fr)B is flat over A

(1) If f1, . . . , fr is a quasi-regular sequence, then the image in B′ is a quasi-
regular sequence.

(2) If f1, . . . , fr is a H1-regular sequence, then the image in B′ is a H1-regular
sequence.

Proof. Assume f1, . . . , fr is quasi-regular. Set J = (f1, . . . , fr). By assumption
Jn/Jn+1 is isomorphic to a direct sum of copies of B/J hence flat over A. By
induction and Algebra, Lemma 39.13 we conclude that B/Jn is flat over A. The
ideal (J ′)n is equal to Jn⊗AA′, see Algebra, Lemma 39.12. Hence (J ′)n/(J ′)n+1 =
Jn/Jn+1 ⊗A A′ which clearly implies that f1, . . . , fr is a quasi-regular sequence in
B′.
Assume f1, . . . , fr is H1-regular. By Lemma 31.3 the vanishing of the Koszul ho-
mology group H1(K•(B, f1, . . . , fr)) implies the vanishing of H1(K•(B′, f ′

1, . . . , f
′
r))

and we win. □

Lemma 31.5.0CEQ Let A′ → B′ be a ring map. Let I ⊂ A′ be an ideal. Set A = A′/I
and B = B′/IB′. Let f ′

1, . . . , f
′
r ∈ B′. Assume

(1) A′ → B′ is flat and of finite presentation,
(2) I is locally nilpotent,
(3) the images f1, . . . , fr ∈ B form a quasi-regular sequence,
(4) B/(f1, . . . , fr) is flat over A.

Then B′/(f ′
1, . . . , f

′
r) is flat over A′.

Proof. Set C ′ = B′/(f ′
1, . . . , f

′
r). We have to show A′ → C ′ is flat. Let r′ ⊂ C ′

be a prime ideal lying over p′ ⊂ A′. We let q′ ⊂ B′ be the inverse image of r′. By
Algebra, Lemma 39.18 it suffices to show that A′

p′ → C ′
q′ is flat. Algebra, Lemma

128.6 tells us it suffices to show that f ′
1, . . . , f

′
r map to a regular sequence in

B′
q′/p′B′

q′ = Bq/pBq = (B ⊗A κ(p))q
with obvious notation. What we know is that f1, . . . , fr is a quasi-regular sequence
in B and that B/(f1, . . . , fr) is flat over A. By Lemma 31.4 the images f1, . . . , fr
of f ′

1, . . . , f
′
r in B ⊗A κ(p) form a quasi-regular sequence. Since (B ⊗A κ(p))q is a

Noetherian local ring, we conclude by Lemma 30.7. □

Lemma 31.6.0CER Let A′ → B′ be a ring map. Let I ⊂ A′ be an ideal. Set A = A′/I
and B = B′/IB′. Let f ′

1, . . . , f
′
r ∈ B′. Assume

(1) A′ → B′ is flat and of finite presentation (for example smooth),
(2) I is locally nilpotent,
(3) the images f1, . . . , fr ∈ B form a quasi-regular sequence,
(4) B/(f1, . . . , fr) is smooth over A.
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Then B′/(f ′
1, . . . , f

′
r) is smooth over A′.

Proof. Set C ′ = B′/(f ′
1, . . . , f

′
r) and C = B/(f1, . . . , fr). Then A′ → C ′ is of

finite presentation. By Lemma 31.5 we see that A′ → C ′ is flat. The fibre rings of
A′ → C ′ are equal to the fibre rings of A → C and hence smooth by assumption
(4). It follows that A′ → C ′ is smooth by Algebra, Lemma 137.17. □

32. Regular ideals

07CU We will discuss the notion of a regular ideal sheaf in great generality in Divisors,
Section 20. Here we define the corresponding notion in the affine case, i.e., in the
case of an ideal in a ring.

Definition 32.1.07CV Let R be a ring and let I ⊂ R be an ideal.
(1) We say I is a regular ideal if for every p ∈ V (I) there exists a g ∈ R,

g ̸∈ p and a regular sequence f1, . . . , fr ∈ Rg such that Ig is generated by
f1, . . . , fr.

(2) We say I is a Koszul-regular ideal if for every p ∈ V (I) there exists a
g ∈ R, g ̸∈ p and a Koszul-regular sequence f1, . . . , fr ∈ Rg such that Ig is
generated by f1, . . . , fr.

(3) We say I is a H1-regular ideal if for every p ∈ V (I) there exists a g ∈ R,
g ̸∈ p and an H1-regular sequence f1, . . . , fr ∈ Rg such that Ig is generated
by f1, . . . , fr.

(4) We say I is a quasi-regular ideal if for every p ∈ V (I) there exists a g ∈ R,
g ̸∈ p and a quasi-regular sequence f1, . . . , fr ∈ Rg such that Ig is generated
by f1, . . . , fr.

It is clear that given I ⊂ R we have the implications
I is a regular ideal⇒ I is a Koszul-regular ideal

⇒ I is a H1-regular ideal
⇒ I is a quasi-regular ideal

see Lemmas 30.2, 30.3, and 30.6. Such an ideal is always finitely generated.

Lemma 32.2.07CW A quasi-regular ideal is finitely generated.

Proof. Let I ⊂ R be a quasi-regular ideal. Since V (I) is quasi-compact, there
exist g1, . . . , gm ∈ R such that V (I) ⊂ D(g1) ∪ . . . ∪ D(gm) and such that Igj is
generated by a quasi-regular sequence gj1, . . . , gjrj

∈ Rgj
. Write gji = g′

ji/g
eij

j

for some g′
ij ∈ I. Write 1 + x =

∑
gjhj for some x ∈ I which is possible as

V (I) ⊂ D(g1) ∪ . . . ∪ D(gm). Note that Spec(R) = D(g1) ∪ . . . ∪ D(gm)
⋃
D(x)

Then I is generated by the elements g′
ij and x as these generate on each of the

pieces of the cover, see Algebra, Lemma 23.2. □

Lemma 32.3.08RK Let I ⊂ R be a quasi-regular ideal of a ring. Then I/I2 is a finite
projective R/I-module.

Proof. This follows from Algebra, Lemma 78.2 and the definitions. □

We prove flat descent for Koszul-regular, H1-regular, quasi-regular ideals.

Lemma 32.4.068N Let A→ B be a faithfully flat ring map. Let I ⊂ A be an ideal. If
IB is a Koszul-regular (resp. H1-regular, resp. quasi-regular) ideal in B, then I is
a Koszul-regular (resp. H1-regular, resp. quasi-regular) ideal in A.
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Proof. We fix the prime p ⊃ I throughout the proof. Assume IB is quasi-regular.
By Lemma 32.2 IB is a finite module, hence I is a finite A-module by Algebra,
Lemma 83.2. As A→ B is flat we see that

I/I2 ⊗A/I B/IB = I/I2 ⊗A B = IB/(IB)2.

As IB is quasi-regular, the B/IB-module IB/(IB)2 is finite locally free. Hence
I/I2 is finite projective, see Algebra, Proposition 83.3. In particular, after replac-
ing A by Af for some f ∈ A, f ̸∈ p we may assume that I/I2 is free of rank r.
Pick f1, . . . , fr ∈ I which give a basis of I/I2. By Nakayama’s lemma (see Alge-
bra, Lemma 20.1) we see that, after another replacement A ⇝ Af as above, I is
generated by f1, . . . , fr.
Proof of the “quasi-regular” case. Above we have seen that I/I2 is free on the
r-generators f1, . . . , fr. To finish the proof in this case we have to show that the
maps Symd(I/I2)→ Id/Id+1 are isomorphisms for each d ≥ 2. This is clear as the
faithfully flat base changes Symd(IB/(IB)2) → (IB)d/(IB)d+1 are isomorphisms
locally on B by assumption. Details omitted.
Proof of the “H1-regular” and “Koszul-regular” case. Consider the sequence of
elements f1, . . . , fr generating I we constructed above. By Lemma 30.15 we see
that f1, . . . , fr map to a H1-regular or Koszul-regular sequence in Bg for any g ∈ B
such that IB is generated by an H1-regular or Koszul-regular sequence. Hence
K•(A, f1, . . . , fr) ⊗A Bg has vanishing H1 or Hi, i > 0. Since the homology of
K•(B, f1, . . . , fr) = K•(A, f1, . . . , fr)⊗A B is annihilated by IB (see Lemma 28.6)
and since V (IB) ⊂

⋃
g as above D(g) we conclude that K•(A, f1, . . . , fr) ⊗A B has

vanishing homology in degree 1 or all positive degrees. Using that A → B is
faithfully flat we conclude that the same is true for K•(A, f1, . . . , fr). □

Lemma 32.5.07CX Let A be a ring. Let I ⊂ J ⊂ A be ideals. Assume that J/I ⊂ A/I
is a H1-regular ideal. Then I ∩ J2 = IJ .

Proof. Follows immediately from Lemma 30.9 by localizing. □

33. Local complete intersection maps

07CY We can use the material above to define a local complete intersection map between
rings using presentations by (finite) polynomial algebras.

Lemma 33.1.07CZ Let A→ B be a finite type ring map. If for some presentation α :
A[x1, . . . , xn] → B the kernel I is a Koszul-regular ideal then for any presentation
β : A[y1, . . . , ym]→ B the kernel J is a Koszul-regular ideal.

Proof. Choose fj ∈ A[x1, . . . , xn] with α(fj) = β(yj) and gi ∈ A[y1, . . . , ym] with
β(gi) = α(xi). Then we get a commutative diagram

A[x1, . . . , xn, y1, . . . , ym]

xi 7→gi

��

yj 7→fj

// A[x1, . . . , xn]

��
A[y1, . . . , ym] // B

Note that the kernel K of A[xi, yj ]→ B is equal to K = (I, yj − fj) = (J, xi − fi).
In particular, as I is finitely generated by Lemma 32.2 we see that J = K/(xi− fi)
is finitely generated too.

https://stacks.math.columbia.edu/tag/07CX
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Pick a prime q ⊂ B. Since I/I2 ⊕ B⊕m = J/J2 ⊕ B⊕n (Algebra, Lemma 134.15)
we see that

dim J/J2 ⊗B κ(q) + n = dim I/I2 ⊗B κ(q) +m.

Pick p1, . . . , pt ∈ I which map to a basis of I/I2 ⊗ κ(q) = I ⊗A[xi] κ(q). Pick
q1, . . . , qs ∈ J which map to a basis of J/J2⊗κ(q) = J⊗A[yj ]κ(q). So s+n = t+m.
By Nakayama’s lemma there exist h ∈ A[xi] and h′ ∈ A[yj ] both mapping to
a nonzero element of κ(q) such that Ih = (p1, . . . , pt) in A[xi, 1/h] and Jh′ =
(q1, . . . , qs) in A[yj , 1/h′]. As I is Koszul-regular we may also assume that Ih is
generated by a Koszul regular sequence. This sequence must necessarily have length
t = dim I/I2 ⊗B κ(q), hence we see that p1, . . . , pt is a Koszul-regular sequence by
Lemma 30.15. As also y1 − f1, . . . , ym − fm is a regular sequence we conclude

y1 − f1, . . . , ym − fm, p1, . . . , pt

is a Koszul-regular sequence in A[xi, yj , 1/h] (see Lemma 30.13). This sequence
generates the ideal Kh. Hence the ideal Khh′ is generated by a Koszul-regular
sequence of length m+ t = n+ s. But it is also generated by the sequence

x1 − g1, . . . , xn − gn, q1, . . . , qs

of the same length which is thus a Koszul-regular sequence by Lemma 30.15. Finally,
by Lemma 30.14 we conclude that the images of q1, . . . , qs in

A[xi, yj , 1/hh′]/(x1 − g1, . . . , xn − gn) ∼= A[yj , 1/h′′]
form a Koszul-regular sequence generating Jh′′ . Since h′′ is the image of hh′ it
doesn’t map to zero in κ(q) and we win. □

This lemma allows us to make the following definition.

Definition 33.2.07D0 A ring map A → B is called a local complete intersection if it
is of finite type and for some (equivalently any) presentation B = A[x1, . . . , xn]/I
the ideal I is Koszul-regular.

This notion is local.

Lemma 33.3.07D1 Let R → S be a ring map. Let g1, . . . , gm ∈ S generate the unit
ideal. If each R→ Sgj

is a local complete intersection so is R→ S.

Proof. Let S = R[x1, . . . , xn]/I be a presentation. Pick hj ∈ R[x1, . . . , xn] map-
ping to gj in S. Then R[x1, . . . , xn, xn+1]/(I, xn+1hj − 1) is a presentation of Sgj .
Hence Ij = (I, xn+1hj − 1) is a Koszul-regular ideal in R[x1, . . . , xn, xn+1]. Pick
a prime I ⊂ q ⊂ R[x1, . . . , xn]. Then hj ̸∈ q for some j and qj = (q, xn+1hj − 1)
is a prime ideal of V (Ij) lying over q. Pick f1, . . . , fr ∈ I which map to a basis of
I/I2⊗κ(q). Then xn+1hj−1, f1, . . . , fr is a sequence of elements of Ij which map to
a basis of Ij⊗κ(qj). By Nakayama’s lemma there exists an h ∈ R[x1, . . . , xn, xn+1]
such that (Ij)h is generated by xn+1hj − 1, f1, . . . , fr. We may also assume that
(Ij)h is generated by a Koszul regular sequence of some length e. Looking at the
dimension of Ij ⊗ κ(qj) we see that e = r + 1. Hence by Lemma 30.15 we see
that xn+1hj − 1, f1, . . . , fr is a Koszul-regular sequence generating (Ij)h for some
h ∈ R[x1, . . . , xn, xn+1], h ̸∈ qj . By Lemma 30.14 we see that Ih′ is generated by a
Koszul-regular sequence for some h′ ∈ R[x1, . . . , xn], h′ ̸∈ q as desired. □

Lemma 33.4.07D2 Let R be a ring. If R[x1, . . . , xn]/(f1, . . . , fc) is a relative global
complete intersection, then f1, . . . , fc is a Koszul regular sequence.

https://stacks.math.columbia.edu/tag/07D0
https://stacks.math.columbia.edu/tag/07D1
https://stacks.math.columbia.edu/tag/07D2
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Proof. Recall that the homology groups Hi(K•(f•)) are annihilated by the ideal
(f1, . . . , fc). Hence it suffices to show that Hi(K•(f•))q is zero for all primes q ⊂
R[x1, . . . , xn] containing (f1, . . . , fc). This follows from Algebra, Lemma 136.12
and the fact that a regular sequence is Koszul regular (Lemma 30.2). □

Lemma 33.5.07D3 Let R→ S be a ring map. The following are equivalent
(1) R→ S is syntomic (Algebra, Definition 136.1), and
(2) R→ S is flat and a local complete intersection.

Proof. Assume (1). Then R → S is flat by definition. By Algebra, Lemma
136.15 and Lemma 33.3 we see that it suffices to show a relative global complete
intersection is a local complete intersection homomorphism which is Lemma 33.4.
Assume (2). A local complete intersection is of finite presentation because a Koszul-
regular ideal is finitely generated. Let R → k be a map to a field. It suffices
to show that S′ = S ⊗R k is a local complete intersection over k, see Algebra,
Definition 135.1. Choose a prime q′ ⊂ S′. Write S = R[x1, . . . , xn]/I. Then S′ =
k[x1, . . . , xn]/I ′ where I ′ ⊂ k[x1, . . . , xn] is the image of I. Let p′ ⊂ k[x1, . . . , xn],
q ⊂ S, and p ⊂ R[x1, . . . , xn] be the corresponding primes. By Definition 32.1
exists an g ∈ R[x1, . . . , xn], g ̸∈ p and f1, . . . , fr ∈ R[x1, . . . , xn]g which form a
Koszul-regular sequence generating Ig. Since S and hence Sg is flat over R we see
that the images f ′

1, . . . , f
′
r in k[x1, . . . , xn]g form a H1-regular sequence generating

I ′
g, see Lemma 31.4. Thus f ′

1, . . . , f
′
r map to a regular sequence in k[x1, . . . , xn]p′

generating I ′
p′ by Lemma 30.7. Applying Algebra, Lemma 135.4 we conclude S′

gg′

for some g′ ∈ S, g′ ̸∈ q′ is a global complete intersection over k as desired. □

For a local complete intersection R → S we have Hn(LS/R) = 0 for n ≥ 2. Since
we haven’t (yet) defined the full cotangent complex we can’t state and prove this,
but we can deduce one of the consequences.

Lemma 33.6.07D4 Let A → B → C be ring maps. Assume B → C is a local
complete intersection homomorphism. Choose a presentation α : A[xs, s ∈ S]→ B
with kernel I. Choose a presentation β : B[y1, . . . , ym] → C with kernel J . Let
γ : A[xs, yt] → C be the induced presentation of C with kernel K. Then we get a
canonical commutative diagram

0 // ΩA[xs]/A ⊗ C // ΩA[xs,yt]/A ⊗ C // ΩB[yt]/B ⊗ C // 0

0 // I/I2 ⊗ C //

OO

K/K2 //

OO

J/J2 //

OO

0

with exact rows. In particular, the six term exact sequence of Algebra, Lemma 134.4
can be completed with a zero on the left, i.e., the sequence
0→ H1(NLB/A⊗BC)→ H1(LC/A)→ H1(LC/B)→ ΩB/A⊗BC → ΩC/A → ΩC/B → 0
is exact.

Proof. The only thing to prove is the injectivity of the map I/I2 ⊗ C → K/K2.
By assumption the ideal J is Koszul-regular. Hence we have IA[xs, yj ]∩K2 = IK
by Lemma 32.5. This means that the kernel of K/K2 → J/J2 is isomorphic to
IA[xs, yj ]/IK. Since I/I2 ⊗A C = IA[xs, yj ]/IK by right exactness of tensor
product, this provides us with the desired injectivity of I/I2 ⊗A C → K/K2. □

https://stacks.math.columbia.edu/tag/07D3
https://stacks.math.columbia.edu/tag/07D4
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Lemma 33.7.07D5 Let A → B → C be ring maps. If B → C is a filtered colimit
of local complete intersection homomorphisms then the conclusion of Lemma 33.6
remains valid.

Proof. Follows from Lemma 33.6 and Algebra, Lemma 134.9. □

Lemma 33.8.0D08 Let A→ B be a local homomorphism of local rings. Let Ah → Bh,
resp. Ash → Bsh be the induced map on henselizations, resp. strict henselizations
(Algebra, Lemma 155.6, resp. Lemma 155.10). Then NLB/A⊗BBh → NLBh/Ah

and NLB/A⊗BBsh → NLBsh/Ash induce isomorphisms on cohomology groups.

Proof. Since Ah is a filtered colimit of étale algebras over A we see that NLAh/A

is an acyclic complex by Algebra, Lemma 134.9 and Algebra, Definition 143.1. The
same is true for Bh/B. Using the Jacobi-Zariski sequence (Algebra, Lemma 134.4)
for A → Ah → Bh we find that NLBh/A → NLBh/Ah induces isomorphisms on
cohomology groups. Moreover, an étale ring map is a local complete intersection
as it is even a global complete intersection, see Algebra, Lemma 143.2. By Lemma
33.7 we get a six term exact Jacobi-Zariski sequence associated to A → B → Bh

which proves that NLB/A⊗BBh → NLBh/A induces isomorphisms on cohomology
groups. This finishes the proof in the case of the map on henselizations. The case
of strict henselization is proved in exactly the same manner. □

34. Cartier’s equality and geometric regularity

07E0 A reference for this section and the next is [Mat70, Section 39]. In order to com-
fortably read this section the reader should be familiar with the naive cotangent
complex and its properties, see Algebra, Section 134.

Lemma 34.1 (Cartier equality).07E1 Let K/k be a finitely generated field extension.
Then ΩK/k and H1(LK/k) are finite dimensional and trdegk(K) = dimK ΩK/k −
dimK H1(LK/k).

Proof. We can find a global complete intersection A = k[x1, . . . , xn]/(f1, . . . , fc)
over k such that K is isomorphic to the fraction field of A, see Algebra, Lemma
158.11 and its proof. In this case we see that NLK/k is homotopy equivalent to the
complex ⊕

j=1,...,c
K −→

⊕
i=1,...,n

Kdxi
by Algebra, Lemmas 134.2 and 134.13. The transcendence degree of K over k is
the dimension of A (by Algebra, Lemma 116.1) which is n− c and we win. □

Lemma 34.2.07E2 Let M/L/K be field extensions. Then the Jacobi-Zariski sequence
0→ H1(LL/K)⊗LM → H1(LM/K)→ H1(LM/L)→ ΩL/K⊗LM → ΩM/K → ΩM/L → 0
is exact.

Proof. Combine Lemma 33.7 with Algebra, Lemma 158.11. □

Lemma 34.3.07E3 Given a commutative diagram of fields

K // K ′

k

OO

// k′

OO

https://stacks.math.columbia.edu/tag/07D5
https://stacks.math.columbia.edu/tag/0D08
https://stacks.math.columbia.edu/tag/07E1
https://stacks.math.columbia.edu/tag/07E2
https://stacks.math.columbia.edu/tag/07E3
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with k′/k and K ′/K finitely generated field extensions the kernel and cokernel of
the maps

α : ΩK/k ⊗K K ′ → ΩK′/k′ and β : H1(LK/k)⊗K K ′ → H1(LK′/k′)
are finite dimensional and
dim Ker(α)−dim Coker(α)−dim Ker(β) + dim Coker(β) = trdegk(k′)− trdegK(K ′)

Proof. The Jacobi-Zariski sequences for k ⊂ k′ ⊂ K ′ and k ⊂ K ⊂ K ′ are
0→ H1(Lk′/k)⊗K ′ → H1(LK′/k)→ H1(LK′/k′)→ Ωk′/k⊗K ′ → ΩK′/k → ΩK′/k′ → 0
and
0→ H1(LK/k)⊗K ′ → H1(LK′/k)→ H1(LK′/K)→ ΩK/k⊗K ′ → ΩK′/k → ΩK′/K → 0
By Lemma 34.1 the vector spaces Ωk′/k, ΩK′/K , H1(LK′/K), and H1(Lk′/k) are
finite dimensional and the alternating sum of their dimensions is trdegk(k′) −
trdegK(K ′). The lemma follows. □

35. Geometric regularity

07E4 Let k be a field. Let (A,m,K) be a Noetherian local k-algebra. The Jacobi-Zariski
sequence (Algebra, Lemma 134.4) is a canonical exact sequence

H1(LK/k)→ m/m2 → ΩA/k ⊗A K → ΩK/k → 0

because H1(LK/A) = m/m2 by Algebra, Lemma 134.6. We will show that exactness
on the left of this sequence characterizes whether or not a regular local ring A is
geometrically regular over k. We will link this to the notion of formal smoothness
in Section 40.

Proposition 35.1.07E5 Let k be a field of characteristic p > 0. Let (A,m,K) be a
Noetherian local k-algebra. The following are equivalent

(1) A is geometrically regular over k,
(2) for all k ⊂ k′ ⊂ k1/p finite over k the ring A⊗k k′ is regular,
(3) A is regular and the canonical map H1(LK/k)→ m/m2 is injective, and
(4) A is regular and the map Ωk/Fp

⊗k K → ΩA/Fp
⊗A K is injective.

Proof. Proof of (3) ⇒ (1). Assume (3). Let k′/k be a finite purely inseparable
extension. Set A′ = A ⊗k k′. This is a local ring with maximal ideal m′. Set
K ′ = A′/m′. We get a commutative diagram

0 // H1(LK/k)⊗K ′ //

β

��

m/m2 ⊗K ′ //

��

ΩA/k ⊗A K ′ //

∼=
��

ΩK/k ⊗K ′ //

α

��

0

H1(LK′/k′) // m′/(m′)2 // ΩA′/k′ ⊗A′ K ′ // ΩK′/k′ // 0

with exact rows. The third vertical arrow is an isomorphism by base change for
modules of differentials (Algebra, Lemma 131.12). Thus α is surjective. By Lemma
34.3 we have

dim Ker(α)− dim Ker(β) + dim Coker(β) = 0
(and these dimensions are all finite). A diagram chase shows that dimm′/(m′)2 ≤
dimm/m2. However, since A→ A′ is finite flat we see that dim(A) = dim(A′), see
Algebra, Lemma 112.6. Hence A′ is regular by definition.

https://stacks.math.columbia.edu/tag/07E5
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Equivalence of (3) and (4). Consider the Jacobi-Zariski sequences for rows of the
commutative diagram

Fp // A // K

Fp //

OO

k //

OO

K

OO

to get a commutative diagram

0 // m/m2 // ΩA/Fp
⊗A K // ΩK/Fp

// 0

0 // H1(LK/k) //

OO

Ωk/Fp
⊗k K //

OO

ΩK/Fp
//

OO

ΩK/k //

OO

0

with exact rows. We have used that H1(LK/A) = m/m2 and that H1(LK/Fp
) = 0 as

K/Fp is separable, see Algebra, Proposition 158.9. Thus it is clear that the kernels
of H1(LK/k)→ m/m2 and Ωk/Fp

⊗k K → ΩA/Fp
⊗A K have the same dimension.

Proof of (2) ⇒ (4) following Faltings, see [Fal78]. Let a1, . . . , an ∈ k be ele-
ments such that da1, . . . ,dan are linearly independent in Ωk/Fp

. Consider the
field extension k′ = k(a1/p

1 , . . . , a
1/p
n ). By Algebra, Lemma 158.3 we see that

k′ = k[x1, . . . , xn]/(xp1−a1, . . . , x
p
n−an). In particular we see that the naive cotan-

gent complex of k′/k is homotopic to the complex
⊕

j=1,...,n k
′ →

⊕
i=1,...,n k

′ with
the zero differential as d(xpj − aj) = 0 in Ωk[x1,...,xn]/k. Set A′ = A ⊗k k′ and
K ′ = A′/m′ as above. By Algebra, Lemma 134.8 we see that NLA′/A is homotopy
equivalent to the complex

⊕
j=1,...,nA

′ →
⊕

i=1,...,nA
′ with the zero differential,

i.e., H1(LA′/A) and ΩA′/A are free of rank n. The Jacobi-Zariski sequence for
Fp → A→ A′ is

H1(LA′/A)→ ΩA/Fp
⊗A A′ → ΩA′/Fp

→ ΩA′/A → 0
Using the presentation A[x1, . . . , xn]→ A′ with kernel (xpj − aj) we see, unwinding
the maps in Algebra, Lemma 134.4, that the jth basis vector of H1(LA′/A) maps
to daj ⊗ 1 in ΩA/Fp

⊗A′. As ΩA′/A is free (hence flat) we get on tensoring with K ′

an exact sequence

K ′⊕n → ΩA/Fp
⊗A K ′ β−→ ΩA′/Fp

⊗A′ K ′ → K ′⊕n → 0
We conclude that the elements daj ⊗ 1 generate Ker(β) and we have to show that
are linearly independent, i.e., we have to show dim(Ker(β)) = n. Consider the
following big diagram

0 // m′/(m′)2 // ΩA′/Fp
⊗K ′ // ΩK′/Fp

// 0

0 // m/m2 ⊗K ′ //

α

OO

ΩA/Fp
⊗K ′ //

β

OO

ΩK/Fp
⊗K ′ //

γ

OO

0

By Lemma 34.1 and the Jacobi-Zariski sequence for Fp → K → K ′ we see that
the kernel and cokernel of γ have the same finite dimension. By assumption A′ is
regular (and of the same dimension as A, see above) hence the kernel and cokernel
of α have the same dimension. It follows that the kernel and cokernel of β have the
same dimension which is what we wanted to show.
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The implication (1) ⇒ (2) is trivial. This finishes the proof of the proposition. □

Lemma 35.2.07E6 Let k be a field of characteristic p > 0. Let (A,m,K) be a Noe-
therian local k-algebra. Assume A is geometrically regular over k. Let K/F/k be a
finitely generated subextension. Let φ : k[y1, . . . , ym]→ A be a k-algebra map such
that yi maps to an element of F in K and such that dy1, . . . , dym map to a basis
of ΩF/k. Set p = φ−1(m). Then

k[y1, . . . , ym]p → A

is flat and A/pA is regular.
Proof. Set A0 = k[y1, . . . , ym]p with maximal ideal m0 and residue field K0. Note
that ΩA0/k is free of rank m and ΩA0/k ⊗ K0 → ΩK0/k is an isomorphism. It is
clear that A0 is geometrically regular over k. Hence H1(LK0/k) → m0/m

2
0 is an

isomorphism, see Proposition 35.1. Now consider

H1(LK0/k)⊗K

��

// m0/m
2
0 ⊗K

��
H1(LK/k) // m/m2

Since the left vertical arrow is injective by Lemma 34.2 and the lower horizontal
by Proposition 35.1 we conclude that the right vertical one is too. Hence a regular
system of parameters in A0 maps to part of a regular system of parameters in A.
We win by Algebra, Lemmas 128.2 and 106.3. □

36. Topological rings and modules

07E7 Let’s quickly discuss some properties of topological abelian groups. An abelian
group M is a topological abelian group if M is endowed with a topology such that
addition M×M →M , (x, y) 7→ x+y and inverse M →M , x 7→ −x are continuous.
A homomorphism of topological abelian groups is just a homomorphism of abelian
groups which is continuous. The category of commutative topological groups is
additive and has kernels and cokernels, but is not abelian (as the axiom Im = Coim
doesn’t hold). If N ⊂M is a subgroup, then we think of N and M/N as topological
groups also, namely using the induced topology on N and the quotient topology on
M/N (i.e., such that M → M/N is submersive). Note that if N ⊂ M is an open
subgroup, then the topology on M/N is discrete.
We say the topology on M is linear if there exists a fundamental system of neigh-
bourhoods of 0 consisting of subgroups. If so then these subgroups are also open.
An example is the following. Let I be a directed set and let Gi be an inverse system
of (discrete) abelian groups over I. Then

G = limi∈I Gi

with the inverse limit topology is linearly topologized with a fundamental system
of neighbourhoods of 0 given by Ker(G → Gi). Conversely, let M be a linearly
topologized abelian group. Choose any fundamental system of open subgroups
Ui ⊂M , i ∈ I (i.e., the Ui form a fundamental system of open neighbourhoods and
each Ui is a subgroup of M). Setting i ≥ i′ ⇔ Ui ⊂ Ui′ we see that I is a directed
set. We obtain a homomorphism of linearly topologized abelian groups

c : M −→ limi∈IM/Ui.

https://stacks.math.columbia.edu/tag/07E6
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It is clear that M is separated (as a topological space) if and only if c is injective.
We say that M is complete if c is an isomorphism2. We leave it to the reader to
check that this condition is independent of the choice of fundamental system of
open subgroups {Ui}i∈I chosen above. In fact the topological abelian group M∧ =
limi∈IM/Ui is independent of this choice and is sometimes called the completion
of M . Any G = limGi as above is complete, in particular, the completion M∧ is
always complete.

Definition 36.1 (Topological rings).07E8 [GD60, Chapter 0,
Sections 7.1 and 7.2]

Let R be a ring and let M be an R-module.

(1) We say R is a topological ring if R is endowed with a topology such that
both addition and multiplication are continuous as maps R×R→ R where
R × R has the product topology. In this case we say M is a topological
module if M is endowed with a topology such that addition M ×M → M
and scalar multiplication R×M →M are continuous.

(2) A homomorphism of topological modules is just a continuous R-module map.
A homomorphism of topological rings is a ring homomorphism which is
continuous for the given topologies.

(3) We say M is linearly topologized if 0 has a fundamental system of neigh-
bourhoods consisting of submodules. We say R is linearly topologized if 0
has a fundamental system of neighbourhoods consisting of ideals.

(4) If R is linearly topologized, we say that I ⊂ R is an ideal of definition if I
is open and if every neighbourhood of 0 contains In for some n.

(5) If R is linearly topologized, we say that R is pre-admissible if R has an ideal
of definition.

(6) If R is linearly topologized, we say that R is admissible if it is pre-admissible
and complete3.

(7) If R is linearly topologized, we say that R is pre-adic if there exists an
ideal of definition I such that {In}n≥0 forms a fundamental system of
neighbourhoods of 0.

(8) If R is linearly topologized, we say that R is adic if R is pre-adic and
complete.

Note that a (pre)adic topological ring is the same thing as a (pre)admissible topo-
logical ring which has an ideal of definition I such that In is open for all n ≥ 1.

Let R be a ring and let M be an R-module. Let I ⊂ R be an ideal. Then we can
consider the linear topology on R which has {In}n≥0 as a fundamental system of
neighbourhoods of 0. This topology is called the I-adic topology; R is a pre-adic
topological ring in the I-adic topology4. Moreover, the linear topology on M which
has {InM}n≥0 as a fundamental system of open neighbourhoods of 0 turns M into
a topological R-module. This is called the I-adic topology on M . We see that M
is I-adically complete (as defined in Algebra, Definition 96.2) if and only if M is

2We include being separated as part of being complete as we’d like to have a unique limits
in complete groups. There is a definition of completeness for any topological group, agreeing,
modulo the separation issue, with this one in our special case.

3By our conventions this includes separated.
4Thus the I-adic topology is sometimes called the I-pre-adic topology.

https://stacks.math.columbia.edu/tag/07E8
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complete in the I-adic topology5. In particular, we see that R is I-adically complete
if and only if R is an adic topological ring in the I-adic topology.
As a special case, note that the discrete topology is the 0-adic topology and that
any ring in the discrete topology is adic.

Lemma 36.2.07E9 Let φ : R → S be a ring map. Let I ⊂ R and J ⊂ S be ideals
and endow R with the I-adic topology and S with the J-adic topology. Then φ is a
homomorphism of topological rings if and only if φ(In) ⊂ J for some n ≥ 1.

Proof. Omitted. □

Lemma 36.3 (Baire category theorem).0CQU Let M be a topological abelian group. As-
sume M is linearly topologized, complete, and has a countable fundamental system
of neighbourhoods of 0. If Un ⊂M , n ≥ 1 are open dense subsets, then

⋂
n≥1 Un is

dense.

Proof. Let Un be as in the statement of the lemma. After replacing Un by U1 ∩
. . . ∩ Un, we may assume that U1 ⊃ U2 ⊃ . . .. Let Mn, n ∈ N be a fundamental
system of neighbourhoods of 0. We may assume that Mn+1 ⊂ Mn. Pick x ∈ M .
We will show that for every k ≥ 1 there exists a y ∈

⋂
n≥1 Un with x− y ∈Mk.

To construct y we argue as follows. First, we pick a y1 ∈ U1 with y1 ∈ x + Mk.
This is possible because U1 is dense and x + Mk is open. Then we pick a k1 > k
such that y1 + Mk1 ⊂ U1. This is possible because U1 is open. Next, we pick a
y2 ∈ U2 with y2 ∈ y1 +Mk1 . This is possible because U2 is dense and y2 +Mk1 is
open. Then we pick a k2 > k1 such that y2 + Mk2 ⊂ U2. This is possible because
U2 is open.
Continuing in this fashion we get a converging sequence yi of elements of M with
limit y. By construction x− y ∈Mk. Since

y − yi = (yi+1 − yi) + (yi+2 − yi+1) + . . .

is in Mki
we see that y ∈ yi +Mki

⊂ Ui for all i as desired. □

Lemma 36.4.0CQV With same assumptions as Lemma 36.3 if M =
⋃
n≥1 Nn for some

closed subgroups Nn, then Nn is open for some n.

Proof. If not, then Un = M \Nn is dense for all n and we get a contradiction with
Lemma 36.3. □

Lemma 36.5 (Open mapping lemma).0CQW Let u : N → M be a continuous map of
linearly topologized abelian groups. Assume that N is complete, M separated, and
N has a countable fundamental system of neighbourhoods of 0. Then exactly one
of the following holds

(1) u is open, or
(2) for some open subgroup N ′ ⊂ N the image u(N ′) is nowhere dense in M .

Proof. Let Nn, n ∈ N be a fundamental system of neighbourhoods of 0. We may
assume that Nn+1 ⊂ Nn. If (2) does not hold, then the closure Mn of u(Nn) is an
open subgroup for n = 1, 2, 3, . . .. Since u is continuous, we see that Mn, n ∈ N

5It may happen that the I-adic completion M∧ is not I-adically complete, even though M∧

is always complete with respect to the limit topology. If I is finitely generated then the I-adic
topology and the limit topology on M∧ agree, see Algebra, Lemma 96.3 and its proof.

https://stacks.math.columbia.edu/tag/07E9
https://stacks.math.columbia.edu/tag/0CQU
https://stacks.math.columbia.edu/tag/0CQV
https://stacks.math.columbia.edu/tag/0CQW
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must be a fundamental system of open neighbourhoods of 0 in M . Also, since Mn

is the closure of u(Nn) we see that

u(Nn) +Mn+1 = Mn

for all n ≥ 1. Pick x1 ∈ M1. Then we can inductively choose yi ∈ Ni and
xi+1 ∈Mi+1 such that

u(yi) + xi+1 = xi

The element y = y1 + y2 + y3 + . . . of N exists because N is complete. Whereupon
we see that x = u(y) because M is separated. Thus M1 = u(N1). In exactly the
same way the reader shows that Mi = u(Ni) for all i ≥ 2 and we see that u is
open. □

37. Formally smooth maps of topological rings

07EA There is a version of formal smoothness which applies to homomorphisms of topo-
logical rings.

Definition 37.1.07EB Let R→ S be a homomorphism of topological rings with R and
S linearly topologized. We say S is formally smooth over R if for every commutative
solid diagram

S //

!!

A/J

R //

OO

A

OO

of homomorphisms of topological rings where A is a discrete ring and J ⊂ A is an
ideal of square zero, a dotted arrow exists which makes the diagram commute.

We will mostly use this notion when given ideals m ⊂ R and n ⊂ S and we endow R
with the m-adic topology and S with the n-adic topology. Continuity of φ : R→ S
holds if and only if φ(mm) ⊂ n for some m ≥ 1, see Lemma 36.2. It turns out that
in this case only the topology on S is relevant.

Lemma 37.2.07EC Let φ : R→ S be a ring map.
(1) If R→ S is formally smooth in the sense of Algebra, Definition 138.1, then

R → S is formally smooth for any linear topology on R and any pre-adic
topology on S such that R→ S is continuous.

(2) Let n ⊂ S and m ⊂ R ideals such that φ is continuous for the m-adic topol-
ogy on R and the n-adic topology on S. Then the following are equivalent
(a) φ is formally smooth for the m-adic topology on R and the n-adic

topology on S, and
(b) φ is formally smooth for the discrete topology on R and the n-adic

topology on S.

Proof. Assume R→ S is formally smooth in the sense of Algebra, Definition 138.1.
If S has a pre-adic topology, then there exists an ideal n ⊂ S such that S has the
n-adic topology. Suppose given a solid commutative diagram as in Definition 37.1.
Continuity of S → A/J means that nk maps to zero in A/J for some k ≥ 1, see
Lemma 36.2. We obtain a ring map ψ : S → A from the assumed formal smoothness
of S over R. Then ψ(nk) ⊂ J hence ψ(n2k) = 0 as J2 = 0. Hence ψ is continuous
by Lemma 36.2. This proves (1).

https://stacks.math.columbia.edu/tag/07EB
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The proof of (2)(b)⇒ (2)(a) is the same as the proof of (1). Assume (2)(a). Suppose
given a solid commutative diagram as in Definition 37.1 where we use the discrete
topology on R. Since φ is continuous we see that φ(mn) ⊂ n for some n ≥ 1. As
S → A/J is continuous we see that nk maps to zero in A/J for some k ≥ 1. Hence
mnk maps into J under the map R→ A. Thus m2nk maps to zero in A and we see
that R→ A is continuous in the m-adic topology. Thus (2)(a) gives a dotted arrow
as desired. □

Definition 37.3.07NI Let R → S be a ring map. Let n ⊂ S be an ideal. If the
equivalent conditions (2)(a) and (2)(b) of Lemma 37.2 hold, then we say R→ S is
formally smooth for the n-adic topology.
This property is inherited by the completions.
Lemma 37.4.07ED Let (R,m) and (S, n) be rings endowed with finitely generated ideals.
Endow R and S with the m-adic and n-adic topologies. Let R→ S be a homomor-
phism of topological rings. The following are equivalent

(1) R→ S is formally smooth for the n-adic topology,
(2) R→ S∧ is formally smooth for the n∧-adic topology,
(3) R∧ → S∧ is formally smooth for the n∧-adic topology.

Here R∧ and S∧ are the m-adic and n-adic completions of R and S.
Proof. The assumption that m is finitely generated implies thatR∧ is mR∧-adically
complete, that mR∧ = m∧ and that R∧/mnR∧ = R/mn, see Algebra, Lemma 96.3
and its proof. Similarly for (S, n). Thus it is clear that diagrams as in Definition
37.1 for the cases (1), (2), and (3) are in 1-to-1 correspondence. □

The advantage of working with adic rings is that one gets a stronger lifting property.
Lemma 37.5.07NJ Let R → S be a ring map. Let n be an ideal of S. Assume that
R → S is formally smooth in the n-adic topology. Consider a solid commutative
diagram

S
ψ
//

!!

A/J

R //

OO

A

OO

of homomorphisms of topological rings where A is adic and A/J is the quotient (as
topological ring) of A by a closed ideal J ⊂ A such that J t is contained in an ideal
of definition of A for some t ≥ 1. Then there exists a dotted arrow in the category
of topological rings which makes the diagram commute.
Proof. Let I ⊂ A be an ideal of definition so that I ⊃ J t for some n. Then
A = limA/In and A/J = limA/J + In because J is assumed closed. Consider the
following diagram of discrete R algebras An,m = A/Jn + Im:

A/J3 + I3 //

��

A/J2 + I3 //

��

A/J + I3

��
A/J3 + I2 //

��

A/J2 + I2 //

��

A/J + I2

��
A/J3 + I // A/J2 + I // A/J + I

https://stacks.math.columbia.edu/tag/07NI
https://stacks.math.columbia.edu/tag/07ED
https://stacks.math.columbia.edu/tag/07NJ


MORE ON ALGEBRA 93

Note that each of the commutative squares defines a surjection
An+1,m+1 −→ An+1,m ×An,m

An,m+1

of R-algebras whose kernel has square zero. We will inductively construct R-algebra
maps φn,m : S → An,m. Namely, we have the maps φ1,m = ψ mod J + Im.
Note that each of these maps is continuous as ψ is. We can inductively choose
the maps φn,1 by starting with our choice of φ1,1 and lifting up, using the formal
smoothness of S over R, along the right column of the diagram above. We construct
the remaining maps φn,m by induction on n + m. Namely, we choose φn+1,m+1
by lifting the pair (φn+1,m, φn,m+1) along the displayed surjection above (again
using the formal smoothness of S over R). In this way all of the maps φn,m
are compatible with the transition maps of the system. As J t ⊂ I we see that for
example φn = φnt,n mod In induces a map S → A/In. Taking the limit φ = limφn
we obtain a map S → A = limA/In. The composition into A/J agrees with ψ
as we have seen that A/J = limA/J + In. Finally we show that φ is continuous.
Namely, we know that ψ(nr) ⊂ J + I/J for some r ≥ 1 by our assumption that ψ
is a morphism of topological rings, see Lemma 36.2. Hence φ(nr) ⊂ J + I hence
φ(nrt) ⊂ I as desired. □

Lemma 37.6.07EE Let R → S be a ring map. Let n ⊂ n′ ⊂ S be ideals. If R → S
is formally smooth for the n-adic topology, then R → S is formally smooth for the
n′-adic topology.

Proof. Omitted. □

Lemma 37.7.07EF A composition of formally smooth continuous homomorphisms of
linearly topologized rings is formally smooth.

Proof. Omitted. (Hint: This is completely formal, and follows from considering a
suitable diagram.) □

Lemma 37.8.07EG Let R, S be rings. Let n ⊂ S be an ideal. Let R → S be formally
smooth for the n-adic topology. Let R → R′ be any ring map. Then R′ → S′ =
S ⊗R R′ is formally smooth in the n′ = nS′-adic topology.

Proof. Let a solid diagram

S //

((

S′ //

!!

A/J

R

OO

// R′ //

OO

A

OO

as in Definition 37.1 be given. Then the composition S → S′ → A/J is continuous.
By assumption the longer dotted arrow exists. By the universal property of tensor
product we obtain the shorter dotted arrow. □

We have seen descent for formal smoothness along faithfully flat ring maps in Al-
gebra, Lemma 138.16. Something similar holds in the current setting of topological
rings. However, here we just prove the following very simple and easy to prove
version which is already quite useful.

Lemma 37.9.07EH Let R, S be rings. Let n ⊂ S be an ideal. Let R → R′ be a ring
map. Set S′ = S ⊗R R′ and n′ = nS. If

(1) the map R→ R′ embeds R as a direct summand of R′ as an R-module, and

https://stacks.math.columbia.edu/tag/07EE
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(2) R′ → S′ is formally smooth for the n′-adic topology,
then R→ S is formally smooth in the n-adic topology.

Proof. Let a solid diagram
S // A/J

R

OO

// A

OO

as in Definition 37.1 be given. Set A′ = A⊗RR′ and J ′ = Im(J ⊗RR′ → A′). The
base change of the diagram above is the diagram

S′ //

ψ′

""

A′/J ′

R′

OO

// A′

OO

with continuous arrows. By condition (2) we obtain the dotted arrow ψ′ : S′ → A′.
Using condition (1) choose a direct summand decomposition R′ = R ⊕ C as R-
modules. (Warning: C isn’t an ideal in R′.) Then A′ = A⊕A⊗R C. Set

J ′′ = Im(J ⊗R C → A⊗R C) ⊂ J ′ ⊂ A′.

Then J ′ = J ⊕ J ′′ as A-modules. The image of the composition ψ : S → A′ of ψ′

with S → S′ is contained in A+J ′ = A⊕J ′′. However, in the ring A+J ′ = A⊕J ′′

the A-submodule J ′′ is an ideal! (Use that J2 = 0.) Hence the composition
S → A+ J ′ → (A+ J ′)/J ′′ = A is the arrow we were looking for. □

38. Formally smooth maps of local rings

0DYF In the case of a local homomorphism of local rings one can limit the diagrams for
which the lifting property has to be checked. Please compare with Algebra, Lemma
141.2.

Lemma 38.1.0DYG Let (R,m) → (S, n) be a local homomorphism of local rings. The
following are equivalent

(1) R→ S is formally smooth in the n-adic topology,
(2) for every solid commutative diagram

S //

!!

A/J

R //

OO

A

OO

of local homomorphisms of local rings where J ⊂ A is an ideal of square
zero, mnA = 0 for some n > 0, and S → A/J induces an isomorphism on
residue fields, a dotted arrow exists which makes the diagram commute.

If S is Noetherian these conditions are also equivalent to
(3) same as in (2) but only for diagrams where in addition A→ A/J is a small

extension (Algebra, Definition 141.1).

https://stacks.math.columbia.edu/tag/0DYG
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Proof. The implication (1)⇒ (2) follows from the definitions. Consider a diagram

S //

!!

A/J

R //

OO

A

OO

as in Definition 37.1 for the m-adic topology on R and the n-adic topology on
S. Pick m > 0 with nm(A/J) = 0 (possible by continuity of maps in diagram).
Consider the subring A′ of A which is the inverse image of the image of S in A/J .
Set J ′ = J viewed as an ideal in A′. Then J ′ is an ideal of square zero in A′ and
A′/J ′ is a quotient of S/nm. Hence A′ is local and m2m

A′ = 0. Thus we get a diagram

S //

""

A′/J ′

R //

OO

A′

OO

as in (2). If we can construct the dotted arrow in this diagram, then we obtain the
dotted arrow in the original one by composing with A′ → A. In this way we see
that (2) implies (1).

Assume S Noetherian. The implication (1) ⇒ (3) is immediate. Assume (3) and
suppose a diagram as in (2) is given. Then mnAJ = 0 for some n > 0. Considering
the maps

A→ A/mn−1
A J → . . .→ A/mJ → A/J

we see that it suffices to produce the lifting if mAJ = 0. Assume mAJ = 0 and
let A′ ⊂ A be the ring constructed above. Then A′/J ′ is Artinian as a quotient of
the Artinian local ring S/nm. Thus it suffices to show that given property (3) we
can find the dotted arrow in diagrams as in (2) with A/J Artinian and mAJ = 0.
Let κ be the common residue field of A, A/J , and S. By (3), if J0 ⊂ J is an ideal
with dimκ(J/J0) = 1, then we can produce a dotted arrow S → A/J0. Taking the
product we obtain

S −→
∏

J0 as above
A/J0

Clearly the image of this arrow is contained in the sub R-algebra A′ of elements
which map into the small diagonal A/J ⊂

∏
J0
A/J . Let J ′ ⊂ A′ be the elements

mapping to zero in A/J . Then J ′ is an ideal of square zero and as κ-vector space
equal to

J ′ =
∏

J0 as above
J/J0

Thus the map J → J ′ is injective. By the theory of vector spaces we can choose a
splitting J ′ = J ⊕M . It follows that

A′ = A⊕M

as an R-algebra. Hence the map S → A′ can be composed with the projection A′ →
A to give the desired dotted arrow thereby finishing the proof of the lemma. □

The following lemma will be improved on in Section 40.

Lemma 38.2.07EI Let k be a field and let (A,m,K) be a Noetherian local k-algebra.
If k → A is formally smooth for the m-adic topology, then A is a regular local ring.

https://stacks.math.columbia.edu/tag/07EI
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Proof. Let k0 ⊂ k be the prime field. Then k0 is perfect, hence k/k0 is separable,
hence formally smooth by Algebra, Lemma 158.7. By Lemmas 37.2 and 37.7 we
see that k0 → A is formally smooth for the m-adic topology on A. Hence we may
assume k = Q or k = Fp.
By Algebra, Lemmas 97.3 and 110.9 it suffices to prove the completion A∧ is reg-
ular. By Lemma 37.4 we may replace A by A∧. Thus we may assume that A is a
Noetherian complete local ring. By the Cohen structure theorem (Algebra, Theo-
rem 160.8) there exist a map K → A. As k is the prime field we see that K → A
is a k-algebra map.
Let x1, . . . , xn ∈ m be elements whose images form a basis of m/m2. Set T =
K[[X1, . . . , Xn]]. Note that

A/m2 ∼= K[x1, . . . , xn]/(xixj)
and

T/m2
T
∼= K[X1, . . . , Xn]/(XiXj).

Let A/m2 → T/m2
T be the local K-algebra isomorphism given by mapping the class

of xi to the class of Xi. Denote f1 : A→ T/m2
T the composition of this isomorphism

with the quotient map A→ A/m2. The assumption that k → A is formally smooth
in the m-adic topology means we can lift f1 to a map f2 : A → T/m3

T , then to
a map f3 : A → T/m4

T , and so on, for all n ≥ 1. Warning: the maps fn are
continuous k-algebra maps and may not be K-algebra maps. We get an induced
map f : A → T = limT/mnT of local k-algebras. By our choice of f1, the map
f induces an isomorphism m/m2 → mT /m

2
T hence each fn is surjective and we

conclude f is surjective as A is complete. This implies dim(A) ≥ dim(T ) = n.
Hence A is regular by definition. (It also follows that f is an isomorphism.) □

Lemma 38.3.0C34 Let k be a field. Let (A,m, κ) be a complete local k-algebra. If κ/k
is separable, then there exists a k-algebra map κ→ A such that κ→ A→ κ is idκ.

Proof. By Algebra, Proposition 158.9 the extension κ/k is formally smooth. By
Lemma 37.2 k → κ is formally smooth in the sense of Definition 37.1. Then we get
κ→ A from Lemma 37.5. □

Lemma 38.4.0C35 Let k be a field. Let (A,m, κ) be a complete local k-algebra. If κ/k
is separable and A regular, then there exists an isomorphism of A ∼= κ[[t1, . . . , td]]
as k-algebras.

Proof. Choose κ→ A as in Lemma 38.3 and apply Algebra, Lemma 160.10. □

The following result will be improved on in Section 40

Lemma 38.5.07EJ Let k be a field. Let (A,m,K) be a regular local k-algebra such that
K/k is separable. Then k → A is formally smooth in the m-adic topology.

Proof. It suffices to prove that the completion of A is formally smooth over k,
see Lemma 37.4. Hence we may assume that A is a complete local regular k-
algebra with residue field K separable over k. By Lemma 38.4 we see that A =
K[[x1, . . . , xn]].
The power series ring K[[x1, . . . , xn]] is formally smooth over k. Namely, K is for-
mally smooth over k and K[x1, . . . , xn] is formally smooth over K as a polynomial
algebra. Hence K[x1, . . . , xn] is formally smooth over k by Algebra, Lemma 138.3.
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It follows that k → K[x1, . . . , xn] is formally smooth for the (x1, . . . , xn)-adic topol-
ogy by Lemma 37.2. Finally, it follows that k → K[[x1, . . . , xn]] is formally smooth
for the (x1, . . . , xn)-adic topology by Lemma 37.4. □

Lemma 38.6.07VH Let A→ B be a finite type ring map with A Noetherian. Let q ⊂ B
be a prime ideal lying over p ⊂ A. The following are equivalent

(1) A→ B is smooth at q, and
(2) Ap → Bq is formally smooth in the q-adic topology.

Proof. The implication (2)⇒ (1) follows from Algebra, Lemma 141.2. Conversely,
if A→ B is smooth at q, then A→ Bg is smooth for some g ∈ B, g ̸∈ q. Then A→
Bg is formally smooth by Algebra, Proposition 138.13. Hence Ap → Bq is formally
smooth as localization preserves formal smoothness (for example by the criterion
of Algebra, Proposition 138.8 and the fact that the cotangent complex behaves
well with respect to localization, see Algebra, Lemmas 134.11 and 134.13). Finally,
Lemma 37.2 implies that Ap → Bq is formally smooth in the q-adic topology. □

39. Some results on power series rings

07NK Questions on formally smooth maps between Noetherian local rings can often be
reduced to questions on maps between power series rings. In this section we prove
some helper lemmas to facilitate this kind of argument.

Lemma 39.1.07NL Let K be a field of characteristic 0 and A = K[[x1, . . . , xn]]. Let L
be a field of characteristic p > 0 and B = L[[x1, . . . , xn]]. Let Λ be a Cohen ring.
Let C = Λ[[x1, . . . , xn]].

(1) Q→ A is formally smooth in the m-adic topology.
(2) Fp → B is formally smooth in the m-adic topology.
(3) Z→ C is formally smooth in the m-adic topology.

Proof. By the universal property of power series rings it suffices to prove:
(1) Q→ K is formally smooth.
(2) Fp → L is formally smooth.
(3) Z→ Λ is formally smooth in the m-adic topology.

The first two are Algebra, Proposition 158.9. The third follows from Algebra,
Lemma 160.7 since for any test diagram as in Definition 37.1 some power of p will
be zero in A/J and hence some power of p will be zero in A. □

Lemma 39.2.07NM Let K be a field and A = K[[x1, . . . , xn]]. Let Λ be a Cohen ring
and let B = Λ[[x1, . . . , xn]].

(1) If y1, . . . , yn ∈ A is a regular system of parameters then K[[y1, . . . , yn]]→ A
is an isomorphism.

(2) If z1, . . . , zr ∈ A form part of a regular system of parameters for A, then
r ≤ n and A/(z1, . . . , zr) ∼= K[[y1, . . . , yn−r]].

(3) If p, y1, . . . , yn ∈ B is a regular system of parameters then Λ[[y1, . . . , yn]]→
B is an isomorphism.

(4) If p, z1, . . . , zr ∈ B form part of a regular system of parameters for B, then
r ≤ n and B/(z1, . . . , zr) ∼= Λ[[y1, . . . , yn−r]].

Proof. Proof of (1). Set A′ = K[[y1, . . . , yn]]. It is clear that the map A′ → A
induces an isomorphism A′/mnA′ → A/mnA for all n ≥ 1. Since A and A′ are both
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complete we deduce that A′ → A is an isomorphism. Proof of (2). Extend z1, . . . , zr
to a regular system of parameters z1, . . . , zr, y1, . . . , yn−r of A. Consider the map
A′ = K[[z1, . . . , zr, y1, . . . , yn−r]] → A. This is an isomorphism by (1). Hence (2)
follows as it is clear that A′/(z1, . . . , zr) ∼= K[[y1, . . . , yn−r]]. The proofs of (3) and
(4) are exactly the same as the proofs of (1) and (2). □

Lemma 39.3.07NN Let A→ B be a local homomorphism of Noetherian complete local
rings. Then there exists a commutative diagram

S // B

R

OO

// A

OO

with the following properties:
(1) the horizontal arrows are surjective,
(2) if the characteristic of A/mA is zero, then S and R are power series rings

over fields,
(3) if the characteristic of A/mA is p > 0, then S and R are power series rings

over Cohen rings, and
(4) R→ S maps a regular system of parameters of R to part of a regular system

of parameters of S.
In particular R → S is flat (see Algebra, Lemma 128.2) with regular fibre S/mRS
(see Algebra, Lemma 106.3).

Proof. Use the Cohen structure theorem (Algebra, Theorem 160.8) to choose a
surjection S → B as in the statement of the lemma where we choose S to be a
power series over a Cohen ring if the residue characteristic is p > 0 and a power
series over a field else. Let J ⊂ S be the kernel of S → B. Next, choose a
surjection R = Λ[[x1, . . . , xn]] → A where we choose Λ to be a Cohen ring if the
residue characteristic of A is p > 0 and Λ equal to the residue field of A otherwise.
We lift the composition Λ[[x1, . . . , xn]] → A → B to a map φ : R → S. This is
possible because Λ[[x1, . . . , xn]] is formally smooth over Z in the m-adic topology
(see Lemma 39.1) by an application of Lemma 37.5. Finally, we replace φ by
the map φ′ : R = Λ[[x1, . . . , xn]] → S′ = S[[y1, . . . , yn]] with φ′|Λ = φ|Λ and
φ′(xi) = φ(xi) + yi. We also replace S → B by the map S′ → B which maps yi
to zero. After this replacement it is clear that a regular system of parameters of R
maps to part of a regular sequence in S′ and we win. □

There should be an elementary proof of the following lemma.

Lemma 39.4.09Q8 Let S → R and S′ → R be surjective maps of complete Noetherian
local rings. Then S ×R S′ is a complete Noetherian local ring.

Proof. Let k be the residue field of R. If the characteristic of k is p > 0, then we
denote Λ a Cohen ring (Algebra, Definition 160.5) with residue field k (Algebra,
Lemma 160.6). If the characteristic of k is 0 we set Λ = k. Choose a surjection
Λ[[x1, . . . , xn]] → R (as in the Cohen structure theorem, see Algebra, Theorem
160.8) and lift this to maps Λ[[x1, . . . , xn]] → S and φ : Λ[[x1, . . . , xn]] → S and
φ′ : Λ[[x1, . . . , xn]]→ S′ using Lemmas 39.1 and 37.5. Next, choose f1, . . . , fm ∈ S
generating the kernel of S → R and f ′

1, . . . , f
′
m′ ∈ S′ generating the kernel of
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S′ → R. Then the map
Λ[[x1, . . . , xn, y1, . . . , ym, z1, . . . , zm′ ]] −→ S ×R S,

which sends xi to (φ(xi), φ′(xi)) and yj to (fj , 0) and zj′ to (0, f ′
j) is surjective.

Thus S ×R S′ is a quotient of a complete local ring, whence complete. □

40. Geometric regularity and formal smoothness

07EK In this section we combine the results of the previous sections to prove the following
characterization of geometrically regular local rings over fields. We then recycle
some of our arguments to prove a characterization of formally smooth maps in the
m-adic topology between Noetherian local rings.

Theorem 40.1.07EL Let k be a field. Let (A,m,K) be a Noetherian local k-algebra.
If the characteristic of k is zero then the following are equivalent

(1) A is a regular local ring, and
(2) k → A is formally smooth in the m-adic topology.

If the characteristic of k is p > 0 then the following are equivalent
(1) A is geometrically regular over k,
(2) k → A is formally smooth in the m-adic topology.
(3) for all k ⊂ k′ ⊂ k1/p finite over k the ring A⊗k k′ is regular,
(4) A is regular and the canonical map H1(LK/k)→ m/m2 is injective, and
(5) A is regular and the map Ωk/Fp

⊗k K → ΩA/Fp
⊗A K is injective.

Proof. If the characteristic of k is zero, then the equivalence of (1) and (2) follows
from Lemmas 38.2 and 38.5.
If the characteristic of k is p > 0, then it follows from Proposition 35.1 that (1),
(3), (4), and (5) are equivalent. Assume (2) holds. By Lemma 37.8 we see that
k′ → A′ = A ⊗k k′ is formally smooth for the m′ = mA′-adic topology. Hence if
k ⊂ k′ is finite purely inseparable, then A′ is a regular local ring by Lemma 38.2.
Thus we see that (1) holds.
Finally, we will prove that (5) implies (2). Choose a solid diagram

A
ψ̄

//

!!

B/J

k

i

OO

φ // B

π

OO

as in Definition 37.1. As J2 = 0 we see that J has a canonical B/J module structure
and via ψ̄ an A-module structure. As ψ̄ is continuous for the m-adic topology
we see that mnJ = 0 for some n. Hence we can filter J by B/J-submodules
0 ⊂ J1 ⊂ J2 ⊂ . . . ⊂ Jn = J such that each quotient Jt+1/Jt is annihilated by m.
Considering the sequence of ring maps B → B/J1 → B/J2 → . . . → B/J we see
that it suffices to prove the existence of the dotted arrow when J is annihilated by
m, i.e., when J is a K-vector space.
Assume given a diagram as above such that J is annihilated by m. By Lemma
38.5 we see that Fp → A is formally smooth in the m-adic topology. Hence we can
find a ring map ψ : A → B such that π ◦ ψ = ψ̄. Then ψ ◦ i, φ : k → B are two
maps whose compositions with π are equal. Hence D = ψ ◦ i − φ : k → J is a
derivation. By Algebra, Lemma 131.3 we can write D = ξ ◦d for some k-linear map

https://stacks.math.columbia.edu/tag/07EL


MORE ON ALGEBRA 100

ξ : Ωk/Fp
→ J . Using the K-vector space structure on J we extend ξ to a K-linear

map ξ′ : Ωk/Fp
⊗k K → J . Using (5) we can find a K-linear map ξ′′ : ΩA/Fp

⊗AK
whose restriction to Ωk/Fp

⊗k K is ξ′. Write

D′ : A d−→ ΩA/Fp
→ ΩA/Fp

⊗A K
ξ′′

−→ J.

Finally, set ψ′ = ψ −D′ : A → B. The reader verifies that ψ′ is a ring map such
that π ◦ ψ′ = ψ̄ and such that ψ′ ◦ i = φ as desired. □

Example 40.2.07EM Let k be a field of characteristic p > 0. Suppose that a ∈ k is an
element which is not a pth power. A standard example of a geometrically regular
local k-algebra whose residue field is purely inseparable over k is the ring

A = k[x, y](x,yp−a)/(yp − a− x)

Namely, A is a localization of a smooth algebra over k hence k → A is formally
smooth, hence k → A is formally smooth for the m-adic topology. A closely related
example is the following. Let k = Fp(s) and K = Fp(t)perf . We claim the ring
map

k −→ A = K[[x]], s 7−→ t+ x

is formally smooth for the (x)-adic topology on A. Namely, Ωk/Fp
is 1-dimensional

with basis ds. It maps to the element dx + dt = dx in ΩA/Fp
. We leave it to

the reader to show that ΩA/Fp
is free on dx as an A-module. Hence we see that

condition (5) of Theorem 40.1 holds and we conclude that k → A is formally smooth
in the (x)-adic topology.

Lemma 40.3.07NP Let A → B be a local homomorphism of Noetherian local rings.
Assume A→ B is formally smooth in the mB-adic topology. Then A→ B is flat.

Proof. We may assume that A and B a Noetherian complete local rings by Lemma
37.4 and Algebra, Lemma 97.6 (this also uses Algebra, Lemma 39.9 and 97.3 to
see that flatness of the map on completions implies flatness of A → B). Choose a
commutative diagram

S // B

R

OO

// A

OO

as in Lemma 39.3 with R→ S flat. Let I ⊂ R be the kernel of R→ A. Because B
is formally smooth over A we see that the A-algebra map

S/IS −→ B

has a section, see Lemma 37.5. Hence B is a direct summand of the flat A-module
S/IS (by base change of flatness, see Algebra, Lemma 39.7), whence flat. □

Lemma 40.4.0DYH Let A → B be a local homomorphism of Noetherian local rings.
Assume A → B is formally smooth in the mB-adic topology. Let K be the residue
field of B. Then the Jacobi-Zariski sequence for A → B → K gives an exact
sequence

0→ H1(NLK/A)→ mB/m
2
B → ΩB/A ⊗B K → ΩK/A → 0

https://stacks.math.columbia.edu/tag/07EM
https://stacks.math.columbia.edu/tag/07NP
https://stacks.math.columbia.edu/tag/0DYH
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Proof. Observe that mB/m
2
B = H1(NLK/B) by Algebra, Lemma 134.6. By Al-

gebra, Lemma 134.4 it remains to show injectivity of H1(NLK/A) → mB/m
2
B .

With k the residue field of A, the Jacobi-Zariski sequence for A → k → K gives
ΩK/A = ΩK/k and an exact sequence

mA/m
2
A ⊗k K → H1(NLK/A)→ H1(NLK/k)→ 0

Set B = B⊗Ak. Since B is regular the ideal mB is generated by a regular sequence.
Applying Lemmas 30.9 and 30.7 to mAB ⊂ mB we find mAB/(mAB ∩ m2

B) =
mAB/mAmB which is equal to mA/m

2
A ⊗k K as A → B is flat by Lemma 40.3.

Thus we obtain a short exact sequence

0→ mA/m
2
A ⊗k K → mB/m

2
B → mB/m

2
B
→ 0

Functoriality of the Jacobi-Zariski sequences shows that we obtain a commutative
diagram

mA/m
2
A ⊗k K

��

// H1(NLK/A)

��

// H1(NLK/k)

��

// 0

0 // mA/m2
A ⊗k K // mB/m2

B
// mB/m

2
B

// 0

The left vertical arrow is injective by Theorem 40.1 as k → B is formally smooth
in the mB-adic topology by Lemma 37.8. This finishes the proof by the snake
lemma. □

Proposition 40.5.07NQ Let A→ B be a local homomorphism of Noetherian local rings.
Let k be the residue field of A and B = B ⊗A k the special fibre. The following are
equivalent

(1) A→ B is flat and B is geometrically regular over k,
(2) A→ B is flat and k → B is formally smooth in the mB-adic topology, and
(3) A→ B is formally smooth in the mB-adic topology.

Proof. The equivalence of (1) and (2) follows from Theorem 40.1.

Assume (3). By Lemma 40.3 we see that A → B is flat. By Lemma 37.8 we see
that k → B is formally smooth in the mB-adic topology. Thus (2) holds.

Assume (2). Lemma 37.4 tells us formal smoothness is preserved under completion.
The same is true for flatness by Algebra, Lemma 97.3. Hence we may replace A
and B by their respective completions and assume that A and B are Noetherian
complete local rings. In this case choose a diagram

S // B

R

OO

// A

OO

as in Lemma 39.3. We will use all of the properties of this diagram without further
mention. Fix a regular system of parameters t1, . . . , td of R with t1 = p in case the
characteristic of k is p > 0. Set S = S ⊗R k. Consider the short exact sequence

0→ J → S → B → 0

https://stacks.math.columbia.edu/tag/07NQ
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As B and S are regular, the kernel of S → B is generated by elements x1, . . . , xr
which form part of a regular system of parameters of S, see Algebra, Lemma 106.4.
Lift these elements to x1, . . . , xr ∈ J . Then t1, . . . , td, x1, . . . , xr is part of a regular
system of parameters for S. Hence S/(x1, . . . , xr) is a power series ring over a field
(if the characteristic of k is zero) or a power series ring over a Cohen ring (if the
characteristic of k is p > 0), see Lemma 39.2. Moreover, it is still the case that
R → S/(x1, . . . , xr) maps t1, . . . , td to a part of a regular system of parameters of
S/(x1, . . . , xr). In other words, we may replace S by S/(x1, . . . , xr) and assume we
have a diagram

S // B

R

OO

// A

OO

as in Lemma 39.3 with moreover S = B. In this case the map
S ⊗R A −→ B

is an isomorphism as it is surjective, an isomorphism on special fibres, and source
and target are flat over A (for example use Algebra, Lemma 99.1 or use that
tensoring the short exact sequence 0 → I → S ⊗R A → B → 0 over A with k
we find I ⊗A k = 0 hence I = 0 by Nakayama). Thus by Lemma 37.8 it suffices
to show that R → S is formally smooth in the mS-adic topology. Of course, since
S = B, we have that S is formally smooth over k = R/mR.
Choose elements y1, . . . , ym ∈ S such that t1, . . . , td, y1, . . . , ym is a regular system
of parameters for S. If the characteristic of k is zero, choose a coefficient field K ⊂ S
and if the characteristic of k is p > 0 choose a Cohen ring Λ ⊂ S with residue field
K. At this point the map K[[t1, . . . , td, y1, . . . , ym]] → S (characteristic zero case)
or Λ[[t2, . . . , td, y1, . . . , ym]]→ S (characteristic p > 0 case) is an isomorphism, see
Lemma 39.2. From now on we think of S as the above power series ring.
The rest of the proof is analogous to the argument in the proof of Theorem 40.1.
Choose a solid diagram

S
ψ̄

//

!!

N/J

R

i

OO

φ // N

π

OO

as in Definition 37.1. As J2 = 0 we see that J has a canonical N/J module structure
and via ψ̄ a S-module structure. As ψ̄ is continuous for the mS-adic topology
we see that mnSJ = 0 for some n. Hence we can filter J by N/J-submodules
0 ⊂ J1 ⊂ J2 ⊂ . . . ⊂ Jn = J such that each quotient Jt+1/Jt is annihilated by mS .
Considering the sequence of ring maps N → N/J1 → N/J2 → . . . → N/J we see
that it suffices to prove the existence of the dotted arrow when J is annihilated by
mS , i.e., when J is a K-vector space.
Assume given a diagram as above such that J is annihilated by mS . As Q → S
(characteristic zero case) or Z → S (characteristic p > 0 case) is formally smooth
in the mS-adic topology (see Lemma 39.1), we can find a ring map ψ : S → N
such that π ◦ ψ = ψ̄. Since S is a power series ring in t1, . . . , td (characteristic
zero) or t2, . . . , td (characteristic p > 0) over a subring, it follows from the universal
property of power series rings that we can change our choice of ψ so that ψ(ti)
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equals φ(ti) (automatic for t1 = p in the characteristic p case). Then ψ ◦ i and
φ : R → N are two maps whose compositions with π are equal and which agree
on t1, . . . , td. Hence D = ψ ◦ i − φ : R → J is a derivation which annihilates
t1, . . . , td. By Algebra, Lemma 131.3 we can write D = ξ ◦d for some R-linear map
ξ : ΩR/Z → J which annihilates dt1, . . . ,dtd (by construction) and mRΩR/Z (as J
is annihilated by mR). Hence ξ factors as a composition

ΩR/Z → Ωk/Z
ξ′

−→ J

where ξ′ is k-linear. Using the K-vector space structure on J we extend ξ′ to a
K-linear map

ξ′′ : Ωk/Z ⊗k K −→ J.

Using that S/k is formally smooth we see that

Ωk/Z ⊗k K → ΩS/Z ⊗S K

is injective by Theorem 40.1 (this is true also in the characteristic zero case as
it is even true that Ωk/Z → ΩK/Z is injective in characteristic zero, see Algebra,
Proposition 158.9). Hence we can find a K-linear map ξ′′′ : ΩS/Z⊗S K → J whose
restriction to Ωk/Z ⊗k K is ξ′′. Write

D′ : S d−→ ΩS/Z → ΩS/Z → ΩS/Z ⊗S K
ξ′′′

−−→ J.

Finally, set ψ′ = ψ −D′ : S → N . The reader verifies that ψ′ is a ring map such
that π ◦ ψ′ = ψ̄ and such that ψ′ ◦ i = φ as desired. □

As an application of the result above we prove that deformations of formally smooth
algebras are unobstructed.

Lemma 40.6.07NR Let A be a Noetherian complete local ring with residue field k. Let
B be a Noetherian complete local k-algebra. Assume k → B is formally smooth in
the mB-adic topology. Then there exists a Noetherian complete local ring C and a
local homomorphism A→ C which is formally smooth in the mC-adic topology such
that C ⊗A k ∼= B.

Proof. Choose a diagram
S // B

R

OO

// A

OO

as in Lemma 39.3. Let t1, . . . , td be a regular system of parameters for R with
t1 = p in case the characteristic of k is p > 0. As B and S = S ⊗R k are regular
we see that Ker(S → B) is generated by elements x1, . . . , xr which form part of a
regular system of parameters of S, see Algebra, Lemma 106.4. Lift these elements to
x1, . . . , xr ∈ S. Then t1, . . . , td, x1, . . . , xr is part of a regular system of parameters
for S. Hence S/(x1, . . . , xr) is a power series ring over a field (if the characteristic
of k is zero) or a power series ring over a Cohen ring (if the characteristic of k is
p > 0), see Lemma 39.2. Moreover, it is still the case that R → S/(x1, . . . , xr)
maps t1, . . . , td to a part of a regular system of parameters of S/(x1, . . . , xr). In

https://stacks.math.columbia.edu/tag/07NR
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other words, we may replace S by S/(x1, . . . , xr) and assume we have a diagram

S // B

R

OO

// A

OO

as in Lemma 39.3 with moreover S = B. In this case R→ S is formally smooth in
the mS-adic topology by Proposition 40.5. Hence the base change C = S ⊗R A is
formally smooth over A in the mC-adic topology by Lemma 37.8. □

Remark 40.7.07NS The assertion of Lemma 40.6 is quite strong. Namely, suppose
that we have a diagram

B

A // A′

OO

of local homomorphisms of Noetherian complete local rings where A→ A′ induces
an isomorphism of residue fields k = A/mA = A′/mA′ and with B ⊗A′ k formally
smooth over k. Then we can extend this to a commutative diagram

C // B

A //

OO

A′

OO

of local homomorphisms of Noetherian complete local rings where A → C is for-
mally smooth in the mC-adic topology and where C ⊗A k ∼= B⊗A′ k. Namely, pick
A→ C as in Lemma 40.6 lifting B⊗A′ k over k. By formal smoothness we can find
the arrow C → B, see Lemma 37.5. Denote C ⊗∧

A A
′ the completion of C ⊗A A′

with respect to the ideal C ⊗A mA′ . Note that C ⊗∧
A A

′ is a Noetherian complete
local ring (see Algebra, Lemma 97.5) which is flat over A′ (see Algebra, Lemma
99.11). We have moreover

(1) C ⊗∧
A A

′ → B is surjective,
(2) if A→ A′ is surjective, then C → B is surjective,
(3) if A→ A′ is finite, then C → B is finite, and
(4) if A′ → B is flat, then C ⊗∧

A A
′ ∼= B.

Namely, by Nakayama’s lemma for nilpotent ideals (see Algebra, Lemma 20.1) we
see that C ⊗A k ∼= B ⊗A′ k implies that C ⊗A A′/mnA′ → B/mnA′B is surjective for
all n. This proves (1). Parts (2) and (3) follow from part (1). Part (4) follows from
Algebra, Lemma 99.1.

41. Regular ring maps

07BY Let k be a field. Recall that a Noetherian k-algebra A is said to be geometrically
regular over k if and only if A ⊗k k′ is regular for all finite purely inseparable
extensions k′ of k, see Algebra, Definition 166.2. Moreover, if this is the case then
A ⊗k k′ is regular for every finitely generated field extension k′/k, see Algebra,
Lemma 166.1. We use this notion in the following definition.

https://stacks.math.columbia.edu/tag/07NS
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Definition 41.1.07BZ A ring map R → Λ is regular if it is flat and for every prime
p ⊂ R the fibre ring

Λ⊗R κ(p) = Λp/pΛp

is Noetherian and geometrically regular over κ(p).

If R → Λ is a ring map with Λ Noetherian, then the fibre rings are always Noe-
therian.

Lemma 41.2 (Regular is a local property).07C0 Let R → Λ be a ring map with Λ
Noetherian. The following are equivalent

(1) R→ Λ is regular,
(2) Rp → Λq is regular for all q ⊂ Λ lying over p ⊂ R, and
(3) Rm → Λm′ is regular for all maximal ideals m′ ⊂ Λ lying over m in R.

Proof. This is true because a Noetherian ring is regular if and only if all the local
rings are regular local rings, see Algebra, Definition 110.7 and a ring map is flat
if and only if all the induced maps of local rings are flat, see Algebra, Lemma
39.18. □

Lemma 41.3 (Regular maps and base change).07C1 Let R→ Λ be a regular ring map.
For any finite type ring map R→ R′ the base change R′ → Λ⊗R R′ is regular too.

Proof. Flatness is preserved under any base change, see Algebra, Lemma 39.7.
Consider a prime p′ ⊂ R′ lying over p ⊂ R. The residue field extension κ(p′)/κ(p)
is finitely generated as R′ is of finite type over R. Hence the fibre ring

(Λ⊗R R′)⊗R′ κ(p′) = Λ⊗R κ(p)⊗κ(p) κ(p′)
is Noetherian by Algebra, Lemma 31.8 and the assumption on the fibre rings of R→
Λ. Geometric regularity of the fibres is preserved by Algebra, Lemma 166.1. □

Lemma 41.4 (Composition of regular maps).07QI Let A→ B and B → C be regular
ring maps. If the fibre rings of A→ C are Noetherian, then A→ C is regular.

Proof. Let p ⊂ A be a prime. Let κ(p) ⊂ k be a finite purely inseparable extension.
We have to show that C⊗Ak is regular. By Lemma 41.3 we may assume that A = k
and we reduce to proving that C is regular. The assumption is that B is regular
and that B → C is flat with regular fibres. Then C is regular by Algebra, Lemma
112.8. Some details omitted. □

Lemma 41.5.07EP Let R be a ring. Let (Ai, φii′) be a directed system of smooth
R-algebras. Set Λ = colimAi. If the fibre rings Λ ⊗R κ(p) are Noetherian for all
p ⊂ R, then R→ Λ is regular.

Proof. Note that Λ is flat over R by Algebra, Lemmas 39.3 and 137.10. Let
κ(p) ⊂ k be a finite purely inseparable extension. Note that

Λ⊗R κ(p)⊗κ(p) k = Λ⊗R k = colimAi ⊗R k
is a colimit of smooth k-algebras, see Algebra, Lemma 137.4. Since each local ring
of a smooth k-algebra is regular by Algebra, Lemma 140.3 we conclude that all local
rings of Λ⊗R k are regular by Algebra, Lemma 106.8. This proves the lemma. □

Let’s see when a field extension defines a regular ring map.

Lemma 41.6.07EQ Let K/k be a field extension. Then k → K is a regular ring map
if and only if K is a separable field extension of k.

https://stacks.math.columbia.edu/tag/07BZ
https://stacks.math.columbia.edu/tag/07C0
https://stacks.math.columbia.edu/tag/07C1
https://stacks.math.columbia.edu/tag/07QI
https://stacks.math.columbia.edu/tag/07EP
https://stacks.math.columbia.edu/tag/07EQ
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Proof. If k → K is regular, then K is geometrically reduced over k, hence K is
separable over k by Algebra, Proposition 158.9. Conversely, if K/k is separable,
then K is a colimit of smooth k-algebras, see Algebra, Lemma 158.11 hence is
regular by Lemma 41.5. □

Lemma 41.7.07NT Let A→ B → C be ring maps. If A→ C is regular and B → C is
flat and surjective on spectra, then A→ B is regular.

Proof. By Algebra, Lemma 39.10 we see that A → B is flat. Let p ⊂ A be a
prime. The ring map B ⊗A κ(p) → C ⊗A κ(p) is flat and surjective on spectra.
Hence B ⊗A κ(p) is geometrically regular by Algebra, Lemma 166.3. □

42. Ascending properties along regular ring maps

07QJ This section is the analogue of Algebra, Section 163 but where the ring map R→ S
is regular.

Lemma 42.1.07QK Let φ : R→ S be a ring map. Assume
(1) φ is regular,
(2) S is Noetherian, and
(3) R is Noetherian and reduced.

Then S is reduced.

Proof. For Noetherian rings being reduced is the same as having properties (S1)
and (R0), see Algebra, Lemma 157.3. Hence we may apply Algebra, Lemmas 163.4
and 163.5. □

Lemma 42.2.0BFK Let φ : R→ S be a ring map. Assume
(1) φ is regular,
(2) S is Noetherian, and
(3) R is Noetherian and normal.

Then S is normal.

Proof. For Noetherian rings being normal is the same as having properties (S2)
and (R1), see Algebra, Lemma 157.4. Hence we may apply Algebra, Lemmas 163.4
and 163.5. □

43. Permanence of properties under completion

07NU Given a Noetherian local ring (A,m) we denote A∧ the completion of A with respect
to m. We will use without further mention that A∧ is a Noetherian complete local
ring with maximal ideal m∧ = mA∧ and that A→ A∧ is faithfully flat. See Algebra,
Lemmas 97.6, 97.4, and 97.3.

Lemma 43.1.07NV Let A be a Noetherian local ring. Then dim(A) = dim(A∧).

Proof. By Algebra, Lemma 97.4 the map A→ A∧ induces isomorphisms A/mn =
A∧/(m∧)n for n ≥ 1. By Algebra, Lemma 52.12 this implies that

lengthA(A/mn) = lengthA∧(A∧/(m∧)n)
for all n ≥ 1. Thus d(A) = d(A∧) and we conclude by Algebra, Proposition 60.9.
An alternative proof is to use Algebra, Lemma 112.7. □

Lemma 43.2.07NW Let A be a Noetherian local ring. Then depth(A) = depth(A∧).

https://stacks.math.columbia.edu/tag/07NT
https://stacks.math.columbia.edu/tag/07QK
https://stacks.math.columbia.edu/tag/0BFK
https://stacks.math.columbia.edu/tag/07NV
https://stacks.math.columbia.edu/tag/07NW
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Proof. See Algebra, Lemma 163.2. □

Lemma 43.3.07NX Let A be a Noetherian local ring. Then A is Cohen-Macaulay if
and only if A∧ is so.

Proof. A local ring A is Cohen-Macaulay if and only if dim(A) = depth(A). As
both of these invariants are preserved under completion (Lemmas 43.1 and 43.2)
the claim follows. □

Lemma 43.4.07NY Let A be a Noetherian local ring. Then A is regular if and only if
A∧ is so.

Proof. If A∧ is regular, then A is regular by Algebra, Lemma 110.9. Assume A
is regular. Let m be the maximal ideal of A. Then dimκ(m) m/m

2 = dim(A) =
dim(A∧) (Lemma 43.1). On the other hand, mA∧ is the maximal ideal of A∧ and
hence mA∧ is generated by at most dim(A∧) elements. Thus A∧ is regular. (You
can also use Algebra, Lemma 112.8.) □

Lemma 43.5.0AP1 Let A be a Noetherian local ring. Then A is a discrete valuation
ring if and only if A∧ is so.

Proof. This follows from Lemmas 43.1 and 43.4 and Algebra, Lemma 119.7. □

Lemma 43.6.07NZ Let A be a Noetherian local ring.
(1) If A∧ is reduced, then so is A.
(2) In general A reduced does not imply A∧ is reduced.
(3) If A is Nagata, then A is reduced if and only if A∧ is reduced.

Proof. As A → A∧ is faithfully flat we have (1) by Algebra, Lemma 164.2. For
(2) see Algebra, Example 119.5 (there are also examples in characteristic zero, see
Algebra, Remark 119.6). For (3) see Algebra, Lemmas 162.13 and 162.10. □

Lemma 43.7.0FIZ Let A be a Noetherian local ring. If A∧ is normal, then so is A.

Proof. As A→ A∧ is faithfully flat this follows from Algebra, Lemma 164.3. □

Lemma 43.8.0C4G Let A → B be a local homomorphism of Noetherian local rings.
Then the induced map of completions A∧ → B∧ is flat if and only if A→ B is flat.

Proof. Consider the commutative diagram

A∧ // B∧

A //

OO

B

OO

The vertical arrows are faithfully flat. Assume that A∧ → B∧ is flat. Then A→ B∧

is flat. Hence B is flat over A by Algebra, Lemma 39.9.
Assume that A → B is flat. Then A → B∧ is flat. Hence B∧/mnAB

∧ is flat over
A/mnA for all n ≥ 1. Note that mnAA

∧ is the nth power of the maximal ideal m∧
A

of A∧ and A/mnA = A∧/(m∧
A)n. Thus we see that B∧ is flat over A∧ by applying

Algebra, Lemma 99.11 (with R = A∧, I = m∧
A, S = B∧, M = S). □

Lemma 43.9.0AGX Let A→ B be a flat local homomorphism of Noetherian local rings
such that mAB = mB and κ(mA) = κ(mB). Then A→ B induces an isomorphism
A∧ → B∧ of completions.

https://stacks.math.columbia.edu/tag/07NX
https://stacks.math.columbia.edu/tag/07NY
https://stacks.math.columbia.edu/tag/0AP1
https://stacks.math.columbia.edu/tag/07NZ
https://stacks.math.columbia.edu/tag/0FIZ
https://stacks.math.columbia.edu/tag/0C4G
https://stacks.math.columbia.edu/tag/0AGX
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Proof. By Algebra, Lemma 97.7 we see that B∧ is the mA-adic completion of B
and that A∧ → B∧ is finite. Since A → B is flat we have TorA1 (B, κ(mA)) =
0. Hence we see that B∧ is flat over A∧ by Lemma 27.5. Thus B∧ is a free
A∧-module by Algebra, Lemma 78.5. Since A∧ → B∧ induces an isomorphism
κ(mA) = A∧/mAA

∧ → B∧/mAB
∧ = B∧/mBB

∧ = κ(mB) by our assumptions
(and Algebra, Lemma 96.3), we see that B∧ is free of rank 1. Thus A∧ → B∧ is
an isomorphism. □

44. Permanence of properties under étale maps

0AGY In this section we consider an étale ring map φ : A → B and we study which
properties of A are inherited by B and which properties of the local ring of B at q
are inherited by the local ring of A at p = φ−1(q). Basically, this section reviews
and collects earlier results and does not add any new material.
We will use without further mention that an étale ring map is flat (Algebra, Lemma
143.3) and that a flat local homomorphism of local rings is faithfully flat (Algebra,
Lemma 39.17).
Lemma 44.1.0AGZ If A → B is an étale ring map and q is a prime of B lying over
p ⊂ A, then Ap is Noetherian if and only if Bq is Noetherian.
Proof. Since Ap → Bq is faithfully flat we see that Bq Noetherian implies that Ap

is Noetherian, see Algebra, Lemma 164.1. Conversely, if Ap is Noetherian, then Bq

is Noetherian as it is a localization of a finite type Ap-algebra. □

Lemma 44.2.07QP If A → B is an étale ring map and q is a prime of B lying over
p ⊂ A, then dim(Ap) = dim(Bq).
Proof. Namely, because Ap → Bq is flat we have going down, and hence the
inequality dim(Ap) ≤ dim(Bq), see Algebra, Lemma 112.1. On the other hand,
suppose that q0 ⊂ q1 ⊂ . . . ⊂ qn is a chain of primes in Bq. Then the corresponding
sequence of primes p0 ⊂ p1 ⊂ . . . ⊂ pn (with pi = qi ∩ Ap) is chain also (i.e., no
equalities in the sequence) as an étale ring map is quasi-finite (see Algebra, Lemma
143.6) and a quasi-finite ring map induces a map of spectra with discrete fibres (by
definition). This means that dim(Ap) ≥ dim(Bq) as desired. □

Lemma 44.3.0AH0 If A → B is an étale ring map and q is a prime of B lying over
p ⊂ A, then Ap is regular if and only if Bq is regular.
Proof. By Lemma 44.1 we may assume both Ap and Bq are Noetherian in order
to prove the equivalence. Let x1, . . . , xt ∈ pAp be a minimal set of generators. As
Ap → Bq is faithfully flat we see that the images y1, . . . , yt in Bq form a minimal
system of generators for pBq = qBq (Algebra, Lemma 143.5). Regularity of Ap by
definition means t = dim(Ap) and similarly for Bq. Hence the lemma follows from
the equality dim(Ap) = dim(Bq) of Lemma 44.2. □

Lemma 44.4.0AP2 If A→ B is an étale ring map and A is a Dedekind domain, then
B is a finite product of Dedekind domains. In particular, the localizations Bq for
q ⊂ B maximal are discrete valuation rings.
Proof. The statement on the local rings follows from Lemmas 44.2 and 44.3 and
Algebra, Lemma 119.7. It follows that B is a Noetherian normal ring of dimension 1.
By Algebra, Lemma 37.16 we conclude that B is a finite product of normal domains
of dimension 1. These are Dedekind domains by Algebra, Lemma 120.17. □
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45. Permanence of properties under henselization

07QL Given a local ring R we denote Rh, resp. Rsh the henselization, resp. strict henseliza-
tion of R, see Algebra, Definition 155.3. Many of the properties of R are reflected
in Rh and Rsh as we will show in this section.

Lemma 45.1.07QM Let (R,m, κ) be a local ring. Then we have the following
(1) R→ Rh → Rsh are faithfully flat ring maps,
(2) mRh = mh and mRsh = mhRsh = msh,
(3) R/mn = Rh/mnRh for all n,
(4) there exist elements xi ∈ Rsh such that Rsh/mnRsh is a free R/mn-module

on xi mod mnRsh.

Proof. By construction Rh is a colimit of étale R-algebras, see Algebra, Lemma
155.1. Since étale ring maps are flat (Algebra, Lemma 143.3) we see that Rh is flat
over R by Algebra, Lemma 39.3. As a flat local ring homomorphism is faithfully
flat (Algebra, Lemma 39.17) we see that R → Rh is faithfully flat. The ring map
Rh → Rsh is a colimit of finite étale ring maps, see proof of Algebra, Lemma 155.2.
Hence the same arguments as above show that Rh → Rsh is faithfully flat.

Part (2) follows from Algebra, Lemmas 155.1 and 155.2. Part (3) follows from
Algebra, Lemma 101.1 because R/m → Rh/mRh is an isomorphism and R/mn →
Rh/mnRh is flat as a base change of the flat ring map R → Rh (Algebra, Lemma
39.7). Let κsep be the residue field of Rsh (it is a separable algebraic closure of κ).
Choose xi ∈ Rsh mapping to a basis of κsep as a κ-vector space. Then (4) follows
from Algebra, Lemma 101.1 in exactly the same way as above. □

Lemma 45.2.07QN Let (R,m, κ) be a local ring. Then
(1) R→ Rh, Rh → Rsh, and R→ Rsh are formally étale,
(2) R → Rh, Rh → Rsh, resp. R → Rsh are formally smooth in the mh, msh,

resp. msh-topology.

Proof. Part (1) follows from the fact that Rh and Rsh are directed colimits of étale
algebras (by construction), that étale algebras are formally étale (Algebra, Lemma
150.2), and that colimits of formally étale algebras are formally étale (Algebra,
Lemma 150.3). Part (2) follows from the fact that a formally étale ring map is
formally smooth and Lemma 37.2. □

Lemma 45.3.06LJ [DG67, IV,
Theorem 18.6.6 and
Proposition 18.8.8]

Let R be a local ring. The following are equivalent
(1) R is Noetherian,
(2) Rh is Noetherian, and
(3) Rsh is Noetherian.

In this case we have
(a) (Rh)∧ and (Rsh)∧ are Noetherian complete local rings,
(b) R∧ → (Rh)∧ is an isomorphism,
(c) Rh → (Rh)∧ and Rsh → (Rsh)∧ are flat,
(d) R∧ → (Rsh)∧ is formally smooth in the m(Rsh)∧-adic topology,
(e) (R∧)sh = R∧ ⊗Rh Rsh, and
(f) ((R∧)sh)∧ = (Rsh)∧.
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Proof. Since R → Rh → Rsh are faithfully flat (Lemma 45.1), we see that Rh or
Rsh being Noetherian implies that R is Noetherian, see Algebra, Lemma 164.1. In
the rest of the proof we assume R is Noetherian.
As m ⊂ R is finitely generated it follows that mh = mRh and msh = mRsh are
finitely generated, see Lemma 45.1. Hence (Rh)∧ and (Rsh)∧ are Noetherian by
Algebra, Lemma 160.3. This proves (a).
Note that (b) is immediate from Lemma 45.1. In particular we see that (Rh)∧ is
flat over R, see Algebra, Lemma 97.3.
Next, we show that Rh → (Rh)∧ is flat. Write Rh = colimiRi as a directed colimit
of localizations of étale R-algebras. By Algebra, Lemma 39.6 if (Rh)∧ is flat over
each Ri, then Rh → (Rh)∧ is flat. Note that Rh = Rhi (by construction). Hence
R∧
i = (Rh)∧ by part (b) is flat over Ri as desired. To finish the proof of (c) we show

that Rsh → (Rsh)∧ is flat. To do this, by a limit argument as above, it suffices to
show that (Rsh)∧ is flat over R. Note that it follows from Lemma 45.1 that (Rsh)∧

is the completion of a free R-module. By Lemma 27.2 we see this is flat over R as
desired. This finishes the proof of (c).
At this point we know (c) is true and that (Rh)∧ and (Rsh)∧ are Noetherian. It
follows from Algebra, Lemma 164.1 that Rh and Rsh are Noetherian.
Part (d) follows from Lemma 45.2 and Lemma 37.4.
Part (e) follows from Algebra, Lemma 155.13 and the fact that R∧ is henselian by
Algebra, Lemma 153.9.
Proof of (f). Using (e) there is a map Rsh → (R∧)sh which induces a map (Rsh)∧ →
((R∧)sh)∧ upon completion. Using (e) there is a map R∧ → (Rsh)∧. Since (Rsh)∧ is
strictly henselian (see above) this map induces a map (R∧)sh → (Rsh)∧ by Algebra,
Lemma 155.10. Completing we obtain a map ((R∧)sh)∧ → (Rsh)∧. We omit the
verification that these two maps are mutually inverse. □

Lemma 45.4.06DH Let R be a local ring. The following are equivalent: R is reduced, the
henselization Rh of R is reduced, and the strict henselization Rsh of R is reduced.

Proof. The ring maps R → Rh → Rsh are faithfully flat. Hence one direction
of the implications follows from Algebra, Lemma 164.2. Conversely, assume R is
reduced. Since Rh and Rsh are filtered colimits of étale, hence smooth R-algebras,
the result follows from Algebra, Lemma 163.7. □

Lemma 45.5.0ASE Let R be a local ring. Let nil(R) denote the ideal of nilpotent
elements of R. Then nil(R)Rh = nil(Rh) and nil(R)Rsh = nil(Rsh).

Proof. Note that nil(R) is the biggest ideal consisting of nilpotent elements such
that the quotient R/nil(R) is reduced. Note that nil(R)Rh consists of nilpotent
elements by Algebra, Lemma 32.3. Also, note thatRh/nil(R)Rh is the henselization
of R/nil(R) by Algebra, Lemma 156.2. Hence Rh/nil(R)Rh is reduced by Lemma
45.4. We conclude that nil(R)Rh = nil(Rh) as desired. Similarly for the strict
henselization but using Algebra, Lemma 156.4. □

Lemma 45.6.06DI Let R be a local ring. The following are equivalent: R is a normal
domain, the henselization Rh of R is a normal domain, and the strict henselization
Rsh of R is a normal domain.
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Proof. A preliminary remark is that a local ring is normal if and only if it is a
normal domain (see Algebra, Definition 37.11). The ring maps R→ Rh → Rsh are
faithfully flat. Hence one direction of the implications follows from Algebra, Lemma
164.3. Conversely, assume R is normal. Since Rh and Rsh are filtered colimits of
étale hence smooth R-algebras, the result follows from Algebra, Lemmas 163.9 and
37.17. □

Lemma 45.7.06LK Given any local ring R we have dim(R) = dim(Rh) = dim(Rsh).

Proof. Since R → Rsh is faithfully flat (Lemma 45.1) we see that dim(Rsh) ≥
dim(R) by going down, see Algebra, Lemma 112.1. For the converse, we write
Rsh = colimRi as a directed colimit of local rings Ri each of which is a localization
of an étale R-algebra. Now if q0 ⊂ q1 ⊂ . . . ⊂ qn is a chain of prime ideals in Rsh,
then for some sufficiently large i the sequence

Ri ∩ q0 ⊂ Ri ∩ q1 ⊂ . . . ⊂ Ri ∩ qn

is a chain of primes in Ri. Thus we see that dim(Rsh) ≤ supi dim(Ri). But by the
result of Lemma 44.2 we have dim(Ri) = dim(R) for each i and we win. □

Lemma 45.8.06LL Given a Noetherian local ring R we have depth(R) = depth(Rh) =
depth(Rsh).

Proof. By Lemma 45.3 we know that Rh and Rsh are Noetherian. Hence the
lemma follows from Algebra, Lemma 163.2. □

Lemma 45.9.06LM Let R be a Noetherian local ring. The following are equivalent: R
is Cohen-Macaulay, the henselization Rh of R is Cohen-Macaulay, and the strict
henselization Rsh of R is Cohen-Macaulay.

Proof. By Lemma 45.3 we know that Rh and Rsh are Noetherian, hence the
lemma makes sense. Since we have depth(R) = depth(Rh) = depth(Rsh) and
dim(R) = dim(Rh) = dim(Rsh) by Lemmas 45.8 and 45.7 we conclude. □

Lemma 45.10.06LN Let R be a Noetherian local ring. The following are equivalent:
R is a regular local ring, the henselization Rh of R is a regular local ring, and the
strict henselization Rsh of R is a regular local ring.

Proof. By Lemma 45.3 we know that Rh and Rsh are Noetherian, hence the lemma
makes sense. Let m be the maximal ideal of R. Let x1, . . . , xt ∈ m be a minimal
system of generators of m, i.e., such that the images in m/m2 form a basis over
κ = R/m. Because R → Rh and R → Rsh are faithfully flat, it follows that
the images xh1 , . . . , xht in Rh, resp. xsh1 , . . . , xsht in Rsh are a minimal system of
generators for mh = mRh, resp. msh = mRsh. Regularity of R by definition means
t = dim(R) and similarly for Rh and Rsh. Hence the lemma follows from the
equality of dimensions dim(R) = dim(Rh) = dim(Rsh) of Lemma 45.7 □

Lemma 45.11.0AP3 Let R be a Noetherian local ring. Then R is a discrete valuation
ring if and only if Rh is a discrete valuation ring if and only if Rsh is a discrete
valuation ring.

Proof. This follows from Lemmas 45.7 and 45.10 and Algebra, Lemma 119.7. □
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Lemma 45.12.0AH1 Let A be a ring. Let B be a filtered colimit of étale A-algebras.
Let p be a prime of A. If B is Noetherian, then there are finitely many primes
q1, . . . , qr lying over p, we have B⊗Aκ(p) =

∏
κ(qi), and each of the field extensions

κ(qi)/κ(p) is separable algebraic.

Proof. Write B as a filtered colimit B = colimBi with A→ Bi étale. Then on the
one hand B ⊗A κ(p) = colimBi ⊗A κ(p) is a filtered colimit of étale κ(p)-algebras,
and on the other hand it is Noetherian. An étale κ(p)-algebra is a finite product
of finite separable field extensions (Algebra, Lemma 143.4). Hence there are no
nontrivial specializations between the primes (which are all maximal and minimal
primes) of the algebras Bi⊗A κ(p) and hence there are no nontrivial specializations
between the primes of B ⊗A κ(p). Thus B ⊗A κ(p) is reduced and has finitely
many primes which all minimal. Thus it is a finite product of fields (use Algebra,
Lemma 25.4 or Algebra, Proposition 60.7). Each of these fields is a colimit of finite
separable extensions and hence the final statement of the lemma follows. □

Lemma 45.13.07QQ Let R be a Noetherian local ring. Let p ⊂ R be a prime. Then

Rh ⊗R κ(p) =
∏

i=1,...,t
κ(qi) resp. Rsh ⊗R κ(p) =

∏
i=1,...,s

κ(ri)

where q1, . . . , qt, resp. r1, . . . , rs are the prime of Rh, resp. Rsh lying over p. More-
over, the field extensions κ(qi)/κ(p) resp. κ(ri)/κ(p) are separable algebraic.

Proof. This can be deduced from the more general Lemma 45.12 using that the
henselization and strict henselization are Noetherian (as we’ve seen above). But we
also give a direct proof as follows.

We will use without further mention the results of Lemmas 45.1 and 45.3. Note
that Rh/pRh, resp. Rsh/pRsh is the henselization, resp. strict henselization of R/p,
see Algebra, Lemma 156.2 resp. Algebra, Lemma 156.4. Hence we may replace R
by R/p and assume that R is a Noetherian local domain and that p = (0). Since
Rh, resp. Rsh is Noetherian, it has finitely many minimal primes q1, . . . , qt, resp.
r1, . . . , rs. Since R → Rh, resp. R → Rsh is flat these are exactly the primes lying
over p = (0) (by going down). Finally, as R is a domain, we see that Rh, resp.
Rsh is reduced, see Lemma 45.4. Thus we see that Rh ⊗R κ(p) resp. Rsh ⊗R κ(p)
is a reduced Noetherian ring with finitely many primes, all of which are minimal
(and hence maximal). Thus these rings are Artinian and are products of their
localizations at maximal ideals, each necessarily a field (see Algebra, Proposition
60.7 and Algebra, Lemma 25.1).

The final statement follows from the fact that R→ Rh, resp. R→ Rsh is a colimit
of étale ring maps and hence the induced residue field extensions are colimits of
finite separable extensions, see Algebra, Lemma 143.5. □

46. Field extensions, revisited

07P0 In this section we study some peculiarities of field extensions in characteristic p > 0.

Definition 46.1.07P1 Let p be a prime number. Let k → K be an extension of fields
of characteristic p. Denote kKp the compositum of k and Kp in K.

(1) A subset {xi} ⊂ K is called p-independent over k if the elements xE =∏
xei
i where 0 ≤ ei < p are linearly independent over kKp.
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(2) A subset {xi} of K is called a p-basis of K over k if the elements xE form
a basis of K over kKp.

This is related to the notion of a p-basis of a Fp-algebra which we will discuss later
(insert future reference here).

Lemma 46.2.07P2 Let K/k be a field extension. Assume k has characteristic p > 0.
Let {xi} be a subset of K. The following are equivalent

(1) the elements {xi} are p-independent over k, and
(2) the elements dxi are K-linearly independent in ΩK/k.

Any p-independent collection can be extended to a p-basis of K over k. In particular,
the field K has a p-basis over k. Moreover, the following are equivalent:

(a) {xi} is a p-basis of K over k, and
(b) dxi is a basis of the K-vector space ΩK/k.

Proof. Assume (2) and suppose that
∑
aEx

E = 0 is a linear relation with aE ∈
kKp. Let θi : K → K be a k-derivation such that θi(xj) = δij (Kronecker delta).
Note that any k-derivation of K annihilates kKp. Applying θi to the given relation
we obtain new relations∑

E,ei>0
eiaEx

e1
1 . . . xei−1

i . . . xen
n = 0

Hence if we pick
∑
aEx

E as the relation with minimal total degree |E| =
∑
ei for

some aE ̸= 0, then we get a contradiction. Hence (1) holds.
If {xi} is a p-basis for K over k, then K ∼= kKp[Xi]/(Xp

i − x
p
i ). Hence we see that

dxi forms a basis for ΩK/k over K. Thus (a) implies (b).
Let {xi} be a p-independent subset of K over k. An application of Zorn’s lemma
shows that we can enlarge this to a maximal p-independent subset of K over k. We
claim that any maximal p-independent subset {xi} of K is a p-basis of K over k.
The claim will imply that (1) implies (2) and establish the existence of p-bases. To
prove the claim let L be the subfield of K generated by kKp and the xi. We have
to show that L = K. If x ∈ K but x ̸∈ L, then xp ∈ L and L(x) ∼= L[z]/(zp − x).
Hence {xi} ∪ {x} is p-independent over k, a contradiction.
Finally, we have to show that (b) implies (a). By the equivalence of (1) and (2) we
see that {xi} is a maximal p-independent subset of K over k. Hence by the claim
above it is a p-basis. □

Lemma 46.3.07P3 Let K/k be a field extension. Let {Kα}α∈A be a collection of
subfields of K with the following properties

(1) k ⊂ Kα for all α ∈ A,
(2) k =

⋂
α∈AKα,

(3) for α, α′ ∈ A there exists an α′′ ∈ A such that Kα′′ ⊂ Kα ∩Kα′ .
Then for n ≥ 1 and V ⊂ K⊕n a K-vector space we have V ∩ k⊕n ̸= 0 if and only
if V ∩K⊕n

α ̸= 0 for all α ∈ A.

Proof. By induction on n. The case n = 1 follows from the assumptions. Assume
the result proven for subspaces of K⊕n−1. Assume that V ⊂ K⊕n has nonzero
intersection with K⊕n

α for all α ∈ A. If V ∩ 0 ⊕ k⊕n−1 is nonzero then we win.
Hence we may assume this is not the case. By induction hypothesis we can find an
α such that V ∩ 0⊕K⊕n−1

α is zero. Let v = (x1, . . . , xn) ∈ V ∩K⊕n
α be a nonzero
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element. By our choice of α we see that x1 is not zero. Replace v by x−1
1 v so that

v = (1, x2, . . . , xn). Note that if v′ = (x′
1, . . . , x

′
n) ∈ V ∩Kα, then v′ − x′

1v = 0 by
our choice of α. Hence we see that V ∩ K⊕n

α = Kαv. If we choose some α′ such
that Kα′ ⊂ Kα, then we see that necessarily v ∈ V ∩K⊕n

α′ (by the same arguments
applied to α′). Hence

x2, . . . , xn ∈
⋂

α′∈A,Kα′ ⊂Kα

Kα′

which equals k by (2) and (3). □

Lemma 46.4.07P4 Let K be a field of characteristic p. Let {Kα}α∈A be a collection
of subfields of K with the following properties

(1) Kp ⊂ Kα for all α ∈ A,
(2) Kp =

⋂
α∈AKα,

(3) for α, α′ ∈ A there exists an α′′ ∈ A such that Kα′′ ⊂ Kα ∩Kα′ .
Then

(1) the intersection of the kernels of the maps ΩK/Fp
→ ΩK/Kα

is zero,
(2) for any finite extension L/K we have Lp =

⋂
α∈A L

pKα.

Proof. Proof of (1). Choose a p-basis {xi} for K over Fp. Suppose that η =∑
i∈I′ yidxi maps to zero in ΩK/Kα

for every α ∈ A. Here the index set I ′ is finite.
By Lemma 46.2 this means that for every α there exists a relation∑

E
aE,αx

E , aE,α ∈ Kα

where E runs over multi-indices E = (ei)i∈I′ with 0 ≤ ei < p. On the other hand,
Lemma 46.2 guarantees there is no such relation

∑
aEx

E = 0 with aE ∈ Kp. This
is a contradiction by Lemma 46.3.

Proof of (2). Suppose that we have a tower L/M/K of finite extensions of fields.
Set Mα = MpKα and Lα = LpKα = LpMα. Then we can first prove that Mp =⋂
α∈AMα, and after that prove that Lp =

⋂
α∈A Lα. Hence it suffices to prove

(2) for primitive field extensions having no nontrivial subfields. First, assume that
L = K(θ) is separable over K. Then L is generated by θp over K, hence we may
assume that θ ∈ Lp. In this case we see that

Lp = Kp ⊕Kpθ ⊕ . . .Kpθd−1 and LpKα = Kα ⊕Kαθ ⊕ . . .Kαθ
d−1

where d = [L : K]. Thus the conclusion is clear in this case. The other case is
where L = K(θ) with θp = t ∈ K, t ̸∈ Kp. In this case we have

Lp = Kp ⊕Kpt⊕ . . .Kptp−1 and LpKα = Kα ⊕Kαt⊕ . . .Kαt
p−1

Again the result is clear. □

Lemma 46.5.07P5 Let k be a field of characteristic p > 0. Let n,m ≥ 0. Let K be
the fraction field of k[[x1, . . . , xn]][y1, . . . , ym]. As k′ ranges through all subfields
k/k′/kp with [k : k′] <∞ the subfields

fraction field of k′[[xp1, . . . , xpn]][yp1 , . . . , ypm] ⊂ K

form a family of subfields as in Lemma 46.4. Moreover, each of the ring extensions
k′[[xp1, . . . , xpn]][yp1 , . . . , ypm] ⊂ k[[x1, . . . , xn]][y1, . . . , ym] is finite.
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Proof. Write A = k[[x1, . . . , xn]][y1, . . . , ym] and A′ = k′[[xp1, . . . , xpn]][yp1 , . . . , ypm].
We also denote K ′ the fraction field of A′. The ring extension k′[[xp1, . . . , x

p
d]] ⊂

k[[x1, . . . , xd]] is finite by Algebra, Lemma 97.7 which implies that A′ → A is finite.
For f ∈ A we see that fp ∈ A′. Hence Kp ⊂ K ′. Any element of K ′ can be written
as a/bp with a ∈ A′ and b ∈ A nonzero. Suppose that f/gp ∈ K, f, g ∈ A, g ̸= 0
is contained in K ′ for every choice of k′. Fix a choice of k′ for the moment. By
the above we see f/gp = a/bp for some a ∈ A′ and some nonzero b ∈ A. Hence
bpf ∈ A′. For any A′-derivation D : A → A we see that 0 = D(bpf) = bpD(f)
hence D(f) = 0 as A is a domain. Taking D = ∂xi

and D = ∂yj
we conclude

that f ∈ k[[xp1, . . . , xpn]][yp1 , . . . , y
p
d]. Applying a k′-derivation θ : k → k we similarly

conclude that all coefficients of f are in k′, i.e., f ∈ A′. Since it is clear that
Ap =

⋂
k′ A′ where k′ ranges over all subfields as in the lemma we win. □

47. The singular locus

07P6 Let R be a Noetherian ring. The regular locus Reg(X) of X = Spec(R) is the set
of primes p such that Rp is a regular local ring. The singular locus Sing(X) of
X = Spec(R) is the complement X \Reg(X), i.e., the set of primes p such that Rp

is not a regular local ring. By the discussion preceding Algebra, Definition 110.7 we
see that Reg(X) is stable under generalization. In this section we study conditions
that guarantee that Reg(X) is open.
Definition 47.1.07P7 [Mat70, (32.B)]Let R be a Noetherian ring. Let X = Spec(R).

(1) We say R is J-0 if Reg(X) contains a nonempty open.
(2) We say R is J-1 if Reg(X) is open.
(3) We say R is J-2 if any finite type R-algebra is J-1.

The ring Q[x]/(x2) does not satisfy J-0, but it does satisfy J-1. On the other
hand, J-1 implies J-0 for Noetherian domains and more generally nonzero reduced
Noetherian rings as such a ring is regular at the minimal primes. Here is a charac-
terization of the J-1 property.
Lemma 47.2.07P8 Let R be a Noetherian ring. Let X = Spec(R). The ring R is
J-1 if and only if V (p) ∩ Reg(X) contains a nonempty open subset of V (p) for all
p ∈ Reg(X).
Proof. This follows from Topology, Lemma 16.5 and the fact that Reg(X) is stable
under generalization by Algebra, Lemma 110.6. □

Lemma 47.3.07P9 Let R be a Noetherian ring. Let X = Spec(R). Assume that for
all primes p ⊂ R the ring R/p is J-0. Then R is J-1.
Proof. We will show that the criterion of Lemma 47.2 applies. Let p ∈ Reg(X)
be a prime of height r. Pick f1, . . . , fr ∈ p which map to generators of pRp. Since
p ∈ Reg(X) we see that f1, . . . , fr maps to a regular sequence in Rp, see Algebra,
Lemma 106.3. Thus by Algebra, Lemma 68.6 we see that after replacing R by Rg
for some g ∈ R, g ̸∈ p the sequence f1, . . . , fr is a regular sequence in R. After
another replacement we may also assume f1, . . . , fr generate p. Next, let p ⊂ q
be a prime ideal such that (R/p)q is a regular local ring. By the assumption of
the lemma there exists a non-empty open subset of V (p) consisting of such primes,
hence it suffices to prove Rq is regular. Note that f1, . . . , fr is a regular sequence in
Rq such that Rq/(f1, . . . , fr)Rq is regular. Hence Rq is regular by Algebra, Lemma
106.7. □

https://stacks.math.columbia.edu/tag/07P7
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Lemma 47.4.07PA Let R→ S be a ring map. Assume that
(1) R is a Noetherian domain,
(2) R→ S is injective and of finite type, and
(3) S is a domain and J-0.

Then R is J-0.

Proof. After replacing S by Sg for some nonzero g ∈ S we may assume that S is a
regular ring. By generic flatness we may assume that also R→ S is faithfully flat,
see Algebra, Lemma 118.1. Then R is regular by Algebra, Lemma 164.4. □

Lemma 47.5.07PB Let R→ S be a ring map. Assume that
(1) R is a Noetherian domain and J-0,
(2) R→ S is injective and of finite type, and
(3) S is a domain, and
(4) the induced extension of fraction fields is separable.

Then S is J-0.

Proof. We may replace R by a principal localization and assume R is a regular
ring. By Algebra, Lemma 140.9 the ring map R→ S is smooth at (0). Hence after
replacing S by a principal localization we may assume that S is smooth over R.
Then S is regular too, see Algebra, Lemma 163.10. □

Lemma 47.6.07PC Let R be a Noetherian ring. The following are equivalent
(1) R is J-2,
(2) every finite type R-algebra which is a domain is J-0,
(3) every finite R-algebra is J-1,
(4) for every prime p and every finite purely inseparable extension L/κ(p) there

exists a finite R-algebra R′ which is a domain, which is J-0, and whose field
of fractions is L.

Proof. It is clear that we have the implications (1) ⇒ (2) and (2) ⇒ (4). Recall
that a domain which is J-1 is J-0. Hence we also have the implications (1) ⇒ (3)
and (3) ⇒ (4).
Let R → S be a finite type ring map and let’s try to show S is J-1. By Lemma
47.3 it suffices to prove that S/q is J-0 for every prime q of S. In this way we see
(2) ⇒ (1).
Assume (4). We will show that (2) holds which will finish the proof. Let R → S
be a finite type ring map with S a domain. Let p = Ker(R → S). Let K be the
fraction field of S. There exists a diagram of fields

K // K ′

κ(p)

OO

// L

OO

where the horizontal arrows are finite purely inseparable field extensions and where
K ′/L is separable, see Algebra, Lemma 42.4. Choose R′ ⊂ L as in (4) and let S′

be the image of the map S ⊗R R′ → K ′. Then S′ is a domain whose fraction field
is K ′, hence S′ is J-0 by Lemma 47.5 and our choice of R′. Then we apply Lemma
47.4 to see that S is J-0 as desired. □

https://stacks.math.columbia.edu/tag/07PA
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48. Regularity and derivations

07PD Let R→ S be a ring map. Let D : R→ R be a derivation. We say that D extends
to S if there exists a derivation D′ : S → S such that

S
D′
// S

R

OO

D // R

OO

is commutative.

Lemma 48.1.07PE Let R be a ring. Let D : R→ R be a derivation.
(1) For any ideal I ⊂ R the derivation D extends canonically to a derivation

D∧ : R∧ → R∧ on the I-adic completion.
(2) For any multiplicative subset S ⊂ R the derivation D extends uniquely to

the localization S−1R of R.
If R ⊂ R′ is a finite type extension of rings such that Rg ∼= R′

g for some g ∈ R
which is a nonzerodivisor in R′, then gND extends to R′ for some N ≥ 0.

Proof. Proof of (1). For n ≥ 2 we have D(In) ⊂ In−1 by the Leibniz rule. Hence
D induces maps Dn : R/In → R/In−1. Taking the limit we obtain D∧. We omit
the verification that D∧ is a derivation.

Proof of (2). To extend D to S−1R just set D(r/s) = D(r)/s−rD(s)/s2 and check
the axioms.

Proof of the final statement. Let x1, . . . , xn ∈ R′ be generators of R′ over R. Choose
an N such that gNxi ∈ R. Consider gN+1D. By (2) this extends to Rg. Moreover,
by the Leibniz rule and our construction of the extension above we have

gN+1D(xi) = gN+1D(g−NgNxi) = −NgNxiD(g) + gD(gNxi)

and both terms are in R. This implies that

gN+1D(xe1
1 . . . xen

n ) =
∑

eix
e1
1 . . . xei−1

i . . . xen
n g

N+1D(xi)

is an element of R′. Hence every element of R′ (which can be written as a sum
of monomials in the xi with coefficients in R) is mapped to an element of R′ by
gN+1D and we win. □

Lemma 48.2.07PF Let R be a regular ring. Let f ∈ R. Assume there exists a derivation
D : R→ R such that D(f) is a unit of R/(f). Then R/(f) is regular.

Proof. It suffices to prove this when R is a local ring with maximal ideal m and
residue field κ. In this case it suffices to prove that f ̸∈ m2, see Algebra, Lemma
106.3. However, if f ∈ m2 then D(f) ∈ m by the Leibniz rule, a contradiction. □

Lemma 48.3.0GEE Let (R,m, κ) be a regular local ring. Let m ≥ 1. Let f1, . . . , fm ∈ m.
Assume there exist derivations D1, . . . , Dm : R → R such that det1≤i,j≤m(Di(fj))
is a unit of R. Then R/(f1, . . . , fm) is regular and f1, . . . , fm is a regular sequence.

Proof. It suffices to prove that f1, . . . , fm are κ-linearly independent in m/m2, see
Algebra, Lemma 106.3. However, if there is a nontrivial linear relation the we get∑
aifi ∈ m2 for some ai ∈ R but not all ai ∈ m. Observe that Di(m2) ⊂ m and

https://stacks.math.columbia.edu/tag/07PE
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Di(ajfj) ≡ ajDi(fj) mod m by the Leibniz rule for derivations. Hence this would
imply ∑

ajDi(fj) ∈ m

which would contradict the assumption on the determinant. □

Lemma 48.4.07PG Let R be a regular ring. Let f ∈ R. Assume there exists a derivation
D : R → R such that D(f) is a unit of R. Then R[z]/(zn − f) is regular for any
integer n ≥ 1. More generally, R[z]/(p(z)− f) is regular for any p ∈ Z[z].

Proof. By Algebra, Lemma 163.10 we see that R[z] is a regular ring. Apply Lemma
48.2 to the extension of D to R[z] which maps z to zero. This works because D
annihilates any polynomial with integer coefficients and sends f to a unit. □

Lemma 48.5.07PH Let p be a prime number. Let B be a domain with p = 0 in B. Let
f ∈ B be an element which is not a pth power in the fraction field of B. If B is
of finite type over a Noetherian complete local ring, then there exists a derivation
D : B → B such that D(f) is not zero.

Proof. Let R be a Noetherian complete local ring such that there exists a finite
type ring map R→ B. Of course we may replace R by its image in B, hence we may
assume R is a domain of characteristic p > 0 (as well as Noetherian complete local).
By Algebra, Lemma 160.11 we can write R as a finite extension of k[[x1, . . . , xn]]
for some field k and integer n. Hence we may replace R by k[[x1, . . . , xn]]. Next,
we use Algebra, Lemma 115.7 to factor R→ B as

R ⊂ R[y1, . . . , yd] ⊂ B′ ⊂ B
with B′ finite over R[y1, . . . , yd] and B′

g
∼= Bg for some nonzero g ∈ R. Note that

f ′ = gpNf ∈ B′ for some large integer N . It is clear that f ′ is not a pth power in
the fraction field of B′. If we can find a derivation D′ : B′ → B′ with D′(f ′) ̸= 0,
then Lemma 48.1 guarantees that D = gMD′ extends to B for some M > 0. Then
D(f) = gND′(f) = gMD′(g−pNf ′) = gM−pND′(f ′) is nonzero. Thus it suffices to
prove the lemma in case B is a finite extension of A = k[[x1, . . . , xn]][y1, . . . , ym].
Assume B is a finite extension of A = k[[x1, . . . , xn]][y1, . . . , ym]. Denote L the
fraction field of B. Note that df is not zero in ΩL/Fp

, see Algebra, Lemma 158.2.
We apply Lemma 46.5 to find a subfield k′ ⊂ k of finite index such that with
A′ = k′[[xp1, . . . , xpn]][yp1 , . . . , ypm] the element df does not map to zero in ΩL/K′

where K ′ is the fraction field of A′. Thus we can choose a K ′-derivation D′ : L→ L
with D′(f) ̸= 0. Since A′ ⊂ A and A ⊂ B are finite by construction we see that
A′ ⊂ B is finite. Choose b1, . . . , bt ∈ B which generate B as an A′-module. Then
D′(bi) = fi/gi for some fi, gi ∈ B with gi ̸= 0. Setting D = g1 . . . gtD

′ we win. □

Lemma 48.6.07PI Let A be a Noetherian complete local domain. Then A is J-0.

Proof. By Algebra, Lemma 160.11 we can find a regular subring A0 ⊂ A with A
finite over A0. The induced extension K/K0 of fraction fields is finite. If K/K0
is separable, then we are done by Lemma 47.5. If not, then A0 and A have char-
acteristic p > 0. For any subextension K/M/K0 there exists a finite subextension
A0 ⊂ B ⊂ A whose fraction field is M . Hence, arguing by induction on [K : K0]
we may assume there exists A0 ⊂ B ⊂ A such that B is J-0 and K/M has no
nontrivial subextensions. In this case, if K/M is separable, then we see that A is
J-0 by Lemma 47.5. If not, then K = M [z]/(zp − b1/b2) for some b1, b2 ∈ B with

https://stacks.math.columbia.edu/tag/07PG
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b2 ̸= 0 and b1/b2 not a pth power in M . Choose a ∈ A nonzero such that az ∈ A.
After replacing z by b2a

pz we obtain K = M [z]/(zp − b) with z ∈ A and b ∈ B
not a pth power in M . By Lemma 48.5 we can find a derivation D : B → B with
D(b) ̸= 0. Applying Lemma 48.4 we see that Ap is regular for any prime p of A
lying over a regular prime of B and not containing D(b). As B is J-0 we conclude
A is too. □

Proposition 48.7.07PJ The following types of rings are J-2:
(1) fields,
(2) Noetherian complete local rings,
(3) Z,
(4) Noetherian local rings of dimension 1,
(5) Nagata rings of dimension 1,
(6) Dedekind domains with fraction field of characteristic zero,
(7) finite type ring extensions of any of the above.

Proof. For cases (1), (3), (5), and (6) this is proved by checking condition (4) of
Lemma 47.6. We will only do this in case R is a Nagata ring of dimension 1. Let
p ⊂ R be a prime ideal and let L/κ(p) be a finite purely inseparable extension. If
p ⊂ R is a maximal ideal, then R → L is finite and L is a regular ring and we’ve
checked the condition. If p ⊂ R is a minimal prime, then the Nagata condition
insures that the integral closure R′ ⊂ L of R in L is finite over R. Then R′ is
a normal domain of dimension 1 (Algebra, Lemma 112.3) hence regular (Algebra,
Lemma 157.4) and we’ve checked the condition in this case as well.
For case (2), we will use condition (3) of Lemma 47.6. Let R be a Noetherian
complete local ring. Note that if R→ R′ is finite, then R′ is a product of Noetherian
complete local rings, see Algebra, Lemma 160.2. Hence it suffices to prove that a
Noetherian complete local ring which is a domain is J-0, which is Lemma 48.6.
For case (4), we also use condition (3) of Lemma 47.6. Namely, if R is a local
Noetherian ring of dimension 1 and R→ R′ is finite, then Spec(R′) is finite. Since
the regular locus is stable under generalization, we see that R′ is J-1. □

49. Formal smoothness and regularity

07PK The title of this section refers to Proposition 49.2.

Lemma 49.1.07PL Let A → B be a local homomorphism of Noetherian local rings.
Let D : A→ A be a derivation. Assume that B is complete and A→ B is formally
smooth in the mB-adic topology. Then there exists an extension D′ : B → B of D.

Proof. Denote B[ϵ] = B[x]/(x2) the ring of dual numbers over B. Consider the
ring map ψ : A→ B[ϵ], a 7→ a+ ϵD(a). Consider the commutative diagram

B
1
// B

A

OO

ψ // B[ϵ]

OO

By Lemma 37.5 and the assumption of formal smoothness of B/A we find a map
φ : B → B[ϵ] fitting into the diagram. Write φ(b) = b+ ϵD′(b). Then D′ : B → B
is the desired extension. □

https://stacks.math.columbia.edu/tag/07PJ
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Proposition 49.2.07PM Let A→ B be a local homomorphism of Noetherian complete
local rings. Let k be the residue field of A and B = B ⊗A k the special fibre. The
following are equivalent

(1) A→ B is regular,
(2) A→ B is flat and B is geometrically regular over k,
(3) A→ B is flat and k → B is formally smooth in the mB-adic topology, and
(4) A→ B is formally smooth in the mB-adic topology.

Proof. We have seen the equivalence of (2), (3), and (4) in Proposition 40.5. It is
clear that (1) implies (2). Thus we assume the equivalent conditions (2), (3), and
(4) hold and we prove (1).

Let p be a prime of A. We will show that B ⊗A κ(p) is geometrically regular over
κ(p). By Lemma 37.8 we may replace A by A/p and B by B/pB. Thus we may
assume that A is a domain and that p = (0).

Choose A0 ⊂ A as in Algebra, Lemma 160.11. We will use all the properties stated
in that lemma without further mention. As A0 → A induces an isomorphism on
residue fields, and as B/mAB is geometrically regular over A/mA we can find a
diagram

C // B

A0 //

OO

A

OO

with A0 → C formally smooth in the mC-adic topology such that B = C ⊗A0 A,
see Remark 40.7. (Completion in the tensor product is not needed as A0 → A is
finite, see Algebra, Lemma 97.1.) Hence it suffices to show that C ⊗A0 K0 is a
geometrically regular algebra over the fraction field K0 of A0.

The upshot of the preceding paragraph is that we may assume thatA = k[[x1, . . . , xn]]
where k is a field or A = Λ[[x1, . . . , xn]] where Λ is a Cohen ring. In this case B
is a regular ring, see Algebra, Lemma 112.8. Hence B ⊗A K is a regular ring too
(where K is the fraction field of A) and we win if the characteristic of K is zero.

Thus we are left with the case where A = k[[x1, . . . , xn]] and k is a field of charac-
teristic p > 0. Let L/K be a finite purely inseparable field extension. We will show
by induction on [L : K] that B ⊗A L is regular. The base case is L = K which
we’ve seen above. Let K ⊂M ⊂ L be a subfield such that L is a degree p extension
of M obtained by adjoining a pth root of an element f ∈ M . Let A′ be a finite
A-subalgebra of M with fraction field M . Clearing denominators, we may and do
assume f ∈ A′. Set A′′ = A′[z]/(zp − f) and note that A′ ⊂ A′′ is finite and that
the fraction field of A′′ is L. By induction we know that B ⊗AM ring is regular.
We have

B ⊗A L = B ⊗AM [z]/(zp − f)
By Lemma 48.5 we know there exists a derivation D : A′ → A′ such that D(f) ̸= 0.
As A′ → B ⊗A A′ is formally smooth in the m-adic topology by Lemma 37.9 we
can use Lemma 49.1 to extend D to a derivation D′ : B ⊗A A′ → B ⊗A A′. Note
that D′(f) = D(f) is a unit in B ⊗A M as D(f) is not zero in A′ ⊂ M . Hence
B ⊗A L is regular by Lemma 48.4 and we win. □

https://stacks.math.columbia.edu/tag/07PM
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50. G-rings

07GG Let A be a Noetherian local ring A. In Section 43 we have seen that some but not
all properties of A are reflected in the completion A∧ of A. To study this further
we introduce some terminology. For a prime q of A the fibre ring

A∧ ⊗A κ(q) = (A∧)q/q(A∧)q = (A/q)∧ ⊗A/q κ(q)
is called a formal fibre of A. We think of the formal fibre as an algebra over κ(q).
Thus A → A∧ is a regular ring homomorphism if and only if all the formal fibres
are geometrically regular algebras.

Definition 50.1.07GH A ring R is called a G-ring if R is Noetherian and for every
prime p of R the ring map Rp → (Rp)∧ is regular.

By the discussion above we see that R is a G-ring if and only if every local ring
Rp has geometrically regular formal fibres. Note that if Q ⊂ R, then it suffices to
check the formal fibres are regular. Another way to express the G-ring condition is
described in the following lemma.

Lemma 50.2.07PN Let R be a Noetherian ring. Then R is a G-ring if and only if for
every pair of primes q ⊂ p ⊂ R the algebra

(R/q)∧
p ⊗R/q κ(q)

is geometrically regular over κ(q).

Proof. This follows from the fact that
R∧

p ⊗R κ(q) = (R/q)∧
p ⊗R/q κ(q)

as algebras over κ(q). □

Lemma 50.3.07PP Let R→ R′ be a finite type map of Noetherian rings and let

q′ // p′ // R′

q // p // R

OO

be primes. Assume R→ R′ is quasi-finite at p′.
(1) If the formal fibre R∧

p ⊗R κ(q) is geometrically regular over κ(q), then the
formal fibre R′

p′ ⊗R′ κ(q′) is geometrically regular over κ(q′).
(2) If the formal fibres of Rp are geometrically regular, then the formal fibres

of R′
p′ are geometrically regular.

(3) If R→ R′ is quasi-finite and R is a G-ring, then R′ is a G-ring.

Proof. It is clear that (1) ⇒ (2) ⇒ (3). Assume R∧
p ⊗R κ(q) is geometrically

regular over κ(q). By Algebra, Lemma 124.3 we see that
R∧

p ⊗R R′ = (R′
p′)∧ ×B

for some R∧
p -algebra B. Hence R′

p′ → (R′
p′)∧ is a factor of a base change of the

map Rp → R∧
p . It follows that (R′

p′)∧ ⊗R′ κ(q′) is a factor of

R∧
p ⊗R R′ ⊗R′ κ(q′) = R∧

p ⊗R κ(q)⊗κ(q) κ(q′).
Thus the result follows as extension of base field preserves geometric regularity, see
Algebra, Lemma 166.1. □
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Lemma 50.4.07PQ Let R be a Noetherian ring. Then R is a G-ring if and only if for
every finite free ring map R→ S the formal fibres of S are regular rings.

Proof. Assume that for any finite free ring map R → S the ring S has regular
formal fibres. Let q ⊂ p ⊂ R be primes and let κ(q) ⊂ L be a finite purely
inseparable extension. To show that R is a G-ring it suffices to show that

R∧
p ⊗R κ(q)⊗κ(q) L

is a regular ring. Choose a finite free extension R → R′ such that q′ = qR′ is a
prime and such that κ(q′) is isomorphic to L over κ(q), see Algebra, Lemma 159.3.
By Algebra, Lemma 97.8 we have

R∧
p ⊗R R′ =

∏
(R′

p′
i
)∧

where p′
i are the primes of R′ lying over p. Thus we have

R∧
p ⊗R κ(q)⊗κ(q) L = R∧

p ⊗R R′ ⊗R′ κ(q′) =
∏

(R′
p′

i
)∧ ⊗R′

p′
i

κ(q′)

Our assumption is that the rings on the right are regular, hence the ring on the left
is regular too. Thus R is a G-ring. The converse follows from Lemma 50.3. □

Lemma 50.5.07PR Let k be a field of characteristic p. Let A = k[[x1, . . . , xn]][y1, . . . , yn]
and denote K the fraction field of A. Let p ⊂ A be a prime. Then A∧

p ⊗A K is
geometrically regular over K.

Proof. Let L/K be a finite purely inseparable field extension. We will show by
induction on [L : K] that A∧

p ⊗ L is regular. The base case is L = K: as A is
regular, A∧

p is regular (Lemma 43.4), hence the localization A∧
p ⊗K is regular. Let

K ⊂ M ⊂ L be a subfield such that L is a degree p extension of M obtained by
adjoining a pth root of an element f ∈ M . Let B be a finite A-subalgebra of M
with fraction field M . Clearing denominators, we may and do assume f ∈ B. Set
C = B[z]/(zp − f) and note that B ⊂ C is finite and that the fraction field of C is
L. Since A ⊂ B ⊂ C are finite and L/M/K are purely inseparable we see that for
every element of B or C some power of it lies in A. Hence there is a unique prime
r ⊂ B, resp. q ⊂ C lying over p. Note that

A∧
p ⊗AM = B∧

r ⊗B M

see Algebra, Lemma 97.8. By induction we know that this ring is regular. In the
same manner we have

A∧
p ⊗A L = C∧

r ⊗C L = B∧
r ⊗B M [z]/(zp − f)

the last equality because the completion of C = B[z]/(zp−f) equals B∧
r [z]/(zp−f).

By Lemma 48.5 we know there exists a derivation D : B → B such that D(f) ̸=
0. In other words, g = D(f) is a unit in M ! By Lemma 48.1 D extends to a
derivation of Br, B∧

r and B∧
r ⊗BM (successively extending through a localization, a

completion, and a localization). Since it is an extension we end up with a derivation
of B∧

r ⊗BM which maps f to g and g is a unit of the ring B∧
r ⊗BM . Hence A∧

p ⊗AL
is regular by Lemma 48.4 and we win. □

Proposition 50.6.07PS A Noetherian complete local ring is a G-ring.
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Proof. Let A be a Noetherian complete local ring. By Lemma 50.2 it suffices to
check that B = A/q has geometrically regular formal fibres over the minimal prime
(0) of B. Thus we may assume that A is a domain and it suffices to check the
condition for the formal fibres over the minimal prime (0) of A. Let K be the
fraction field of A.

We can choose a subring A0 ⊂ A which is a regular complete local ring such that
A is finite over A0, see Algebra, Lemma 160.11. Moreover, we may assume that A0
is a power series ring over a field or a Cohen ring. By Lemma 50.3 we see that it
suffices to prove the result for A0.

Assume that A is a power series ring over a field or a Cohen ring. Since A is regular
the localizations Ap are regular (see Algebra, Definition 110.7 and the discussion
preceding it). Hence the completions A∧

p are regular, see Lemma 43.4. Hence
the fibre A∧

p ⊗A K is, as a localization of A∧
p , also regular. Thus we are done

if the characteristic of K is 0. The positive characteristic case is the case A =
k[[x1, . . . , xd]] which is a special case of Lemma 50.5. □

Lemma 50.7.07PT Let R be a Noetherian ring. Then R is a G-ring if and only if Rm

has geometrically regular formal fibres for every maximal ideal m of R.

Proof. Assume Rm → R∧
m is regular for every maximal ideal m of R. Let p be a

prime of R and choose a maximal ideal p ⊂ m. Since Rm → R∧
m is faithfully flat we

can choose a prime p′ if R∧
m lying over pRm. Consider the commutative diagram

R∧
m

// (R∧
m)p′ // (R∧

m)∧
p′

Rm

OO

// Rp

OO

// R∧
p

OO

By assumption the ring map Rm → R∧
m is regular. By Proposition 50.6 (R∧

m)p′ →
(R∧

m)∧
p′ is regular. The localization R∧

m → (R∧
m)p′ is regular. Hence Rm → (R∧

m)∧
p′

is regular by Lemma 41.4. Since it factors through the localization Rp, also the
ring map Rp → (R∧

m)∧
p′ is regular. Thus we may apply Lemma 41.7 to see that

Rp → R∧
p is regular. □

Lemma 50.8.07QR Let R be a Noetherian local ring which is a G-ring. Then the
henselization Rh and the strict henselization Rsh are G-rings.

Proof. We will use the criterion of Lemma 50.7. Let q ⊂ Rh be a prime and set
p = R ∩ q. Set q1 = q and let q2, . . . , qt be the other primes of Rh lying over p,
so that Rh ⊗R κ(p) =

∏
i=1,...,t κ(qi), see Lemma 45.13. Using that (Rh)∧ = R∧

(Lemma 45.3) we see∏
i=1,...,t

(Rh)∧ ⊗Rh κ(qi) = (Rh)∧ ⊗Rh (Rh ⊗R κ(p)) = R∧ ⊗R κ(p)

Hence (Rh)∧ ⊗Rh κ(qi) is geometrically regular over κ(p) by assumption. Since
κ(qi) is separable algebraic over κ(p) it follows from Algebra, Lemma 166.6 that
(Rh)∧ ⊗Rh κ(qi) is geometrically regular over κ(qi).

Let r ⊂ Rsh be a prime and set p = R∩ r. Set r1 = r and let r2, . . . , rs be the other
primes of Rsh lying over p, so that Rsh⊗R κ(p) =

∏
i=1,...,s κ(ri), see Lemma 45.13.
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Then we see that∏
i=1,...,s

(Rsh)∧ ⊗Rsh κ(ri) = (Rsh)∧ ⊗Rsh (Rsh ⊗R κ(p)) = (Rsh)∧ ⊗R κ(p)

Note that R∧ → (Rsh)∧ is formally smooth in the m(Rsh)∧-adic topology, see
Lemma 45.3. Hence R∧ → (Rsh)∧ is regular by Proposition 49.2. We conclude
that (Rsh)∧⊗Rsh κ(ri) is regular over κ(p) by Lemma 41.4 as R∧⊗R κ(p) is regular
over κ(p) by assumption. Since κ(ri) is separable algebraic over κ(p) it follows
from Algebra, Lemma 166.6 that (Rsh)∧ ⊗Rsh κ(ri) is geometrically regular over
κ(ri). □

Lemma 50.9.07PU Let p be a prime number. Let A be a Noetherian complete local
domain with fraction field K of characteristic p. Let q ⊂ A[x] be a maximal ideal
lying over the maximal ideal of A and let (0) ̸= r ⊂ q be a prime lying over (0) ⊂ A.
Then A[x]∧q ⊗A[x] κ(r) is geometrically regular over κ(r).

Proof. Note that K ⊂ κ(r) is finite. Hence, given a finite purely inseparable ex-
tension L/κ(r) there exists a finite extension of Noetherian complete local domains
A ⊂ B such that κ(r) ⊗A B surjects onto L. Namely, you take B ⊂ L a finite
A-subalgebra whose field of fractions is L. Denote r′ ⊂ B[x] the kernel of the map
B[x] = A[x]⊗A B → κ(r)⊗A B → L so that κ(r′) = L. Then

A[x]∧q ⊗A[x] L = A[x]∧q ⊗A[x] B[x]⊗B[x] κ(r′) =
∏

B[x]∧qi
⊗B[x] κ(r′)

where q1, . . . , qt are the primes of B[x] lying over q, see Algebra, Lemma 97.8. Thus
we see that it suffices to prove the rings B[x]∧qi

⊗B[x] κ(r′) are regular. This reduces
us to showing that A[x]∧q ⊗A[x] κ(r) is regular in the special case that K = κ(r).

Assume K = κ(r). In this case we see that rK[x] is generated by x − f for some
f ∈ K and

A[x]∧q ⊗A[x] κ(r) = (A[x]∧q ⊗A K)/(x− f)
The derivation D = d/dx of A[x] extends to K[x] and maps x−f to a unit of K[x].
Moreover D extends to A[x]∧q ⊗A K by Lemma 48.1. As A → A[x]∧q is formally
smooth (see Lemmas 37.2 and 37.4) the ring A[x]∧q ⊗AK is regular by Proposition
49.2 (the arguments of the proof of that proposition simplify significantly in this
particular case). We conclude by Lemma 48.2. □

Proposition 50.10.07PV Let R be a G-ring. If R→ S is essentially of finite type then
S is a G-ring.

Proof. Since being a G-ring is a property of the local rings it is clear that a
localization of a G-ring is a G-ring. Conversely, if every localization at a prime is
a G-ring, then the ring is a G-ring. Thus it suffices to show that Sq is a G-ring for
every finite type R-algebra S and every prime q of S. Writing S as a quotient of
R[x1, . . . , xn] we see from Lemma 50.3 that it suffices to prove that R[x1, . . . , xn] is
a G-ring. By induction on n it suffices to prove that R[x] is a G-ring. Let q ⊂ R[x]
be a maximal ideal. By Lemma 50.7 it suffices to show that

R[x]q −→ R[x]∧q
is regular. If q lies over p ⊂ R, then we may replace R by Rp. Hence we may assume
that R is a Noetherian local G-ring with maximal ideal m and that q ⊂ R[x] lies
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over m. Note that there is a unique prime q′ ⊂ R∧[x] lying over q. Consider the
diagram

R[x]∧q // (R∧[x]q′)∧

R[x]q //

OO

R∧[x]q′

OO

Since R is a G-ring the lower horizontal arrow is regular (as a localization of a
base change of the regular ring map R → R∧). Suppose we can prove the right
vertical arrow is regular. Then it follows that the composition R[x]q → (R∧[x]q′)∧

is regular, and hence the left vertical arrow is regular by Lemma 41.7. Hence we
see that we may assume R is a Noetherian complete local ring and q a prime lying
over the maximal ideal of R.
Let R be a Noetherian complete local ring and let q ⊂ R[x] be a maximal ideal
lying over the maximal ideal of R. Let r ⊂ q be a prime ideal. We want to show
that R[x]∧q ⊗R[x] κ(r) is a geometrically regular algebra over κ(r). Set p = R ∩ r.
Then we can replace R by R/p and q and r by their images in R/p[x], see Lemma
50.2. Hence we may assume that R is a domain and that r ∩R = (0).
By Algebra, Lemma 160.11 we can find R0 ⊂ R which is regular and such that R is
finite over R0. Applying Lemma 50.3 we see that it suffices to prove R[x]∧q ⊗R[x]κ(r)
is geometrically regular over κ(r) when, in addition to the above, R is a regular
complete local ring.
Now R is a regular complete local ring, we have q ⊂ r ⊂ R[x], we have (0) = R ∩ r
and q is a maximal ideal lying over the maximal ideal of R. Since R is regular
the ring R[x] is regular (Algebra, Lemma 163.10). Hence the localization R[x]q is
regular. Hence the completions R[x]∧q are regular, see Lemma 43.4. Hence the fibre
R[x]∧q ⊗R[x] κ(r) is, as a localization of R[x]∧q , also regular. Thus we are done if the
characteristic of the fraction field of R is 0.
If the characteristic of R is positive, then R = k[[x1, . . . , xn]]. In this case we split
the argument in two subcases:

(1) The case r = (0). The result is a direct consequence of Lemma 50.5.
(2) The case r ̸= (0). This is Lemma 50.9.

□

Remark 50.11.07PW Let R be a G-ring and let I ⊂ R be an ideal. In general it is
not the case that the I-adic completion R∧ is a G-ring. An example was given
by Nishimura in [Nis81]. A generalization and, in some sense, clarification of this
example can be found in the last section of [Dum00].

Proposition 50.12.07PX The following types of rings are G-rings:
(1) fields,
(2) Noetherian complete local rings,
(3) Z,
(4) Dedekind domains with fraction field of characteristic zero,
(5) finite type ring extensions of any of the above.

Proof. For fields, Z and Dedekind domains of characteristic zero this follows imme-
diately from the definition and the fact that the completion of a discrete valuation
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ring is a discrete valuation ring. A Noetherian complete local ring is a G-ring by
Proposition 50.6. The statement on finite type overrings is Proposition 50.10. □

Lemma 50.13.0A41 Let (A,m) be a henselian local ring. Then A is a filtered colimit
of a system of henselian local G-rings with local transition maps.

Proof. Write A = colimAi as a filtered colimit of finite type Z-algebras. Let pi be
the prime ideal of Ai lying under m. We may replace Ai by the localization of Ai
at pi. Then Ai is a Noetherian local G-ring (Proposition 50.12). By Lemma 12.5
we see that A = colimAhi . By Lemma 50.8 the rings Ahi are G-rings. □

Lemma 50.14.0AH2 [Mat70, Theorem
79]

Let A be a G-ring. Let I ⊂ A be an ideal and let A∧ be the
completion of A with respect to I. Then A→ A∧ is regular.

Proof. The ring map A → A∧ is flat by Algebra, Lemma 97.2. The ring A∧ is
Noetherian by Algebra, Lemma 97.6. Thus it suffices to check the third condition
of Lemma 41.2. Let m′ ⊂ A∧ be a maximal ideal lying over m ⊂ A. By Algebra,
Lemma 96.6 we have IA∧ ⊂ m′. Since A∧/IA∧ = A/I we see that I ⊂ m, m/I =
m′/IA∧, and A/m = A∧/m′. Since A∧/m′ is a field, we conclude that m is a
maximal ideal as well. Then Am → A∧

m′ is a flat local ring homomorphism of
Noetherian local rings which identifies residue fields and such that mA∧

m′ = m′A∧
m′ .

Thus it induces an isomorphism on complete local rings, see Lemma 43.9. Let
(Am)∧ be the completion of Am with respect to its maximal ideal. The ring map

(A∧)m′ → ((A∧)m′)∧ = (Am)∧

is faithfully flat (Algebra, Lemma 97.3). Thus we can apply Lemma 41.7 to the
ring maps

Am → (A∧)m′ → (Am)∧

to conclude because Am → (Am)∧ is regular as A is a G-ring. □

Lemma 50.15.0AH3 [Gre76, Theorem 5.3
i)]

Let A be a G-ring. Let I ⊂ A be an ideal. Let (Ah, Ih) be the
henselization of the pair (A, I), see Lemma 12.1. Then Ah is a G-ring.

Proof. Let mh ⊂ Ah be a maximal ideal. We have to show that the map from
Ahmh to its completion has geometrically regular fibres, see Lemma 50.7. Let m be
the inverse image of mh in A. Note that Ih ⊂ mh and hence I ⊂ m as (Ah, Ih)
is a henselian pair. Recall that Ah is Noetherian, Ih = IAh, and that A → Ah

induces an isomorphism on I-adic completions, see Lemma 12.4. Then the local
homomorphism of Noetherian local rings

Am → Ahmh

induces an isomorphism on completions at maximal ideals by Lemma 43.9 (details
omitted). Let qh be a prime of Ahmh lying over q ⊂ Am. Set q1 = qh and let q2, . . . , qt
be the other primes of Ah lying over q, so that Ah ⊗A κ(q) =

∏
i=1,...,t κ(qi), see

Lemma 45.12. Using that (Ah)∧
mh = (Am)∧ as discussed above we see∏

i=1,...,t
(Ahmh)∧ ⊗Ah

mh
κ(qi) = (Ahmh)∧ ⊗Ah

mh
(Ahmh ⊗Am

κ(q)) = (Am)∧ ⊗Am
κ(q)

Hence, as one of the components, the ring

(Ahmh)∧ ⊗Ah

mh
κ(qh)

https://stacks.math.columbia.edu/tag/0A41
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is geometrically regular over κ(q) by assumption on A. Since κ(qh) is separable
algebraic over κ(q) it follows from Algebra, Lemma 166.6 that

(Ahmh)∧ ⊗Ah

mh
κ(qh)

is geometrically regular over κ(qh) as desired. □

51. Properties of formal fibres

0BIR In this section we redo some of the arguments of Section 50 for to be able to talk
intelligently about properties of the formal fibres of Noetherian rings.
Let P be a property of ring maps k → R where k is a field and R is Noetherian.
We say P holds for the fibres of a ring homomorphism A→ B with B Noetherian
if P holds for κ(q)→ B ⊗A κ(q) for all primes q of A. In the following we will use
the following assertions

(A) P (k → R)⇒ P (k′ → R⊗k k′) for finitely generated field extensions k′/k,
(B) P (k → Rp), ∀p ∈ Spec(R)⇔ P (k → R),
(C) given flat maps A → B → C of Noetherian rings, if the fibres of A → B

have P and B → C is regular, then the fibres of A→ C have P ,
(D) given flat maps A → B → C of Noetherian rings if the fibres of A → C

have P and B → C is faithfully flat, then the fibres of A→ B have P ,
(E) given k → k′ → R with R Noetherian if k′/k is separable algebraic and

P (k → R), then P (k′ → R), and
(F) add more here.

Given a Noetherian local ring A we say “the formal fibres of A have P” if P holds
for the fibres of A→ A∧. We say that R is a P -ring if R is Noetherian and for all
primes p of R the formal fibres of Rp have P .

Lemma 51.1.0BIS Let R be a Noetherian ring. Let P be a property as above. Then
R is a P -ring if and only if for every pair of primes q ⊂ p ⊂ R the κ(q)-algebra

(R/q)∧
p ⊗R/q κ(q)

has property P .

Proof. This follows from the fact that
R∧

p ⊗R κ(q) = (R/q)∧
p ⊗R/q κ(q)

as algebras over κ(q). □

Lemma 51.2.0BK8 Let R → Λ be a homomorphism of Noetherian rings. Assume P
has property (B). The following are equivalent

(1) the fibres of R→ Λ have P ,
(2) the fibres of Rp → Λq have P for all q ⊂ Λ lying over p ⊂ R, and
(3) the fibres of Rm → Λm′ have P for all maximal ideals m′ ⊂ Λ lying over m

in R.

Proof. Let p ⊂ R be a prime. Then the fibre over p is the ring Λ ⊗R κ(p) whose
spectrum maps bijectively onto the subset of Spec(Λ) consisting of primes q lying
over p, see Algebra, Remark 18.5. For such a prime q choose a maximal ideal q ⊂ m′

and set m = R ∩m′. Then p ⊂ m and we have
(Λ⊗R κ(p))q ∼= (Λm′ ⊗Rm

κ(p))q

https://stacks.math.columbia.edu/tag/0BIS
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as κ(q)-algebras. Thus (1), (2), and (3) are equivalent because by (B) we can check
property P on local rings. □

Lemma 51.3.0BIT Let R→ R′ be a finite type map of Noetherian rings and let

q′ // p′ // R′

q // p // R

OO

be primes. Assume R→ R′ is quasi-finite at p′. Assume P satisfies (A) and (B).
(1) If κ(q)→ R∧

p ⊗R κ(q) has P , then κ(q′)→ R′
p′ ⊗R′ κ(q′) has P .

(2) If the formal fibres of Rp have P , then the formal fibres of R′
p′ have P .

(3) If R→ R′ is quasi-finite and R is a P -ring, then R′ is a P -ring.

Proof. It is clear that (1) ⇒ (2) ⇒ (3). Assume P holds for κ(q)→ R∧
p ⊗R κ(q).

By Algebra, Lemma 124.3 we see that
R∧

p ⊗R R′ = (R′
p′)∧ ×B

for some R∧
p -algebra B. Hence R′

p′ → (R′
p′)∧ is a factor of a base change of the

map Rp → R∧
p . It follows that (R′

p′)∧ ⊗R′ κ(q′) is a factor of

R∧
p ⊗R R′ ⊗R′ κ(q′) = R∧

p ⊗R κ(q)⊗κ(q) κ(q′).
Thus the result follows from the assumptions on P . □

Lemma 51.4.0BIU Let R be a Noetherian ring. Assume P satisfies (C) and (D). Then
R is a P -ring if and only if the formal fibres of Rm have P for every maximal ideal
m of R.

Proof. Assume the formal fibres of Rm have P for all maximal ideals m of R. Let
p be a prime of R and choose a maximal ideal p ⊂ m. Since Rm → R∧

m is faithfully
flat we can choose a prime p′ if R∧

m lying over pRm. Consider the commutative
diagram

R∧
m

// (R∧
m)p′ // (R∧

m)∧
p′

Rm

OO

// Rp

OO

// R∧
p

OO

By assumption the fibres of the ring map Rm → R∧
m have P . By Proposition 50.6

(R∧
m)p′ → (R∧

m)∧
p′ is regular. The localization R∧

m → (R∧
m)p′ is regular. Hence

R∧
m → (R∧

m)∧
p′ is regular by Lemma 41.4. Hence the fibres of Rm → (R∧

m)∧
p′ have P

by (C). Since Rm → (R∧
m)∧

p′ factors through the localization Rp, also the fibres of
Rp → (R∧

m)∧
p′ have P . Thus we may apply (D) to see that the fibres of Rp → R∧

p

have P . □

Proposition 51.5.0BIV Let R be a P -ring where P satisfies (A), (B), (C), and (D).
If R→ S is essentially of finite type then S is a P -ring.

Proof. Since being a P -ring is a property of the local rings it is clear that a
localization of a P -ring is a P -ring. Conversely, if every localization at a prime is
a P -ring, then the ring is a P -ring. Thus it suffices to show that Sq is a P -ring for
every finite type R-algebra S and every prime q of S. Writing S as a quotient of
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R[x1, . . . , xn] we see from Lemma 51.3 that it suffices to prove that R[x1, . . . , xn] is
a P -ring. By induction on n it suffices to prove that R[x] is a P -ring. Let q ⊂ R[x]
be a maximal ideal. By Lemma 51.4 it suffices to show that the fibres of

R[x]q −→ R[x]∧q
have P . If q lies over p ⊂ R, then we may replace R by Rp. Hence we may assume
that R is a Noetherian local P -ring with maximal ideal m and that q ⊂ R[x] lies
over m. Note that there is a unique prime q′ ⊂ R∧[x] lying over q. Consider the
diagram

R[x]∧q // (R∧[x]q′)∧

R[x]q //

OO

R∧[x]q′

OO

Since R is a P -ring the fibres of R[x]→ R∧[x] have P because they are base changes
of the fibres of R → R∧ by a finitely generated field extension so (A) applies.
Hence the fibres of the lower horizontal arrow have P for example by Lemma 51.2.
The right vertical arrow is regular because R∧ is a G-ring (Propositions 50.6 and
50.10). It follows that the fibres of the composition R[x]q → (R∧[x]q′)∧ have P
by (C). Hence the fibres of the left vertical arrow have P by (D) and the proof is
complete. □

Lemma 51.6.0BK9 Let A be a P -ring where P satisfies (B) and (D). Let I ⊂ A be
an ideal and let A∧ be the completion of A with respect to I. Then the fibres of
A→ A∧ have P .

Proof. The ring map A → A∧ is flat by Algebra, Lemma 97.2. The ring A∧ is
Noetherian by Algebra, Lemma 97.6. Thus it suffices to check the third condition
of Lemma 51.2. Let m′ ⊂ A∧ be a maximal ideal lying over m ⊂ A. By Algebra,
Lemma 96.6 we have IA∧ ⊂ m′. Since A∧/IA∧ = A/I we see that I ⊂ m, m/I =
m′/IA∧, and A/m = A∧/m′. Since A∧/m′ is a field, we conclude that m is a
maximal ideal as well. Then Am → A∧

m′ is a flat local ring homomorphism of
Noetherian local rings which identifies residue fields and such that mA∧

m′ = m′A∧
m′ .

Thus it induces an isomorphism on complete local rings, see Lemma 43.9. Let
(Am)∧ be the completion of Am with respect to its maximal ideal. The ring map

(A∧)m′ → ((A∧)m′)∧ = (Am)∧

is faithfully flat (Algebra, Lemma 97.3). Thus we can apply (D) to the ring maps

Am → (A∧)m′ → (Am)∧

to conclude because the fibres of Am → (Am)∧ have P as A is a P -ring. □

Lemma 51.7.0BKA Let A be a P -ring where P satisfies (B), (C), (D), and (E). Let
I ⊂ A be an ideal. Let (Ah, Ih) be the henselization of the pair (A, I), see Lemma
12.1. Then Ah is a P -ring.

Proof. Let mh ⊂ Ah be a maximal ideal. We have to show that the fibres of
Ahmh → (Ahmh)∧ have P , see Lemma 51.4. Let m be the inverse image of mh in A.
Note that Ih ⊂ mh and hence I ⊂ m as (Ah, Ih) is a henselian pair. Recall that
Ah is Noetherian, Ih = IAh, and that A → Ah induces an isomorphism on I-adic
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completions, see Lemma 12.4. Then the local homomorphism of Noetherian local
rings

Am → Ahmh

induces an isomorphism on completions at maximal ideals by Lemma 43.9 (details
omitted). Let qh be a prime of Ahmh lying over q ⊂ Am. Set q1 = qh and let q2, . . . , qt
be the other primes of Ah lying over q, so that Ah ⊗A κ(q) =

∏
i=1,...,t κ(qi), see

Lemma 45.12. Using that (Ah)∧
mh = (Am)∧ as discussed above we see∏

i=1,...,t
(Ahmh)∧ ⊗Ah

mh
κ(qi) = (Ahmh)∧ ⊗Ah

mh
(Ahmh ⊗Am

κ(q)) = (Am)∧ ⊗Am
κ(q)

Hence, looking at local rings and using (B), we see that
κ(q) −→ (Ahmh)∧ ⊗Ah

mh
κ(qh)

has P as κ(q) → (Am)∧ ⊗Am
κ(q) does by assumption on A. Since κ(qh)/κ(q) is

separable algebraic, by (E) we find that κ(qh) → (Ahmh)∧ ⊗Ah

mh
κ(qh) has P as

desired. □

Lemma 51.8.0C36 Let R be a Noetherian local ring which is a P -ring where P satisfies
(B), (C), (D), and (E). Then the henselization Rh and the strict henselization Rsh

are P -rings.
Proof. We have seen this for the henselization in Lemma 51.7. To prove it for the
strict henselization, it suffices to show that the formal fibres of Rsh have P , see
Lemma 51.4. Let r ⊂ Rsh be a prime and set p = R∩ r. Set r1 = r and let r2, . . . , rs
be the other primes of Rsh lying over p, so that Rsh ⊗R κ(p) =

∏
i=1,...,s κ(ri), see

Lemma 45.13. Then we see that∏
i=1,...,t

(Rsh)∧ ⊗Rsh κ(ri) = (Rsh)∧ ⊗Rsh (Rsh ⊗R κ(p)) = (Rsh)∧ ⊗R κ(p)

Note that R∧ → (Rsh)∧ is formally smooth in the m(Rsh)∧-adic topology, see
Lemma 45.3. Hence R∧ → (Rsh)∧ is regular by Proposition 49.2. We conclude
that property P holds for κ(p)→ (Rsh)∧⊗R κ(p) by (C) and our assumption on R.
Using property (B), using the decomposition above, and looking at local rings we
conclude that property P holds for κ(p)→ (Rsh)∧⊗Rsh κ(r). Since κ(r)/κ(p) is sep-
arable algebraic, it follows from (E) that P holds for κ(r)→ (Rsh)∧ ⊗Rsh κ(r). □

Lemma 51.9.0BIW Properties (A), (B), (C), (D), and (E) hold for P (k → R) =“R is
geometrically reduced over k”.
Proof. Part (A) follows from the definition of geometrically reduced algebras (Al-
gebra, Definition 43.1). Part (B) follows too: a ring is reduced if and only if all
local rings are reduced. Part (C). This follows from Lemma 42.1. Part (D). This
follows from Algebra, Lemma 164.2. Part (E). This follows from Algebra, Lemma
43.9. □

Lemma 51.10.0BIX Properties (A), (B), (C), (D), and (E) hold for P (k → R) =“R
is geometrically normal over k”.
Proof. Part (A) follows from the definition of geometrically normal algebras (Al-
gebra, Definition 165.2). Part (B) follows too: a ring is normal if and only if all of
its local rings are normal. Part (C). This follows from Lemma 42.2. Part (D). This
follows from Algebra, Lemma 164.3. Part (E). This follows from Algebra, Lemma
165.6. □
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Lemma 51.11.0BIY Fix n ≥ 1. Properties (A), (B), (C), (D), and (E) hold for
P (k → R) =“R has (Sn)”.

Proof. Let k → R be a ring map where k is a field and R a Noetherian ring.
Let k′/k be a finitely generated field extension. Then the fibres of the ring map
R→ R⊗k k′ are Cohen-Macaulay by Algebra, Lemma 167.1. Hence we may apply
Algebra, Lemma 163.4 to the ring map R → R ⊗k k′ to see that if R has (Sn) so
does R ⊗k k′. This proves (A). Part (B) follows too: a Noetherian rings has (Sn)
if and only if all of its local rings have (Sn). Part (C). This follows from Algebra,
Lemma 163.4 as the fibres of a regular homomorphism are regular and in particular
Cohen-Macaulay. Part (D). This follows from Algebra, Lemma 164.5. Part (E).
This is immediate as the condition does not refer to the ground field. □

Lemma 51.12.0BJ9 Properties (A), (B), (C), (D), and (E) hold for P (k → R) =“R
is Cohen-Macaulay”.

Proof. Follows immediately from Lemma 51.11 and the fact that a Noetherian
ring is Cohen-Macaulay if and only if it satisfies conditions (Sn) for all n. □

Lemma 51.13.0BIZ Fix n ≥ 0. Properties (A), (B), (C), (D), and (E) hold for
P (k → R) =“R⊗k k′ has (Rn) for all finite extensions k′/k”.

Proof. Let k → R be a ring map where k is a field and R a Noetherian ring.
Assume P (k → R) is true. Let K/k be a finitely generated field extension. By
Algebra, Lemma 45.3 we can find a diagram

K // K ′

k

OO

// k′

OO

where k′/k, K ′/K are finite purely inseparable field extensions such that K ′/k′ is
separable. By Algebra, Lemma 158.10 there exists a smooth k′-algebra B such that
K ′ is the fraction field of B. Now we can argue as follows: Step 1: R⊗k k′ satisfies
(Sn) because we assumed P for k → R. Step 2: R ⊗k k′ → R ⊗k k′ ⊗k′ B is a
smooth ring map (Algebra, Lemma 137.4) and we conclude R⊗k k′ ⊗k′ B satisfies
(Sn) by Algebra, Lemma 163.5 (and using Algebra, Lemma 140.3 to see that the
hypotheses are satisfied). Step 3. R⊗k k′⊗k′ K ′ = R⊗kK ′ satisfies (Rn) as it is a
localization of a ring having (Rn). Step 4. Finally R⊗kK satisfies (Rn) by descent
of (Rn) along the faithfully flat ring map K ⊗k A → K ′ ⊗k A (Algebra, Lemma
164.6). This proves (A). Part (B) follows too: a Noetherian ring has (Rn) if and
only if all of its local rings have (Rn). Part (C). This follows from Algebra, Lemma
163.5 as the fibres of a regular homomorphism are regular (small detail omitted).
Part (D). This follows from Algebra, Lemma 164.6 (small detail omitted).
Part (E). Let l/k be a separable algebraic extension of fields and let l → R be a
ring map with R Noetherian. Assume that k → R has P . We have to show that
l → R has P . Let l′/l be a finite extension. First observe that there exists a finite
subextension l/m/k and a finite extension m′/m such that l′ = l ⊗m m′. Then
R⊗l l′ = R⊗mm′. Hence it suffices to prove that m→ R has property P , i.e., we
may assume that l/k is finite. If l/k is finite, then l′/k is finite and we see that

l′ ⊗l R = (l′ ⊗k R)⊗l⊗kl l

https://stacks.math.columbia.edu/tag/0BIY
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is a localization (by Algebra, Lemma 43.8) of the Noetherian ring l′⊗kR which has
property (Rn) by assumption P for k → R. This proves that l′ ⊗l R has property
(Rn) as desired. □

52. Excellent rings

07QS In this section we discuss Grothendieck’s notion of excellent rings. For the defi-
nitions of G-rings, J-2 rings, and universally catenary rings we refer to Definition
50.1, Definition 47.1, and Algebra, Definition 105.3.

Definition 52.1.07QT Let R be a ring.
(1) We say R is quasi-excellent if R is Noetherian, a G-ring, and J-2.
(2) We say R is excellent if R is quasi-excellent and universally catenary.

Thus a Noetherian ring is quasi-excellent if it has geometrically regular formal fibres
and if any finite type algebra over it has closed singular set. For such a ring to
be excellent we require in addition that there exists (locally) a good dimension
function. We will see later (Section 109) that to be universally catenary can be
formulated as a condition on the maps Rm → R∧

m for maximal ideals m of R.

Lemma 52.2.07QU Any localization of a finite type ring over a (quasi-)excellent ring
is (quasi-)excellent.

Proof. For finite type algebras this follows from the definitions for the properties
J-2 and universally catenary. For G-rings, see Proposition 50.10. We omit the proof
that localization preserves (quasi-)excellency. □

Proposition 52.3.07QW The following types of rings are excellent:
(1) fields,
(2) Noetherian complete local rings,
(3) Z,
(4) Dedekind domains with fraction field of characteristic zero,
(5) finite type ring extensions of any of the above.

Proof. See Propositions 50.12 and 48.7 to see that these rings are G-rings and
have J-2. Any Cohen-Macaulay ring is universally catenary, see Algebra, Lemma
105.9. In particular fields, Dedekind rings, and more generally regular rings are
universally catenary. Via the Cohen structure theorem we see that complete local
rings are universally catenary, see Algebra, Remark 160.9. □

The material developed above has some consequences for Nagata rings.

Lemma 52.4.0BJ0 Let (A,m) be a Noetherian local ring. The following are equivalent
(1) A is Nagata, and
(2) the formal fibres of A are geometrically reduced.

Proof. Assume (2). By Algebra, Lemma 162.14 we have to show that if A → B
is finite, B is a domain, and m′ ⊂ B is a maximal ideal, then Bm′ is analytically
unramified. Combining Lemmas 51.9 and 51.4 and Proposition 51.5 we see that the
formal fibres of Bm′ are geometrically reduced. In particular B∧

m′ ⊗B L is reduced
where L is the fraction field of B. It follows that B∧

m′ is reduced, i.e., Bm′ is
analytically unramified.
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Assume (1). Let q ⊂ A be a prime ideal and let K/κ(q) be a finite extension. We
have to show that A∧ ⊗A K is reduced. Let A/q ⊂ B ⊂ K be a local subring
finite over A whose fraction field is K. To construct B choose x1, . . . , xn ∈ K
which generate K over κ(q) and which satisfy monic polynomials Pi(T ) = T di +
ai,1T

di−1 + . . . + ai,di
= 0 with ai,j ∈ m. Then let B be the A-subalgebra of K

generated by x1, . . . , xn. (For more details see the proof of Algebra, Lemma 162.14.)
Then

A∧ ⊗A K = (A∧ ⊗A B)q = B∧
q

Since B∧ is reduced by Algebra, Lemma 162.14 the proof is complete. □

Lemma 52.5.07QV A quasi-excellent ring is Nagata.

Proof. Let R be quasi-excellent. Using that a finite type algebra over R is quasi-
excellent (Lemma 52.2) we see that it suffices to show that any quasi-excellent
domain is N-1, see Algebra, Lemma 162.3. Applying Algebra, Lemma 161.15 (and
using that a quasi-excellent ring is J-2) we reduce to showing that a quasi-excellent
local domain R is N-1. As R→ R∧ is regular we see that R∧ is reduced by Lemma
42.1. In other words, R is analytically unramified. Hence R is N-1 by Algebra,
Lemma 162.10. □

Lemma 52.6.0C23 Let (A,m) be a Noetherian local ring. If A is normal and the formal
fibres of A are normal (for example if A is excellent or quasi-excellent), then A∧ is
normal.

Proof. Follows immediately from Algebra, Lemma 163.8. □

53. Abelian categories of modules

0AZ5 Let R be a ring. The category ModR of R-modules is an abelian category. Here are
some examples of subcategories of ModR which are abelian (we use the terminology
introduced in Homology, Definition 10.1 as well as Homology, Lemmas 10.2 and
10.3):

(1) The category of coherent R-modules is a weak Serre subcategory of ModR.
This follows from Algebra, Lemma 90.3.

(2) Let S ⊂ R be a multiplicative subset. The full subcategory consisting of
R-modules M such that multiplication by s ∈ S is an isomorphism on M
is a Serre subcategory of ModR. This follows from Algebra, Lemma 9.5.

(3) Let I ⊂ R be a finitely generated ideal. The full subcategory of I-power
torsion modules is a Serre subcategory of ModR. See Lemma 88.5.

(4) In some texts a torsion module is defined as a module M such that for all
x ∈ M there exists a nonzerodivisor f ∈ R such that fx = 0. The full
subcategory of torsion modules is a Serre subcategory of ModR.

(5) If R is not Noetherian, then the category ModfgR of finitely generated R-
modules is not abelian. Namely, if I ⊂ R is a non-finitely generated ideal,
then the map R→ R/I does not have a kernel in ModfgR .

(6) If R is Noetherian, then coherent R-modules agree with finitely generated
(i.e., finite) R-modules, see Algebra, Lemmas 90.5, 90.4, and 31.4. Hence
ModfgR is abelian by (1) above, but in fact,in this case the category ModfgR
is a (strong) Serre subcategory of ModR.

https://stacks.math.columbia.edu/tag/07QV
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54. Injective abelian groups

01D6 In this section we show the category of abelian groups has enough injectives. Recall
that an abelian group M is divisible if and only if for every x ∈M and every n ∈ N
there exists a y ∈M such that ny = x.

Lemma 54.1.01D7 An abelian group J is an injective object in the category of abelian
groups if and only if J is divisible.

Proof. Suppose that J is not divisible. Then there exists an x ∈ J and n ∈ N
such that there is no y ∈ J with ny = x. Then the morphism Z → J , m 7→ mx
does not extend to 1

nZ ⊃ Z. Hence J is not injective.
Let A ⊂ B be abelian groups. Assume that J is a divisible abelian group. Let
φ : A → J be a morphism. Consider the set of homomorphisms φ′ : A′ → J with
A ⊂ A′ ⊂ B and φ′|A = φ. Define (A′, φ′) ≥ (A′′, φ′′) if and only if A′ ⊃ A′′

and φ′|A′′ = φ′′. If (Ai, φi)i∈I is a totally ordered collection of such pairs, then we
obtain a map

⋃
i∈I Ai → J defined by a ∈ Ai maps to φi(a). Thus Zorn’s lemma

applies. To conclude we have to show that if the pair (A′, φ′) is maximal then
A′ = B. In other words, it suffices to show, given any subgroup A ⊂ B, A ̸= B and
any φ : A → J , then we can find φ′ : A′ → J with A ⊂ A′ ⊂ B such that (a) the
inclusion A ⊂ A′ is strict, and (b) the morphism φ′ extends φ.
To prove this, pick x ∈ B, x ̸∈ A. If there exists no n ∈ N such that nx ∈ A, then
A ⊕ Z ∼= A + Zx. Hence we can extend φ to A′ = A + Zx by using φ on A and
mapping x to zero for example. If there does exist an n ∈ N such that nx ∈ A, then
let n be the minimal such integer. Let z ∈ J be an element such that nz = φ(nx).
Define a morphism φ̃ : A⊕ Z→ J by (a,m) 7→ φ(a) +mz. By our choice of z the
kernel of φ̃ contains the kernel of the map A⊕Z→ B, (a,m) 7→ a+mx. Hence φ̃
factors through the image A′ = A+ Zx, and this extends the morphism φ. □

We can use this lemma to show that every abelian group can be embedded in a
injective abelian group. But this is a special case of the result of the following
section.

55. Injective modules

01D8 Some lemmas on injective modules.

Definition 55.1.0AVD Let R be a ring. An R-module J is injective if and only if the
functor HomR(−, J) : ModR → ModR is an exact functor.

The functor HomR(−,M) is left exact for any R-module M , see Algebra, Lemma
10.1. Hence the condition for J to be injective really signifies that given an injection
of R-modules M →M ′ the map HomR(M ′, J)→ HomR(M,J) is surjective.
Before we reformulate this in terms of Ext-modules we discuss the relationship
between Ext1

R(M,N) and extensions as in Homology, Section 6.

Lemma 55.2.0AUL Let R be a ring. Let A be the abelian category of R-modules. There
is a canonical isomorphism ExtA(M,N) = Ext1

R(M,N) compatible with the long
exact sequences of Algebra, Lemmas 71.6 and 71.7 and the 6-term exact sequences
of Homology, Lemma 6.4.

Proof. Omitted. □
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Lemma 55.3.0AVE Let R be a ring. Let J be an R-module. The following are equivalent
(1) J is injective,
(2) Ext1

R(M,J) = 0 for every R-module M .

Proof. Let 0 → M ′′ → M ′ → M → 0 be a short exact sequence of R-modules.
Consider the long exact sequence

0→ HomR(M,J)→ HomR(M ′, J)→ HomR(M ′′, J)
→ Ext1

R(M,J)→ Ext1
R(M ′, J)→ Ext1

R(M ′′, J)→ . . .

of Algebra, Lemma 71.7. Thus we see that (2) implies (1). Conversely, if J is
injective then the Ext-group is zero by Homology, Lemma 27.2 and Lemma 55.2. □

Lemma 55.4.0AVF Let R be a ring. Let J be an R-module. The following are equivalent
(1) J is injective,
(2) Ext1

R(R/I, J) = 0 for every ideal I ⊂ R, and
(3) for an ideal I ⊂ R and module map I → J there exists an extension R→ J .

Proof. If I ⊂ R is an ideal, then the short exact sequence 0→ I → R→ R/I → 0
gives an exact sequence

HomR(R, J)→ HomR(I, J)→ Ext1
R(R/I, J)→ 0

by Algebra, Lemma 71.7 and the fact that Ext1
R(R, J) = 0 as R is projective

(Algebra, Lemma 77.2). Thus (2) and (3) are equivalent. In this proof we will
show that (1) ⇔ (3) which is known as Baer’s criterion.

Assume (1). Given a module map I → J as in (3) we find the extension R → J
because the map HomR(R, J)→ HomR(I, J) is surjective by definition.

Assume (3). Let M ⊂ N be an inclusion of R-modules. Let φ : M → J be a
homomorphism. We will show that φ extends to N which finishes the proof of the
lemma. Consider the set of homomorphisms φ′ : M ′ → J with M ⊂ M ′ ⊂ N and
φ′|M = φ. Define (M ′, φ′) ≥ (M ′′, φ′′) if and only if M ′ ⊃ M ′′ and φ′|M ′′ = φ′′.
If (Mi, φi)i∈I is a totally ordered collection of such pairs, then we obtain a map⋃
i∈IMi → J defined by a ∈ Mi maps to φi(a). Thus Zorn’s lemma applies. To

conclude we have to show that if the pair (M ′, φ′) is maximal then M ′ = N . In
other words, it suffices to show, given any subgroup M ⊂ N , M ̸= N and any
φ : M → J , then we can find φ′ : M ′ → J with M ⊂ M ′ ⊂ N such that (a) the
inclusion M ⊂M ′ is strict, and (b) the morphism φ′ extends φ.

To prove this, pick x ∈ N , x ̸∈ M . Let I = {f ∈ R | fx ∈ M}. This is an
ideal of R. Define a homomorphism ψ : I → J by f 7→ φ(fx). Extend to a map
ψ̃ : R → J which is possible by assumption (3). By our choice of I the kernel of
M ⊕ R → J , (y, f) 7→ φ(y) + ψ̃(f) contains the kernel of the map M ⊕ R → N ,
(y, f) 7→ y+fx. Hence this homomorphism factors through the image M ′ = M+Rx
and this extends the given homomorphism as desired. □

In the rest of this section we prove that there are enough injective modules over a
ring R. We start with the fact that Q/Z is an injective abelian group. This follows
from Lemma 54.1.

Definition 55.5.01D9 Let R be a ring.
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(1) For any R-module M over R we denote M∨ = Hom(M,Q/Z) with its
natural R-module structure. We think of M 7→ M∨ as a contravariant
functor from the category of R-modules to itself.

(2) For any R-module M we denote

F (M) =
⊕

m∈M
R[m]

the free module with basis given by the elements [m] with m ∈ M . We let
F (M) → M ,

∑
fi[mi] 7→

∑
fimi be the natural surjection of R-modules.

We think of M 7→ (F (M) → M) as a functor from the category of R-
modules to the category of arrows in R-modules.

Lemma 55.6.01DA Let R be a ring. The functor M 7→M∨ is exact.
Proof. This because Q/Z is an injective abelian group by Lemma 54.1. □

There is a canonical map ev : M → (M∨)∨ given by evaluation: given x ∈ M we
let ev(x) ∈ (M∨)∨ = Hom(M∨,Q/Z) be the map φ 7→ φ(x).
Lemma 55.7.01DB For any R-module M the evaluation map ev : M → (M∨)∨ is
injective.
Proof. You can check this using that Q/Z is an injective abelian group. Namely,
if x ∈ M is not zero, then let M ′ ⊂ M be the cyclic group it generates. There
exists a nonzero map M ′ → Q/Z which necessarily does not annihilate x. This
extends to a map φ : M → Q/Z and then ev(x)(φ) = φ(x) ̸= 0. □

The canonical surjection F (M)→M of R-modules turns into a canonical injection,
see above, of R-modules

(M∨)∨ −→ (F (M∨))∨.

Set J(M) = (F (M∨))∨. The composition of ev with this the displayed map gives
M → J(M) functorially in M .
Lemma 55.8.01DC Let R be a ring. For every R-module M the R-module J(M) is
injective.
Proof. Note that J(M) ∼=

∏
φ∈M∨ R∨ as an R-module. As the product of injective

modules is injective, it suffices to show that R∨ is injective. For this we use that
HomR(N,R∨) = HomR(N,HomZ(R,Q/Z)) = N∨

and the fact that (−)∨ is an exact functor by Lemma 55.6. □

Lemma 55.9.01DD Let R be a ring. The construction above defines a covariant functor
M 7→ (M → J(M)) from the category of R-modules to the category of arrows of
R-modules such that for every module M the output M → J(M) is an injective
map of M into an injective R-module J(M).
Proof. Follows from the above. □

In particular, for any map of R-modules M → N there is an associated morphism
J(M)→ J(N) making the following diagram commute:

M

��

// N

��
J(M) // J(N)
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This is the kind of construction we would like to have in general. In Homology,
Section 27 we introduced terminology to express this. Namely, we say this means
that the category of R-modules has functorial injective embeddings.

56. Derived categories of modules

0914 In this section we put some generalities concerning the derived category of modules
over a ring.

Let A be a ring. The category of A-modules is denoted ModA. We will use the
symbol K(A) to denote the homotopy category of complexes of A-modules, i.e.,
we set K(A) = K(ModA) as a category, see Derived Categories, Section 8. The
bounded versions are K+(A), K−(A), and Kb(A). We view K(A) as a triangulated
category as in Derived Categories, Section 10. The derived category of A, denoted
D(A), is the category obtained from K(A) by inverting quasi-isomorphisms, i.e., we
set D(A) = D(ModA), see Derived Categories, Section 116. The bounded versions
are D+(A), D−(A), and Db(A).

Let A be a ring. The category of A-modules has products and products are ex-
act. The category of A-modules has enough injectives by Lemma 55.9. Hence
every complex of A-modules is quasi-isomorphic to a K-injective complex (Derived
Categories, Lemma 34.6). It follows that D(A) has countable products (Derived
Categories, Lemma 34.2) and in fact arbitrary products (Injectives, Lemma 13.4).
This implies that every inverse system of objects of D(A) has a derived limit (well
defined up to isomorphism), see Derived Categories, Section 34.

Lemma 56.1.0915 Let R → S be a flat ring map. If I• is a K-injective complex of
S-modules, then I• is K-injective as a complex of R-modules.

Proof. This is true because HomK(R)(M•, I•) = HomK(S)(M• ⊗R S, I•) by Alge-
bra, Lemma 14.3 and the fact that tensoring with S is exact. □

Lemma 56.2.0916 Let R → S be an epimorphism of rings. Let I• be a complex of
S-modules. If I• is K-injective as a complex of R-modules, then I• is a K-injective
complex of S-modules.

Proof. This is true because HomK(R)(N•, I•) = HomK(S)(N•, I•) for any complex
of S-modules N•, see Algebra, Lemma 107.14. □

Lemma 56.3.0917 Let A → B be a ring map. If I• is a K-injective complex of
A-modules, then HomA(B, I•) is a K-injective complex of B-modules.

Proof. This is true because HomK(B)(N•,HomA(B, I•)) = HomK(A)(N•, I•) by
Algebra, Lemma 14.4. □

57. Computing Tor

064F Let R be a ring. We denote D(R) the derived category of the abelian category
ModR of R-modules. Note that ModR has enough projectives as every free R-
module is projective. Thus we can define the left derived functors of any additive
functor from ModR to any abelian category.

6See also Injectives, Remark 13.3.
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This applies in particular to the functor − ⊗R M : ModR → ModR whose left
derived functors are the Tor functors TorRi (−,M), see Algebra, Section 75. There
is also a total left derived functor
(57.0.1)064G −⊗L

RM : D−(R) −→ D−(R)

which is denoted −⊗L
RM . Its satellites are the Tor modules, i.e., we have

H−p(N ⊗L
RM) = TorRp (N,M).

A special situation occurs when we consider the tensor product with an R-algebra
A. In this case we think of − ⊗R A as a functor from ModR to ModA. Hence the
total right derived functor
(57.0.2)064H −⊗L

RA : D−(R) −→ D−(A)

which is denoted −⊗L
R A. Its satellites are the tor groups, i.e., we have

H−p(N ⊗L
R A) = TorRp (N,A).

In particular these Tor groups naturally have the structure of A-modules.
We will generalize the material in this section to unbounded complexes in the next
few sections.

58. Tensor products of complexes

0GWN Let R be a ring. The category Comp(R) of complexes of R-modules has a symmetric
monoidal structure. Namely, suppose that we have two complexes of R-modules L•

and M•. Using Homology, Example 18.2 and Homology, Definition 18.3 we obtain
a third complex of R-modules, namely

Tot(L• ⊗RM•)
Clearly this construction is functorial in both L• and M•. The associativity con-
straint will be the canonical isomorphism of complexes

Tot(Tot(K• ⊗R L•)⊗RM•) −→ Tot(K• ⊗R Tot(L• ⊗RM•))
constructed in Homology, Remark 18.4 from the triple complex K• ⊗R L• ⊗RM•.
The commutativity constraint is the canonical isomorphism

Tot(L• ⊗RM•)→ Tot(M• ⊗R L•)
which uses the sign (−1)pq on the summand Lp ⊗RMq. To see that it is a map of
complexes we compute for x ∈ Lp and y ∈Mq that

d(x⊗ y) = dL(x)⊗ y + (−1)px⊗ dM (y)
Our rule says the right hand side is mapped to

(−1)(p+1)qy ⊗ dL(x) + (−1)p+p(q+1)dM (y)⊗ x
On the other hand, we see that

d((−1)pqy ⊗ x) = (−1)pqdM (y)⊗ x+ (−1)pq+qy ⊗ dL(x)
These two expressions agree by inspection as desired.

Lemma 58.1.0FNI Let R be a ring. The category Comp(R) of complexes of R-modules
endowed with the functor (L•,M•) 7→ Tot(L• ⊗R M•) and associativity and com-
mutativity constraints as above is a symmetric monoidal category.

https://stacks.math.columbia.edu/tag/0FNI
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Proof. Omitted. Hints: as unit 1 we take the complex having R in degree 0
and zero in other degrees with obvious isomorphisms Tot(1 ⊗R M•) = M• and
Tot(K• ⊗R 1) = K•. to prove the lemma you have to check the commutativity of
various diagrams, see Categories, Definitions 43.1 and 43.9. The verifications are
straightforward in each case. □

Lemma 58.2.064I Let R be a ring. Let P • be a complex of R-modules. Let α, β :
L• →M• be homotopic maps of complexes. Then α and β induce homotopic maps

Tot(α⊗ idP ),Tot(β ⊗ idP ) : Tot(L• ⊗R P •) −→ Tot(M• ⊗R P •).
In particular the construction L• 7→ Tot(L• ⊗R P •) defines an endo-functor of the
homotopy category of complexes.

Proof. Say α = β + dh + hd for some homotopy h defined by hn : Ln → Mn−1.
Set

Hn =
⊕

a+b=n
ha ⊗ idP b :

⊕
a+b=n

La ⊗R P b −→
⊕

a+b=n
Ma−1 ⊗R P b

Then a straightforward computation shows that
Tot(α⊗ idP ) = Tot(β ⊗ idP ) + dH +Hd

as maps Tot(L• ⊗R P •)→ Tot(M• ⊗R P •). □

Lemma 58.3.0GWP Let R be a ring. The homotopy category K(R) of complexes of
R-modules endowed with the functor (L•,M•) 7→ Tot(L• ⊗RM•) and associativity
and commutativity constraints as above is a symmetric monoidal category.

Proof. This follows from Lemmas 58.1 and 58.2. Details omitted. □

Lemma 58.4.064J Let R be a ring. Let P • be a complex of R-modules. The functors
K(R) −→ K(R), L• 7−→ Tot(P • ⊗R L•)

and
K(R) −→ K(R), L• 7−→ Tot(L• ⊗R P •)

are exact functors of triangulated categories.

Proof. This follows from Derived Categories, Remark 10.9. □

59. Derived tensor product

06XY We can construct the derived tensor product in greater generality. In fact, it turns
out that the boundedness assumptions are not necessary, provided we choose K-flat
resolutions.

Definition 59.1.06XZ Let R be a ring. A complex K• is called K-flat if for every
acyclic complex M• the total complex Tot(M• ⊗R K•) is acyclic.

Lemma 59.2.06Y0 Let R be a ring. Let K• be a K-flat complex. Then the functor
K(R) −→ K(R), L• 7−→ Tot(L• ⊗R K•)

transforms quasi-isomorphisms into quasi-isomorphisms.

Proof. Follows from Lemma 58.4 and the fact that quasi-isomorphisms in K(R)
are characterized by having acyclic cones. □

Lemma 59.3.06Y1 Let R→ R′ be a ring map. If K• is a K-flat complex of R-modules,
then K• ⊗R R′ is a K-flat complex of R′-modules.

https://stacks.math.columbia.edu/tag/064I
https://stacks.math.columbia.edu/tag/0GWP
https://stacks.math.columbia.edu/tag/064J
https://stacks.math.columbia.edu/tag/06XZ
https://stacks.math.columbia.edu/tag/06Y0
https://stacks.math.columbia.edu/tag/06Y1
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Proof. Follows from the definitions and the fact that (K•⊗RR′)⊗R′L• = K•⊗RL•

for any complex L• of R′-modules. □

Lemma 59.4.0795 Let R be a ring. If K•, L• are K-flat complexes of R-modules,
then Tot(K• ⊗R L•) is a K-flat complex of R-modules.

Proof. Follows from the isomorphism
Tot(M• ⊗R Tot(K• ⊗R L•)) = Tot(Tot(M• ⊗R K•)⊗R L•)

and the definition. □

Lemma 59.5.06Y2 Let R be a ring. Let (K•
1 ,K

•
2 ,K

•
3 ) be a distinguished triangle in

K(R). If two out of three of K•
i are K-flat, so is the third.

Proof. Follows from Lemma 58.4 and the fact that in a distinguished triangle in
K(R) if two out of three are acyclic, so is the third. □

Lemma 59.6.0BYH Let R be a ring. Let 0 → K•
1 → K•

2 → K•
3 → 0 be a short exact

sequence of complexes. If Kn
3 is flat for all n ∈ Z and two out of three of K•

i are
K-flat, so is the third.

Proof. Let L• be a complex of R-modules. Then
0→ Tot(L• ⊗R K•

1 )→ Tot(L• ⊗R K•
2 )→ Tot(L• ⊗R K•

3 )→ 0
is a short exact sequence of complexes. Namely, for each n,m the sequence of
modules 0 → Ln ⊗R Km

1 → Ln ⊗R Km
2 → Ln ⊗R Km

3 → 0 is exact by Algebra,
Lemma 39.12 and the sequence of complexes is a direct sum of these. Thus the
lemma follows from this and the fact that in a short exact sequence of complexes
if two out of three are acyclic, so is the third. □

Lemma 59.7.064K Let R be a ring. Let P • be a bounded above complex of flat R-
modules. Then P • is K-flat.

Proof. Let L• be an acyclic complex of R-modules. Let ξ ∈ Hn(Tot(L• ⊗R P •)).
We have to show that ξ = 0. Since Totn(L• ⊗R P •) is a direct sum with terms
La⊗RP b we see that ξ comes from an element in Hn(Tot(τ≤mL

•⊗RP •)) for some
m ∈ Z. Since τ≤mL

• is also acyclic we may replace L• by τ≤mL
•. Hence we may

assume that L• is bounded above. In this case the spectral sequence of Homology,
Lemma 25.3 has

′Ep,q1 = Hp(L• ⊗R P q)
which is zero as P q is flat and L• acyclic. Hence H∗(Tot(L• ⊗R P •)) = 0. □

In the following lemma by a colimit of a system of complexes we mean the termwise
colimit.

Lemma 59.8.06Y3 Let R be a ring. Let K•
1 → K•

2 → . . . be a system of K-flat
complexes. Then colimiK

•
i is K-flat. More generally any filtered colimit of K-flat

complexes is K-flat.

Proof. Because we are taking termwise colimits we have
colimi Tot(M• ⊗R K•

i ) = Tot(M• ⊗R colimiK
•
i )

by Algebra, Lemma 12.9. Hence the lemma follows from the fact that filtered
colimits are exact, see Algebra, Lemma 8.8. □

https://stacks.math.columbia.edu/tag/0795
https://stacks.math.columbia.edu/tag/06Y2
https://stacks.math.columbia.edu/tag/0BYH
https://stacks.math.columbia.edu/tag/064K
https://stacks.math.columbia.edu/tag/06Y3
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Lemma 59.9.0E8F Let R be a ring. Let K• be a complex of R-modules. If K• ⊗RM
is acyclic for all finitely presented R-modules M , then K• is K-flat.

Proof. We will use repeatedly that tensor product commute with colimits (Alge-
bra, Lemma 12.9). Thus we see that K• ⊗R M is acyclic for any R-module M ,
because any R-module is a filtered colimit of finitely presented R-modules M , see
Algebra, Lemma 11.3. Let M• be an acyclic complex of R-modules. We have to
show that Tot(M• ⊗RK•) is acyclic. Since M• = colim τ≤nM

• (termwise colimit)
we have

Tot(M• ⊗R K•) = colim Tot(τ≤nM
• ⊗R K•)

with truncations as in Homology, Section 15. As filtered colimits are exact (Algebra,
Lemma 8.8) we may replace M• by τ≤nM

• and assume that M• is bounded above.
In the bounded above case, we can write M• = colim σ≥−nM

• where the complexes
σ≥−nM

• are bounded but possibly no longer acyclic. Arguing as above we reduce
to the case where M• is a bounded complex. Finally, for a bounded complex
Ma → . . . → M b we can argue by induction on the length b − a of the complex.
The case b − a = 1 we have seen above. For b − a > 1 we consider the split short
exact sequence of complexes

0→ σ≥a+1M
• →M• →Ma[−a]→ 0

and we apply Lemma 58.4 to do the induction step. Some details omitted. □

Lemma 59.10.06Y4 Let R be a ring. For any complex M• there exists a K-flat complex
K• whose terms are flat R-modules and a quasi-isomorphism K• → M• which is
termwise surjective.

Proof. Let P ⊂ Ob(ModR) be the class of flat R-modules. By Derived Categories,
Lemma 29.1 there exists a system K•

1 → K•
2 → . . . and a diagram

K•
1

��

// K•
2

��

// . . .

τ≤1M
• // τ≤2M

• // . . .

with the properties (1), (2), (3) listed in that lemma. These properties imply each
complex K•

i is a bounded above complex of flat modules. Hence K•
i is K-flat

by Lemma 59.7. The induced map colimiK
•
i → M• is a quasi-isomorphism and

termwise surjective by construction. The complex colimiK
•
i is K-flat by Lemma

59.8. The terms colimKn
i are flat because filtered colimits of flat modules are flat,

see Algebra, Lemma 39.3. □

Remark 59.11.09PB In fact, we can do better than Lemma 59.10. Namely, we can
find a quasi-isomorphism P • →M• where P • is a complex of R-modules endowed
with a filtration

0 = F−1P
• ⊂ F0P

• ⊂ F1P
• ⊂ . . . ⊂ P •

by subcomplexes such that
(1) P • =

⋃
FpP

•,
(2) the inclusions FiP • → Fi+1P

• are termwise split injections,
(3) the quotients Fi+1P

•/FiP
• are isomorphic to direct sums of shifts R[k] (as

complexes, so differentials are zero).

https://stacks.math.columbia.edu/tag/0E8F
https://stacks.math.columbia.edu/tag/06Y4
https://stacks.math.columbia.edu/tag/09PB
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This will be shown in Differential Graded Algebra, Lemma 20.4. Moreover, given
such a complex we obtain a distinguished triangle⊕

FiP
• →

⊕
FiP

• →M• →
⊕

FiP
•[1]

in D(R). Using this we can sometimes reduce statements about general complexes
to statements about R[k] (this of course only works if the statement is preserved
under taking direct sums). More precisely, let T be a property of objects of D(R).
Suppose that

(1) if Ki ∈ D(R), i ∈ I is a family of objects with T (Ki) for all i ∈ I, then
T (

⊕
Ki),

(2) if K → L → M → K[1] is a distinguished triangle and T holds for two,
then T holds for the third object,

(3) T (R[k]) holds for all k.
Then T holds for all objects of D(R).

Lemma 59.12.064L Let R be a ring. Let α : P • → Q• be a quasi-isomorphism of
K-flat complexes of R-modules. For every complex L• of R-modules the induced
map

Tot(idL ⊗ α) : Tot(L• ⊗R P •) −→ Tot(L• ⊗R Q•)
is a quasi-isomorphism.

Proof. Choose a quasi-isomorphism K• → L• with K• a K-flat complex, see
Lemma 59.10. Consider the commutative diagram

Tot(K• ⊗R P •) //

��

Tot(K• ⊗R Q•)

��
Tot(L• ⊗R P •) // Tot(L• ⊗R Q•)

The result follows as by Lemma 59.2 the vertical arrows and the top horizontal
arrow are quasi-isomorphisms. □

Let R be a ring. Let M• be an object of D(R). Choose a K-flat resolution K• →
M•, see Lemma 59.10. By Lemmas 58.2 and 58.4 we obtain an exact functor of
triangulated categories

K(R) −→ K(R), L• 7−→ Tot(L• ⊗R K•)

By Lemma 59.2 this functor induces a functor D(R)→ D(R) simply because D(R)
is the localization of K(R) at quasi-isomorphism. By Lemma 59.12 the resulting
functor (up to isomorphism) does not depend on the choice of the K-flat resolution.

Definition 59.13.064M Let R be a ring. Let M• be an object of D(R). The derived
tensor product

−⊗L
RM

• : D(R) −→ D(R)
is the exact functor of triangulated categories described above.

This functor extends the functor (57.0.1). It is clear from our explicit constructions
that there is an isomorphism (involving a choice of signs, see below)

M• ⊗L
R L

• ∼= L• ⊗L
RM

•

https://stacks.math.columbia.edu/tag/064L
https://stacks.math.columbia.edu/tag/064M
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whenever both L• and M• are in D(R). Hence when we write M• ⊗L
R L

• we will
usually be agnostic about which variable we are using to define the derived tensor
product with.

Lemma 59.14.0BYI Let R be a ring. Let K•, L• be complexes of R-modules. There is
a canonical isomorphism

K• ⊗L
R L

• −→ L• ⊗L
R K

•

functorial in both complexes which uses a sign of (−1)pq for the map Kp ⊗R Lq →
Lq ⊗R Kp (see proof for explanation).

Proof. We may and do replace the complexes by K-flat complexes K• and L• and
then we use the commutativity constraint discussed in Section 58. □

Lemma 59.15.0BYJ Let R be a ring. Let K•, L•,M• be complexes of R-modules.
There is a canonical isomorphism

(K• ⊗L
R L

•)⊗L
RM

• = K• ⊗L
R (L• ⊗L

RM
•)

functorial in all three complexes.

Proof. Replace the complexes by K-flat complexes and use the associativity con-
straint in Section 58. □

Lemma 59.16.0G6M Let R be a ring. Let a : K• → L• be a map of complexes of
R-modules. If K• is K-flat, then there exist a complex N• and maps of complexes
b : K• → N• and c : N• → L• such that

(1) N• is K-flat,
(2) c is a quasi-isomorphism,
(3) a is homotopic to c ◦ b.

If the terms of K• are flat, then we may choose N•, b, and c such that the same is
true for N•.

Proof. We will use that the homotopy category K(R) is a triangulated category,
see Derived Categories, Proposition 10.3. Choose a distinguished triangle K• →
L• → C• → K•[1]. Choose a quasi-isomorphism M• → C• with M• K-flat with
flat terms, see Lemma 59.10. By the axioms of triangulated categories, we may
fit the composition M• → C• → K•[1] into a distinguished triangle K• → N• →
M• → K•[1]. By Lemma 59.5 we see that N• is K-flat. Again using the axioms
of triangulated categories, we can choose a map N• → L• fitting into the following
morphism of distinghuised triangles

K• //

��

N• //

��

M• //

��

K•[1]

��
K• // L• // C• // K•[1]

Since two out of three of the arrows are quasi-isomorphisms, so is the third arrow
N• → L• by the long exact sequences of cohomology associated to these distin-
guished triangles (or you can look at the image of this diagram in D(R) and use
Derived Categories, Lemma 4.3 if you like). This finishes the proof of (1), (2), and
(3). To prove the final assertion, we may choose N• such that Nn ∼= Mn⊕Kn, see
Derived Categories, Lemma 10.7. Hence we get the desired flatness if the terms of
K• are flat. □

https://stacks.math.columbia.edu/tag/0BYI
https://stacks.math.columbia.edu/tag/0BYJ
https://stacks.math.columbia.edu/tag/0G6M
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60. Derived change of rings

06Y5 Let R → A be a ring map. Let N• be a complex of A-modules. We can also use
K-flat resolutions to define a functor

−⊗L
R N

• : D(R)→ D(A)

as the left derived functor of the functor K(R) → K(A), M• 7→ Tot(M• ⊗R N•).
In particular, taking N• = A[0] we obtain a derived base change functor

−⊗L
R A : D(R)→ D(A)

extending the functor (57.0.2). Namely, for every complex of R-modules M• we
can choose a K-flat resolution K• →M• and set

M• ⊗L
R N

• = Tot(K• ⊗R N•).

You can use Lemmas 59.10 and 59.12 to see that this is well defined. However, to
cross all the t’s and dot all the i’s it is perhaps more convenient to use some general
theory.

Lemma 60.1.06Y6 The construction above is independent of choices and defines an
exact functor of triangulated categories − ⊗L

R N• : D(R) → D(A). There is a
functorial isomorphism

E• ⊗L
R N

• = (E• ⊗L
R A)⊗L

A N
•

for E• in D(R).

Proof. To prove the existence of the derived functor −⊗L
R N

• we use the general
theory developed in Derived Categories, Section 14. Set D = K(R) and D′ = D(A).
Let us write F : D → D′ the exact functor of triangulated categories defined by the
rule F (M•) = Tot(M• ⊗R N•). To prove the stated properties of F use Lemmas
58.2 and 58.4. We let S be the set of quasi-isomorphisms in D = K(R). This gives
a situation as in Derived Categories, Situation 14.1 so that Derived Categories,
Definition 14.2 applies. We claim that LF is everywhere defined. This follows
from Derived Categories, Lemma 14.15 with P ⊂ Ob(D) the collection of K-flat
complexes: (1) follows from Lemma 59.10 and (2) follows from Lemma 59.12. Thus
we obtain a derived functor

LF : D(R) = S−1D −→ D′ = D(A)

see Derived Categories, Equation (14.9.1). Finally, Derived Categories, Lemma
14.15 guarantees that LF (K•) = F (K•) = Tot(K•⊗RN•) when K• is K-flat, i.e.,
LF is indeed computed in the way described above. Moreover, by Lemma 59.3 the
complex K• ⊗R A is a K-flat complex of A-modules. Hence

(K• ⊗L
R A)⊗L

A N
• = Tot((K• ⊗R A)⊗A N•) = Tot(K• ⊗A N•) = K• ⊗L

A N
•

which proves the final statement of the lemma. □

Lemma 60.2.0BYK Let R→ A be a ring map. Let f : L• → N• be a map of complexes
of A-modules. Then f induces a transformation of functors

1⊗ f : −⊗L
A L

• −→ −⊗L
A N

•

If f is a quasi-isomorphism, then 1⊗ f is an isomorphism of functors.

https://stacks.math.columbia.edu/tag/06Y6
https://stacks.math.columbia.edu/tag/0BYK
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Proof. Since the functors are computing by evaluating on K-flat complexes K• we
can simply use the functoriality

Tot(K• ⊗R L•)→ Tot(K• ⊗R N•)
to define the transformation. The last statement follows from Lemma 59.2. □

Lemma 60.3.0GMT Let R→ A be a ring map. The functor D(R)→ D(A), E 7→ E⊗L
RA

of Lemma 60.1 is left adjoint to the restriction functor D(A)→ D(R).

Proof. This follows from Derived Categories, Lemma 30.1 and the fact that −⊗RA
and restriction are adjoint by Algebra, Lemma 14.3. □

Remark 60.4 (Warning).08YT Let R → A be a ring map, and let N and N ′ be
A-modules. Denote NR and N ′

R the restriction of N and N ′ to R-modules, see
Algebra, Section 14. In this situation, the objects NR⊗L

RN
′ and N⊗L

RN
′
R of D(A)

are in general not isomorphic! In other words, one has to pay careful attention as
to which of the two sides is being used to provide the A-module structure.
For a specific example, set R = k[x, y], A = R/(xy), N = R/(x) and N ′ = A =
R/(xy). The resolution 0→ R

xy−→ R→ N ′
R → 0 shows thatN⊗L

RN
′
R = N [1]⊕N in

D(A). The resolution 0→ R
x−→ R→ NR → 0 shows that NR⊗L

RN
′ is represented

by the complex A
x−→ A. To see these two complexes are not isomorphic, one can

show that the second complex is not isomorphic in D(A) to the direct sum of its
cohomology groups, or one can show that the first complex is not a perfect object
of D(A) whereas the second one is. Some details omitted.

Lemma 60.5.08YU Let A→ B → C be ring maps. Let N• be a complex of B-modules
and K• a complex of C-modules. The compositions of the functors

D(A) −⊗L
AN

•

−−−−−→ D(B) −⊗L
BK

•

−−−−−→ D(C)
is the functor − ⊗L

A (N• ⊗L
B K

•) : D(A) → D(C). If M , N , K are modules over
A, B, C, then we have

(M ⊗L
A N)⊗L

B K = M ⊗L
A (N ⊗L

B K) = (M ⊗L
A C)⊗L

C (N ⊗L
B K)

in D(C). We also have a canonical isomorphism
(M ⊗L

A N)⊗L
B K −→ (M ⊗L

A K)⊗L
C (N ⊗L

B C)
using signs. Similar results holds for complexes.

Proof. Choose a K-flat complex P • of B-modules and a quasi-isomorphism P • →
N• (Lemma 59.10). Let M• be a K-flat complex of A-modules representing an
arbitrary object of D(A). Then we see that

(M• ⊗L
A P

•)⊗L
B K

• −→ (M• ⊗L
A N

•)⊗L
B K

•

is an isomorphism by Lemma 60.2 applied to the material inside the brackets. By
Lemmas 59.3 and 59.4 the complex

Tot(M• ⊗A P •) = Tot((M• ⊗R A)⊗A P •

is K-flat as a complex of B-modules and it represents the derived tensor product
in D(B) by construction. Hence we see that (M• ⊗L

A P
•)⊗L

B K
• is represented by

the complex
Tot(Tot(M• ⊗A P •)⊗B K•) = Tot(M• ⊗A Tot(P • ⊗B K•))

https://stacks.math.columbia.edu/tag/0GMT
https://stacks.math.columbia.edu/tag/08YT
https://stacks.math.columbia.edu/tag/08YU
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of C-modules. Equality by Homology, Remark 18.4. Going back the way we came
we see that this is equal to

M• ⊗L
A (P • ⊗L

B K
•)←−M• ⊗L

A (N• ⊗L
B K

•)
The arrow is an isomorphism by definition of the functor −⊗L

BK
•. All of these con-

structions are functorial in the complex M• and hence we obtain our isomorphism
of functors.
By the above we have the first equality in

(M ⊗L
A N)⊗L

B K = M ⊗L
A (N ⊗L

B K) = (M ⊗L
A C)⊗L

C (N ⊗L
B K)

The second equality follows from the final statement of Lemma 60.1. The same
thing allows us to write N ⊗L

B K = (N ⊗L
B C)⊗L

C K and substituting we get
(M ⊗L

A N)⊗L
B K = (M ⊗L

A C)⊗L
C ((N ⊗L

B C)⊗L
C K)

= (M ⊗L
A C)⊗L

C (K ⊗L
C (N ⊗L

B C))
= ((M ⊗L

A C)⊗L
C K)⊗L

C (N ⊗L
B C))

= (M ⊗L
C K)⊗L

C (N ⊗L
B C)

by Lemmas 59.14 and 59.15 as well as the previously mentioned lemma. □

61. Tor independence

065Y Consider a commutative diagram

A // A′

R //

OO

R′

OO

of rings. Given an object K of D(A) we can consider its derived base change
K ⊗L

AA
′ to an object of D(A′). Or we can take the restriction of K to an object of

D(R) and consider the derived base change of this to an object of D(R′), denoted
K ⊗L

R R
′. We claim there is a functorial comparison map

(61.0.1)065Z K ⊗L
R R

′ −→ K ⊗L
A A

′

in D(R′). To construct this comparison map choose a K-flat complex K• of A-
modules representing K. Next, choose a quasi-isomorphism E• → K• where E• is
a K-flat complex of R-modules. The map above is the map

K ⊗L
R R

′ = E• ⊗R R′ −→ K• ⊗A A′ = K ⊗L
A A

′

In general there is no chance that this map is an isomorphism.
However, we often encounter the situation where the diagram above is a “base
change” diagram of rings, i.e., A′ = A ⊗R R′. In this situation, for any A-module
M we have M ⊗A A′ = M ⊗R R′. Thus −⊗R R′ is equal to −⊗A A′ as a functor
ModA → ModA′ . In general this equality does not extend to derived tensor
products. In other words, the comparison map is not an isomorphism. A simple
example is to take R = k[x], A = R′ = A′ = k[x]/(x) = k and K• = A[0]. Clearly,
a necessary condition is that TorRp (A,R′) = 0 for all p > 0.

Definition 61.1.0660 Let R be a ring. Let A, B be R-algebras. We say A and B are
Tor independent over R if TorRp (A,B) = 0 for all p > 0.

https://stacks.math.columbia.edu/tag/0660
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Lemma 61.2.0661 The comparison map (61.0.1) is an isomorphism if A′ = A⊗R R′

and A and R′ are Tor independent over R.

Proof. To prove this we choose a free resolution F • → R′ of R′ as an R-module.
Because A and R′ are Tor independent over R we see that F • ⊗R A is a free A-
module resolution of A′ over A. By our general construction of the derived tensor
product above we see that

K•⊗AA′ ∼= Tot(K•⊗A (F •⊗RA)) = Tot(K•⊗RF •) ∼= Tot(E•⊗RF •) ∼= E•⊗RR′

as desired. □

Lemma 61.3.08HW Consider a commutative diagram of rings

A′ R′ //oo B′

A

OO

Roo

OO

// B

OO

Assume that R′ is flat over R and A′ is flat over A ⊗R R′ and B′ is flat over
R′ ⊗R B. Then

TorRi (A,B)⊗(A⊗RB) (A′ ⊗R′ B′) = TorR
′

i (A′, B′)

Proof. By Algebra, Section 76 there are canonical maps

TorRi (A,B) −→ TorR
′

i (A⊗R R′, B ⊗R R′) −→ TorR
′

i (A′, B′)

These induce a map from left to right in the formula of the lemma.

Take a free resolution F• → A of A as an R-module. Then we see that F•⊗RR′ is a
resolution of A⊗RR′. Hence TorR

′

i (A⊗RR′, B⊗RR′) is computed by F•⊗RB⊗RR′.
By our assumption that R′ is flat over R, this computes TorRi (A,B) ⊗R R′. Thus
TorR

′

i (A⊗R R′, B ⊗R R′) = TorRi (A,B)⊗R R′ (uses only flatness of R′ over R).

By Lazard’s theorem (Algebra, Theorem 81.4) we can write A′, resp. B′ as a filtered
colimit of finite free A ⊗R R′, resp. B ⊗R R′-modules. Say A′ = colimMi and
B′ = colimNj . The result above gives

TorR
′

i (Mi, Nj) = TorRi (A,B)⊗A⊗RB (Mi ⊗R′ Nj)

as one can see by writing everything out in terms of bases. Taking the colimit we
get the result of the lemma. □

Lemma 61.4.0FXF Let R → A and R → B be ring maps. Let R → R′ be a ring map
and set A′ = A⊗R R′ and B′ = B ⊗R R′. If A and B are tor independent over R
and R→ R′ is flat, then A′ and B′ are tor independent over R′.

Proof. Follows immediately from Lemma 61.3 and Definition 61.1. □

Lemma 61.5.0DJD Assumptions as in Lemma 61.3. For M ∈ D(A) there are canonical
isomorphisms

Hi((M ⊗L
A A

′)⊗L
R′ B′) = Hi(M ⊗L

R B)⊗(A⊗RB) (A′ ⊗R′ B′)

of A′ ⊗R′ B′-modules.

https://stacks.math.columbia.edu/tag/0661
https://stacks.math.columbia.edu/tag/08HW
https://stacks.math.columbia.edu/tag/0FXF
https://stacks.math.columbia.edu/tag/0DJD
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Proof. Let us elucidate the two sides of the equation. On the left hand side we
have the composition of the functors D(A) → D(A′) → D(R′) → D(B′) with the
functor Hi : D(B′)→ ModB′ . Since there is a map from A′ to the endomorphisms
of the object (M ⊗L

A A
′)⊗L

R′ B′ in D(B′), we see that the left hand side is indeed
an A′ ⊗R′ B′-module. By the same arguments we see that Hi(M ⊗L

R B) has an
A⊗R B-module structure.

We first prove the result in case B′ = R′ ⊗R B. In this case we choose a resolution
F • → B by free R-modules. We also choose a K-flat complex M• of A-modules
representing M . Then the left hand side is represented by

Hi(Tot((M• ⊗A A′)⊗R′ (R′ ⊗R F •))) = Hi(Tot(M• ⊗A A′ ⊗R F •))
= Hi(Tot(M• ⊗R F •)⊗A A′)
= Hi(M ⊗L

R B)⊗A A′

The final equality because A → A′ is flat. The final module is the desired module
because A′⊗R′ B′ = A′⊗RB since we’ve assumed B′ = R′⊗RB in this paragraph.

General case. Suppose that B′ → B′′ is a flat ring map. Then it is easy to see that

Hi((M ⊗L
A A

′)⊗L
R′ B′′) = Hi((M ⊗L

A A
′)⊗L

R′ B′)⊗B′ B′′

and

Hi(M ⊗L
R B)⊗(A⊗RB) (A′ ⊗R′ B′′) =

(
Hi(M ⊗L

R B)⊗(A⊗RB) (A′ ⊗R′ B′)
)
⊗B′ B′′

Thus the result for B′ implies the result for B′′. Since we’ve proven the result for
R′ ⊗R B in the previous paragraph, this implies the result in general. □

Lemma 61.6.08HX Let R be a ring. Let A, B be R-algebras. The following are
equivalent

(1) A and B are Tor independent over R,
(2) for every pair of primes p ⊂ A and q ⊂ B lying over the same prime r ⊂ R

the rings Ap and Bq are Tor independent over Rr, and
(3) For every prime s of A⊗R B the module

TorRi (A,B)s = TorRr
i (Ap, Bq)s

(where p = A ∩ s, q = B ∩ s and r = R ∩ s) is zero.

Proof. Let s be a prime of A⊗R B as in (3). The equality

TorRi (A,B)s = TorRr
i (Ap, Bq)s

where p = A ∩ s, q = B ∩ s and r = R ∩ s follows from Lemma 61.3. Hence (2)
implies (3). Since we can test the vanishing of modules by localizing at primes
(Algebra, Lemma 23.1) we conclude that (3) implies (1). For (1)⇒ (2) we use that

TorRr
i (Ap, Bq) = TorRi (A,B)⊗(A⊗RB) (Ap ⊗Rr

Bq)

again by Lemma 61.3. □

https://stacks.math.columbia.edu/tag/08HX
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62. Spectral sequences for Tor

061Y In this section we collect various spectral sequences that come up when considering
the Tor functors.

Example 62.1.061Z Let R be a ring. Let K• be a chain complex of R-modules with
Kn = 0 for n ≪ 0. Let M be an R-module. Choose a resolution P• → M of M
by free R-modules. We obtain a double chain complex K• ⊗R P•. Applying the
material in Homology, Section 25 (especially Homology, Lemma 25.3) translated
into the language of chain complexes we find two spectral sequences converging to
H∗(K• ⊗L

RM). Namely, on the one hand a spectral sequence with E2-page

(E2)i,j = TorRj (Hi(K•),M)⇒ Hi+j(K• ⊗L
RM)

and differential d2 given by maps TorRj (Hi(K•),M)→ TorRj−2(Hi+1(K•),M). An-
other spectral sequence with E1-page

(E1)i,j = TorRj (Ki,M)⇒ Hi+j(K• ⊗L
RM)

with differential d1 given by maps TorRj (Ki,M) → TorRj (Ki−1,M) induced by
Ki → Ki−1.

Example 62.2.068F Let R→ S be a ring map. Let M be an R-module and let N be
an S-module. Then there is a spectral sequence

TorSn(TorRm(M,S), N)⇒ TorRn+m(M,N).
To construct it choose a R-free resolution P• of M . Then we have

M ⊗L
R N = P • ⊗R N = (P • ⊗R S)⊗S N

and then apply the first spectral sequence of Example 62.1.

Example 62.3.0620 Consider a commutative diagram

B // B′ = B ⊗A A′

A //

OO

A′

OO

and B-modules M,N . Set M ′ = M⊗AA′ = M⊗BB′ and N ′ = N⊗AA′ = N⊗BB′.
Assume that A→ B is flat and that M and N are A-flat. Then there is a spectral
sequence

TorAi (TorBj (M,N), A′)⇒ TorB
′

i+j(M ′, N ′)
The reason is as follows. Choose free resolution F• →M as a B-module. As B and
M are A-flat we see that F•⊗A A′ is a free B′-resolution of M ′. Hence we see that
the groups TorB

′

n (M ′, N ′) are computed by the complex
(F• ⊗A A′)⊗B′ N ′ = (F• ⊗B N)⊗A A′ = (F• ⊗B N)⊗L

A A
′

the last equality because F• ⊗B N is a complex of flat A-modules as N is flat over
A. Hence we obtain the spectral sequence by applying the spectral sequence of
Example 62.1.

Example 62.4.0662 Let K•, L• be objects of D−(R). Then there is a spectral sequence
with

Ep,q2 = Hp(K• ⊗L
R H

q(L•))⇒ Hp+q(K• ⊗L
R L

•)

https://stacks.math.columbia.edu/tag/061Z
https://stacks.math.columbia.edu/tag/068F
https://stacks.math.columbia.edu/tag/0620
https://stacks.math.columbia.edu/tag/0662


MORE ON ALGEBRA 150

and another spectral sequence with

Ep,q2 = Hp(Hq(K•)⊗L
R L

•)⇒ Hp+q(K• ⊗L
R L

•)

Both spectral sequences have dp,q2 : Ep,q2 → Ep+2,q−1
2 . After replacing K• and L•

by bounded above complexes of projectives, these spectral sequences are simply the
two spectral sequences for computing the cohomology of Tot(K• ⊗ L•) discussed
in Homology, Section 25.

63. Products and Tor

068G The simplest example of the product maps comes from the following situation.
Suppose that K•, L• ∈ D(R). Then there are maps

(63.0.1)068H Hi(K•)⊗R Hj(L•) −→ Hi+j(K• ⊗L
R L

•)

Namely, to define these maps we may assume that one of K•, L• is a K-flat com-
plex of R-modules (for example a bounded above complex of free or projective
R-modules). In that case K•⊗L

R L
• is represented by the complex Tot(K•⊗R L•),

see Section 59 (or Section 57). Next, suppose that ξ ∈ Hi(K•) and ζ ∈ Hj(L•).
Choose k ∈ Ker(Ki → Ki+1) and l ∈ Ker(Lj → Lj+1) representing ξ and ζ. Then
we set

ξ ∪ ζ = class of k ⊗ l in Hi+j(Tot(K• ⊗R L•)).
This make sense because the formula (see Homology, Definition 18.3) for the differ-
ential d on the total complex shows that k⊗ l is a cocycle. Moreover, if k′ = dK(k′′)
for some k′′ ∈ Ki−1, then k′⊗l = d(k′′⊗l) because l is a cocycle. Similarly, altering
the choice of l representing ζ does not change the class of k ⊗ l. It is equally clear
that ∪ is bilinear, and hence to a general element of Hi(K•)⊗R Hj(L•) we assign∑

ξi ⊗ ζi 7−→
∑

ξi ∪ ζi

in Hi+j(Tot(K• ⊗R L•)).

Let R → A be a ring map. Let K•, L• ∈ D(R). Then we have a canonical
identification

(63.0.2)068I (K• ⊗L
R A)⊗L

A (L• ⊗L
R A) = (K• ⊗L

R L
•)⊗L

R A

in D(A). It is constructed as follows. First, choose K-flat resolutions P • → K• and
Q• → L• over R. Then the left hand side is represented by the complex Tot((P •⊗R
A) ⊗A (Q• ⊗R A)) and the right hand side by the complex Tot(P • ⊗R Q•) ⊗R A.
These complexes are canonically isomorphic. Thus the construction above induces
products

TorRn (K•, A)⊗A TorRm(L•, A) −→ TorRn+m(K• ⊗L
R L

•, A)

which are occasionally useful.

Let M , N be R-modules. Using the general construction above, the canonical map
M ⊗L

R N →M ⊗R N and functoriality of Tor we obtain canonical maps

(63.0.3)068J TorRn (M,A)⊗A TorRm(N,A) −→ TorRn+m(M ⊗R N,A)

Here is a direct construction using projective resolutions. First, choose projective
resolutions

P• →M, Q• → N, T• →M ⊗R N
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over R. We have H0(Tot(P• ⊗R Q•)) = M ⊗R N by right exactness of ⊗R. Hence
Derived Categories, Lemmas 19.6 and 19.7 guarantee the existence and uniqueness
of a map of complexes µ : Tot(P• ⊗R Q•)→ T• such that H0(µ) = idM⊗RN . This
induces a canonical map

(M ⊗L
R A)⊗L

A (N ⊗L
R A) = Tot((P• ⊗R A)⊗A (Q• ⊗R A))

= Tot(P• ⊗R Q•)⊗R A
→ T• ⊗R A
= (M ⊗R N)⊗L

R A

in D(A). Hence the products (63.0.3) above are constructed using (63.0.1) over A
to construct

TorRn (M,A)⊗A TorRm(N,A)→ H−n−m((M ⊗L
R A)⊗L

A (N ⊗L
R A))

and then composing by the displayed map above to end up in TorRn+m(M⊗RN,A).
An interesting special case of the above occurs when M = N = B where B is an
R-algebra. In this case we obtain maps

TorRn (B,A)⊗A TorRm(B,A) −→ TorRn+m(B ⊗R B,A) −→ TorRn+m(B,A)
the second arrow being induced by the multiplication map B ⊗R B → B via func-
toriality for Tor. In other words we obtain an A-algebra structure on TorR⋆ (B,A).
This algebra structure has many intriguing properties (associativity, graded com-
mutative, B-algebra structure, divided powers in some case, etc) which we will
discuss elsewhere (insert future reference here).

Lemma 63.1.068K Let R be a ring. Let A,B,C be R-algebras and let B → C be an
R-algebra map. Then the induced map

TorR⋆ (B,A) −→ TorR⋆ (C,A)
is an A-algebra homomorphism.

Proof. Omitted. Hint: You can prove this by working through the definitions,
writing all the complexes explicitly. □

64. Pseudo-coherent modules, I

064N Suppose that R is a ring. Recall that an R-module M is of finite type if there
exists a surjection R⊕a →M and of finite presentation if there exists a presentation
R⊕a1 → R⊕a0 → M → 0. Similarly, we can consider those R-modules for which
there exists a length n resolution
(64.0.1)064P R⊕an → R⊕an−1 → . . .→ R⊕a0 →M → 0
by finite free R-modules. A module is called pseudo-coherent if we can find such a
resolution for every n. Here is the formal definition.

Definition 64.1.064Q Let R be a ring. Denote D(R) its derived category. Let m ∈ Z.
(1) An object K• of D(R) is m-pseudo-coherent if there exists a bounded com-

plex E• of finite free R-modules and a morphism α : E• → K• such that
Hi(α) is an isomorphism for i > m and Hm(α) is surjective.

(2) An object K• of D(R) is pseudo-coherent if it is quasi-isomorphic to a
bounded above complex of finite free R-modules.

https://stacks.math.columbia.edu/tag/068K
https://stacks.math.columbia.edu/tag/064Q
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(3) AnR-moduleM is calledm-pseudo-coherent ifM [0] is anm-pseudo-coherent
object of D(R).

(4) An R-module M is called pseudo-coherent7 if M [0] is a pseudo-coherent
object of D(R).

As usual we apply this terminology also to complexes of R-modules. Since any
morphism E• → K• in D(R) is represented by an actual map of complexes, see
Derived Categories, Lemma 19.8, there is no ambiguity. It turns out that K• is
pseudo-coherent if and only if K• is m-pseudo-coherent for all m ∈ Z, see Lemma
64.5. Also, if the ring is Noetherian the condition can be understood as a finite
generation condition on the cohomology, see Lemma 64.17. Let us first relate this
to the informal discussion above.

Lemma 64.2.064R Let R be a ring and m ∈ Z. Let (K•, L•,M•, f, g, h) be a distin-
guished triangle in D(R).

(1) If K• is (m+ 1)-pseudo-coherent and L• is m-pseudo-coherent then M• is
m-pseudo-coherent.

(2) If K•,M• are m-pseudo-coherent, then L• is m-pseudo-coherent.
(3) If L• is (m+ 1)-pseudo-coherent and M• is m-pseudo-coherent, then K• is

(m+ 1)-pseudo-coherent.

Proof. Proof of (1). Choose α : P • → K• with P • a bounded complex of finite
free modules such that Hi(α) is an isomorphism for i > m + 1 and surjective for
i = m+1. We may replace P • by σ≥m+1P

• and hence we may assume that P i = 0
for i < m + 1. Choose β : E• → L• with E• a bounded complex of finite free
modules such that Hi(β) is an isomorphism for i > m and surjective for i = m. By
Derived Categories, Lemma 19.11 we can find a map γ : P • → E• such that the
diagram

K• // L•

P •

OO

γ // E•

β

OO

is commutative in D(R). The cone C(γ)• is a bounded complex of finite free
R-modules, and the commutativity of the diagram implies that there exists a mor-
phism of distinguished triangles

(P •, E•, C(γ)•) −→ (K•, L•,M•).

It follows from the induced map on long exact cohomology sequences and Homology,
Lemmas 5.19 and 5.20 that C(γ)• → M• induces an isomorphism on cohomology
in degrees > m and a surjection in degree m. Hence M• is m-pseudo-coherent.

Assertions (2) and (3) follow from (1) by rotating the distinguished triangle. □

Lemma 64.3.064S Let R be a ring. Let K• be a complex of R-modules. Let m ∈ Z.
(1) If K• is m-pseudo-coherent and Hi(K•) = 0 for i > m, then Hm(K•) is a

finite type R-module.
(2) If K• is m-pseudo-coherent and Hi(K•) = 0 for i > m+1, then Hm+1(K•)

is a finitely presented R-module.

7This clashes with what is meant by a pseudo-coherent module in [Bou61].

https://stacks.math.columbia.edu/tag/064R
https://stacks.math.columbia.edu/tag/064S
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Proof. Proof of (1). Choose a bounded complex E• of finite projective R-modules
and a map α : E• → K• which induces an isomorphism on cohomology in degrees
> m and a surjection in degree m. It is clear that it suffices to prove the result
for E•. Let n be the largest integer such that En ̸= 0. If n = m, then the result
is clear. If n > m, then En−1 → En is surjective as Hn(E•) = 0. As En is finite
projective we see that En−1 = E′ ⊕ En. Hence it suffices to prove the result for
the complex (E′)• which is the same as E• except has E′ in degree n− 1 and 0 in
degree n. We win by induction on n.

Proof of (2). Choose a bounded complex E• of finite projective R-modules and a
map α : E• → K• which induces an isomorphism on cohomology in degrees > m
and a surjection in degree m. As in the proof of (1) we can reduce to the case that
Ei = 0 for i > m+ 1. Then we see that Hm+1(K•) ∼= Hm+1(E•) = Coker(Em →
Em+1) which is of finite presentation. □

Lemma 64.4.064T Let R be a ring. Let M be an R-module. Then
(1) M is 0-pseudo-coherent if and only if M is a finite R-module,
(2) M is (−1)-pseudo-coherent if and only if M is a finitely presented R-

module,
(3) M is (−d)-pseudo-coherent if and only if there exists a resolution

R⊕ad → R⊕ad−1 → . . .→ R⊕a0 →M → 0

of length d, and
(4) M is pseudo-coherent if and only if there exists an infinite resolution

. . .→ R⊕a1 → R⊕a0 →M → 0

by finite free R-modules.

Proof. If M is of finite type (resp. of finite presentation), then M is 0-pseudo-
coherent (resp. (−1)-pseudo-coherent) as follows from the discussion preceding
Definition 64.1. Conversely, if M is 0-pseudo-coherent, then M = H0(M [0])
is of finite type by Lemma 64.3. If M is (−1)-pseudo-coherent, then it is 0-
pseudo-coherent hence of finite type. Choose a surjection R⊕a → M and denote
K = Ker(R⊕a → M). By Lemma 64.2 we see that K is 0-pseudo-coherent, hence
of finite type, whence M is of finite presentation.

To prove the third and fourth statement use induction and an argument similar to
the above (details omitted). □

Lemma 64.5.064U Let R be a ring. Let K• be a complex of R-modules. The following
are equivalent

(1) K• is pseudo-coherent,
(2) K• is m-pseudo-coherent for every m ∈ Z, and
(3) K• is quasi-isomorphic to a bounded above complex of finite projective R-

modules.
If (1), (2), and (3) hold and Hi(K•) = 0 for i > b, then we can find a quasi-
isomorphism F • → K• with F i finite free R-modules and F i = 0 for i > b.

Proof. We see that (1)⇒ (3) as a finite free module is a finite projective R-module.
Conversely, suppose P • is a bounded above complex of finite projective R-modules.

https://stacks.math.columbia.edu/tag/064T
https://stacks.math.columbia.edu/tag/064U
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Say P i = 0 for i > n0. We choose a direct sum decompositions Fn0 = Pn0 ⊕ Cn0

with Fn0 a finite free R-module, and inductively

Fn−1 = Pn−1 ⊕ Cn ⊕ Cn−1

for n ≤ n0 with Fn0 a finite free R-module. As a complex F • has maps Fn−1 → Fn

which agree with Pn−1 → Pn, induce the identity Cn → Cn, and are zero on Cn−1.
The map F • → P • is a quasi-isomorphism (even a homotopy equivalence) and hence
(3) implies (1).

Assume (1). Let E• be a bounded above complex of finite free R-modules and let
E• → K• be a quasi-isomorphism. Then the induced maps σ≥mE

• → K• from
the stupid truncation of E• to K• show that K• is m-pseudo-coherent. Hence (1)
implies (2).

Assume (2). Since K• is 0-pseudo-coherent we see in particular that K• is bounded
above. Let b be an integer such that Hi(K•) = 0 for i > b. By descending induction
on n ∈ Z we are going to construct finite free R-modules F i for i ≥ n, differentials
di : F i → F i+1 for i ≥ n, maps α : F i → Ki compatible with differentials, such
that (1) Hi(α) is an isomorphism for i > n and surjective for i = n, and (2) F i = 0
for i > b. Picture

Fn //

α

��

Fn+1

α

��

// . . .

Kn−1 // Kn // Kn+1 // . . .

The base case is n = b+ 1 where we can take F i = 0 for all i. Induction step. Let
C• be the cone on α (Derived Categories, Definition 9.1). The long exact sequence
of cohomology shows that Hi(C•) = 0 for i ≥ n. By Lemma 64.2 we see that
C• is (n − 1)-pseudo-coherent. By Lemma 64.3 we see that Hn−1(C•) is a finite
R-module. Choose a finite free R-module Fn−1 and a map β : Fn−1 → Cn−1 such
that the composition Fn−1 → Cn−1 → Cn is zero and such that Fn−1 surjects
onto Hn−1(C•). Since Cn−1 = Kn−1 ⊕ Fn we can write β = (αn−1,−dn−1). The
vanishing of the composition Fn−1 → Cn−1 → Cn implies these maps fit into a
morphism of complexes

Fn−1

αn−1

��

dn−1
// Fn //

α

��

Fn+1

α

��

// . . .

. . . // Kn−1 // Kn // Kn+1 // . . .

Moreover, these maps define a morphism of distinguished triangles

(Fn → . . .) //

��

(Fn−1 → . . .) //

��

Fn−1 //

β

��

(Fn → . . .)[1]

��
(Fn → . . .) // K• // C• // (Fn → . . .)[1]

Hence our choice of β implies that the map of complexes (Fn−1 → . . .) → K•

induces an isomorphism on cohomology in degrees ≥ n and a surjection in degree
n− 1. This finishes the proof of the lemma. □



MORE ON ALGEBRA 155

Lemma 64.6.064V Let R be a ring. Let (K•, L•,M•, f, g, h) be a distinguished triangle
in D(R). If two out of three of K•, L•,M• are pseudo-coherent then the third is
also pseudo-coherent.

Proof. Combine Lemmas 64.2 and 64.5. □

Lemma 64.7.064W Let R be a ring. Let K• be a complex of R-modules. Let m ∈ Z.
(1) If Hi(K•) = 0 for all i ≥ m, then K• is m-pseudo-coherent.
(2) If Hi(K•) = 0 for i > m and Hm(K•) is a finite R-module, then K• is

m-pseudo-coherent.
(3) If Hi(K•) = 0 for i > m+1, the module Hm+1(K•) is of finite presentation,

and Hm(K•) is of finite type, then K• is m-pseudo-coherent.

Proof. It suffices to prove (3). Set M = Hm+1(K•). Note that τ≥m+1K
• is

quasi-isomorphic to M [−m − 1]. By Lemma 64.4 we see that M [−m − 1] is m-
pseudo-coherent. Since we have the distinguished triangle

(τ≤mK
•,K•, τ≥m+1K

•)

(Derived Categories, Remark 12.4) by Lemma 64.2 it suffices to prove that τ≤mK
•

is pseudo-coherent. By assumption Hm(τ≤mK
•) is a finite type R-module. Hence

we can find a finite free R-module E and a map E → Ker(dmK) such that the
composition E → Ker(dmK) → Hm(τ≤mK

•) is surjective. Then E[−m] → τ≤mK
•

witnesses the fact that τ≤mK
• is m-pseudo-coherent. □

Lemma 64.8.064X Let R be a ring. Let m ∈ Z. If K• ⊕ L• is m-pseudo-coherent
(resp. pseudo-coherent) so are K• and L•.

Proof. In this proof we drop the superscript •. Assume that K ⊕ L is m-pseudo-
coherent. It is clear that K,L ∈ D−(R). Note that there is a distinguished triangle

(K ⊕ L,K ⊕ L,L⊕ L[1]) = (K,K, 0)⊕ (L,L,L⊕ L[1])

see Derived Categories, Lemma 4.10. By Lemma 64.2 we see that L ⊕ L[1] is
m-pseudo-coherent. Hence also L[1] ⊕ L[2] is m-pseudo-coherent. By induction
L[n] ⊕ L[n + 1] is m-pseudo-coherent. By Lemma 64.7 we see that L[n] is m-
pseudo-coherent for large n. Hence working backwards, using the distinguished
triangles

(L[n], L[n]⊕ L[n− 1], L[n− 1])
we conclude that L[n], L[n − 1], . . . , L are m-pseudo-coherent as desired. The
pseudo-coherent case follows from this and Lemma 64.5. □

Lemma 64.9.064Y Let R be a ring. Let m ∈ Z. Let K• be a bounded above complex
of R-modules such that Ki is (m − i)-pseudo-coherent for all i. Then K• is m-
pseudo-coherent. In particular, if K• is a bounded above complex of pseudo-coherent
R-modules, then K• is pseudo-coherent.

Proof. We may replace K• by σ≥m−1K
• (for example) and hence assume that

K• is bounded. Then the complex K• is m-pseudo-coherent as each Ki[−i] is
m-pseudo-coherent by induction on the length of the complex: use Lemma 64.2
and the stupid truncations. For the final statement, it suffices to prove that K•

is m-pseudo-coherent for all m ∈ Z, see Lemma 64.5. This follows from the first
part. □

https://stacks.math.columbia.edu/tag/064V
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Lemma 64.10.066B Let R be a ring. Let m ∈ Z. Let K• ∈ D−(R) such that Hi(K•)
is (m− i)-pseudo-coherent (resp. pseudo-coherent) for all i. Then K• is m-pseudo-
coherent (resp. pseudo-coherent).

Proof. Assume K• is an object of D−(R) such that each Hi(K•) is (m−i)-pseudo-
coherent. Let n be the largest integer such that Hn(K•) is nonzero. We will prove
the lemma by induction on n. If n < m, then K• is m-pseudo-coherent by Lemma
64.7. If n ≥ m, then we have the distinguished triangle

(τ≤n−1K
•,K•, Hn(K•)[−n])

(Derived Categories, Remark 12.4) Since Hn(K•)[−n] is m-pseudo-coherent by
assumption, we can use Lemma 64.2 to see that it suffices to prove that τ≤n−1K

• is
m-pseudo-coherent. By induction on n we win. (The pseudo-coherent case follows
from this and Lemma 64.5.) □

Lemma 64.11.064Z Let A→ B be a ring map. Assume that B is pseudo-coherent as
an A-module. Let K• be a complex of B-modules. The following are equivalent

(1) K• is m-pseudo-coherent as a complex of B-modules, and
(2) K• is m-pseudo-coherent as a complex of A-modules.

The same equivalence holds for pseudo-coherence.

Proof. Assume (1). Choose a bounded complex of finite free B-modules E• and
a map α : E• → K• which is an isomorphism on cohomology in degrees > m
and a surjection in degree m. Consider the distinguished triangle (E•,K•, C(α)•).
By Lemma 64.7 C(α)• is m-pseudo-coherent as a complex of A-modules. Hence
it suffices to prove that E• is pseudo-coherent as a complex of A-modules, which
follows from Lemma 64.9. The pseudo-coherent case of (1) ⇒ (2) follows from this
and Lemma 64.5.

Assume (2). Let n be the largest integer such that Hn(K•) ̸= 0. We will prove
that K• is m-pseudo-coherent as a complex of B-modules by induction on n−m.
The case n < m follows from Lemma 64.7. Choose a bounded complex of finite free
A-modules E• and a map α : E• → K• which is an isomorphism on cohomology in
degrees > m and a surjection in degree m. Consider the induced map of complexes

α⊗ 1 : E• ⊗A B → K•.

Note that C(α⊗1)• is acyclic in degrees ≥ n as Hn(E)→ Hn(E•⊗AB)→ Hn(K•)
is surjective by construction and since Hi(E• ⊗A B) = 0 for i > n by the spectral
sequence of Example 62.4. On the other hand, C(α⊗ 1)• is m-pseudo-coherent as
a complex of A-modules because both K• and E• ⊗A B (see Lemma 64.9) are so,
see Lemma 64.2. Hence by induction we see that C(α ⊗ 1)• is m-pseudo-coherent
as a complex of B-modules. Finally another application of Lemma 64.2 shows
that K• is m-pseudo-coherent as a complex of B-modules (as clearly E• ⊗A B is
pseudo-coherent as a complex of B-modules). The pseudo-coherent case of (2) ⇒
(1) follows from this and Lemma 64.5. □

Lemma 64.12.0650 Let A→ B be a ring map. Let K• be an m-pseudo-coherent (resp.
pseudo-coherent) complex of A-modules. Then K• ⊗L

A B is an m-pseudo-coherent
(resp. pseudo-coherent) complex of B-modules.

https://stacks.math.columbia.edu/tag/066B
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Proof. First we note that the statement of the lemma makes sense as K• is
bounded above and hence K• ⊗L

A B is defined by Equation (57.0.2). Having said
this, choose a bounded complex E• of finite free A-modules and α : E• → K• with
Hi(α) an isomorphism for i > m and surjective for i = m. Then the cone C(α)•

is acyclic in degrees ≥ m. Since −⊗L
A B is an exact functor we get a distinguished

triangle
(E• ⊗L

A B,K
• ⊗L

A B,C(α)• ⊗L
A B)

of complexes of B-modules. By the dual to Derived Categories, Lemma 16.1 we see
that Hi(C(α)•⊗L

AB) = 0 for i ≥ m. Since E• is a complex of projective R-modules
we see that E• ⊗L

A B = E• ⊗A B and hence

E• ⊗A B −→ K• ⊗L
A B

is a morphism of complexes of B-modules that witnesses the fact that K• ⊗L
A B is

m-pseudo-coherent. The case of pseudo-coherent complexes follows from the case
of m-pseudo-coherent complexes via Lemma 64.5. □

Lemma 64.13.066C Let A → B be a flat ring map. Let M be an m-pseudo-coherent
(resp. pseudo-coherent) A-module. Then M ⊗A B is an m-pseudo-coherent (resp.
pseudo-coherent) B-module.

Proof. Immediate consequence of Lemma 64.12 and the fact that M ⊗L
A B =

M ⊗A B because B is flat over A. □

The following lemma also follows from the stronger Lemma 64.15.

Lemma 64.14.066D Let R be a ring. Let f1, . . . , fr ∈ R be elements which generate
the unit ideal. Let m ∈ Z. Let K• be a complex of R-modules. If for each i
the complex K• ⊗R Rfi

is m-pseudo-coherent (resp. pseudo-coherent), then K• is
m-pseudo-coherent (resp. pseudo-coherent).

Proof. We will use without further mention that −⊗RRfi is an exact functor and
that therefore

Hi(K•)fi
= Hi(K•)⊗R Rfi

= Hi(K• ⊗R Rfi
).

Assume K• ⊗R Rfi
is m-pseudo-coherent for i = 1, . . . , r. Let n ∈ Z be the largest

integer such that Hn(K• ⊗R Rfi
) is nonzero for some i. This implies in particular

that Hi(K•) = 0 for i > n (and that Hn(K•) ̸= 0) see Algebra, Lemma 23.2. We
will prove the lemma by induction on n−m. If n < m, then the lemma is true by
Lemma 64.7. If n ≥ m, then Hn(K•)fi

is a finite Rfi
-module for each i, see Lemma

64.3. Hence Hn(K•) is a finite R-module, see Algebra, Lemma 23.2. Choose a finite
free R-module E and a surjection E → Hn(K•). As E is projective we can lift
this to a map of complexes α : E[−n] → K•. Then the cone C(α)• has vanishing
cohomology in degrees ≥ n. On the other hand, the complexes C(α)• ⊗R Rfi

are
m-pseudo-coherent for each i, see Lemma 64.2. Hence by induction we see that
C(α)• is m-pseudo-coherent as a complex of R-modules. Applying Lemma 64.2
once more we conclude. □

Lemma 64.15.068R Let R be a ring. Let m ∈ Z. Let K• be a complex of R-
modules. Let R → R′ be a faithfully flat ring map. If the complex K• ⊗R R′

is m-pseudo-coherent (resp. pseudo-coherent), then K• is m-pseudo-coherent (resp.
pseudo-coherent).

https://stacks.math.columbia.edu/tag/066C
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Proof. We will use without further mention that −⊗R R′ is an exact functor and
that therefore

Hi(K•)⊗R R′ = Hi(K• ⊗R R′).
Assume K• ⊗R R′ is m-pseudo-coherent. Let n ∈ Z be the largest integer such
that Hn(K•) is nonzero; then n is also the largest integer such that Hn(K•⊗RR′)
is nonzero. We will prove the lemma by induction on n −m. If n < m, then the
lemma is true by Lemma 64.7. If n ≥ m, then Hn(K•)⊗RR′ is a finite R′-module,
see Lemma 64.3. Hence Hn(K•) is a finite R-module, see Algebra, Lemma 83.2.
Choose a finite free R-module E and a surjection E → Hn(K•). As E is projective
we can lift this to a map of complexes α : E[−n]→ K•. Then the cone C(α)• has
vanishing cohomology in degrees ≥ n. On the other hand, the complex C(α)•⊗RR′

is m-pseudo-coherent, see Lemma 64.2. Hence by induction we see that C(α)• is
m-pseudo-coherent as a complex of R-modules. Applying Lemma 64.2 once more
we conclude. □

Lemma 64.16.0DJE Let R be a ring. Let K,L be objects of D(R).
(1) If K is n-pseudo-coherent and Hi(K) = 0 for i > a and L is m-pseudo-

coherent and Hj(L) = 0 for j > b, then K ⊗L
R L is t-pseudo-coherent with

t = max(m+ a, n+ b).
(2) If K and L are pseudo-coherent, then K ⊗L

R L is pseudo-coherent.

Proof. Proof of (1). We may assume there exist bounded complexes K• and L•

of finite free R-modules and maps α : K• → K and β : L• → L with Hi(α) and
isomorphism for i > n and surjective for i = n and with Hi(β) and isomorphism
for i > m and surjective for i = m. Then the map

α⊗L β : Tot(K• ⊗R L•)→ K ⊗L
R L

induces isomorphisms on cohomology in degree i for i > t and a surjection for i = t.
This follows from the spectral sequence of tors (details omitted). Part (2) follows
from part (1) and Lemma 64.5. □

Lemma 64.17.066E Let R be a Noetherian ring. Then
(1) A complex of R-modules K• is m-pseudo-coherent if and only if K• ∈

D−(R) and Hi(K•) is a finite R-module for i ≥ m.
(2) A complex of R-modules K• is pseudo-coherent if and only if K• ∈ D−(R)

and Hi(K•) is a finite R-module for all i.
(3) An R-module is pseudo-coherent if and only if it is finite.

Proof. In Algebra, Lemma 71.1 we have seen that any finite R-module is pseudo-
coherent. On the other hand, a pseudo-coherent module is finite, see Lemma 64.4.
Hence (3) holds. Suppose that K• is an m-pseudo-coherent complex. Then there
exists a bounded complex of finite free R-modules E• such that Hi(K•) is isomor-
phic to Hi(E•) for i > m and such that Hm(K•) is a quotient of Hm(E•). Thus
it is clear that each Hi(K•), i ≥ m is a finite module. The converse implication in
(1) follows from Lemma 64.10 and part (3). Part (2) follows from (1) and Lemma
64.5. □

Lemma 64.18.0EWZ Let R be a coherent ring (Algebra, Definition 90.1). Let K ∈
D−(R). The following are equivalent

(1) K is m-pseudo-coherent,

https://stacks.math.columbia.edu/tag/0DJE
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(2) Hm(K) is a finite R-module and Hi(K) is coherent for i > m, and
(3) Hm(K) is a finite R-module and Hi(K) is finitely presented for i > m.

Thus K is pseudo-coherent if and only if Hi(K) is a coherent module for all i.

Proof. Recall that an R-module M is coherent if and only if it is of finite presen-
tation (Algebra, Lemma 90.4). This explains the equivalence of (2) and (3). If so
and if we choose an exact sequence 0→ N → R⊕m →M → 0, then N is coherent
by Algebra, Lemma 90.3. Thus in this case, repeating this procedure with N we
find a resolution

. . .→ R⊕n → R⊕m →M → 0
by finite free R-modules. In other words, M is pseudo-coherent. The equivalence
of (1) and (2) follows from this and Lemmas 64.10 and 64.4. The final assertion
follows from the equivalence of (1) and (2) combined with Lemma 64.5. □

65. Pseudo-coherent modules, II

0G8V We continue the discussion started in Section 64.

Lemma 65.1.0G8W Let R be a ring. Let M = colimMi be a filtered colimit of
R-modules. Let K ∈ D(R) be m-pseudo-coherent. Then colim ExtnR(K,Mi) =
ExtnR(K,M) for n < −m and colim Ext−m

R (K,Mi)→ Ext−m
R (K,M) is injective.

Proof. By definition we can find a distinguished triangle

E → K → L→ E[1]

in D(R) such that E is represented by a bounded complex of finite free R-modules
and such that Hi(L) = 0 for i ≥ m. Then ExtnR(L,N) = 0 for any R-module N
and n ≤ −m, see Derived Categories, Lemma 27.3. By the long exact sequence of
Ext associated to the distinguished triangle we see that ExtnR(K,N)→ ExtnR(E,N)
is an isomorphism for n < −m and injective for n = −m. Thus it suffices to prove
that M 7→ ExtnR(E,M) commutes with filtered colimits when E can be represented
by a bounded complex of finite free R-modules E•. The modules ExtnR(E,M) are
computed by the complex HomR(E•,M), see Derived Categories, Lemma 19.8. The
functor M 7→ HomR(Ep,M) commutes with filtered colimits as Ep is finite free.
Thus HomR(E•,M) = colim HomR(E•,Mi) as complexes. Since filtered colimits
are exact (Algebra, Lemma 8.8) we conclude. □

Lemma 65.2.0G8X Let R be a ring. Let K ∈ D−(R). Let m ∈ Z. Then K is m-
pseudo-coherent if and only if for any filtered colimit M = colimMi of R-modules we
have colim ExtnR(K,Mi) = ExtnR(K,M) for n < −m and colim Ext−m

R (K,Mi) →
Ext−m

R (K,M) is injective.

Proof. One implication was shown in Lemma 65.1. Assume for any filtered colimit
M = colimMi of R-modules we have colim ExtnR(K,Mi) = ExtnR(K,M) for n <
−m and colim Ext−m

R (K,Mi) → Ext−m
R (K,M) is injective. We will show K is

m-pseudo-coherent.

Let t be the maximal integer such that Ht(K) is nonzero. We will use induction
on t. If t < m, then K is m-pseudo-coherent by Lemma 64.7. If t ≥ m, then since
HomR(Ht(K),M) = Ext−t

R (K,M) we conclude that colim HomR(Ht(K),Mi) →
HomR(Ht(K),M) is injective for any filtered colimit M = colimMi. This implies

https://stacks.math.columbia.edu/tag/0G8W
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that Ht(K) is a finite R-module by Algebra, Lemma 11.1. Choose a finite free R-
module F and a surjection F → Ht(K). We can lift this to a morphism F [−t]→ K
in D(R) and choose a distinguished triangle

F [−t]→ K → L→ F [−t+ 1]
in D(R). Then Hi(L) = 0 for i ≥ t. Moreover, the long exact sequence of Ext
associated to this distinguished triangle shows that L inherits the assumption we
made on K by a small argument we omit. By induction on t we conclude that L is
m-pseudo-coherent. Hence K is m-pseudo-coherent by Lemma 64.2. □

Lemma 65.3.087Q Let R be a ring. Let L, M , N be R-modules.
(1) If M is finitely presented and L is flat, then the canonical map HomR(M,N)⊗R

L→ HomR(M,N ⊗R L) is an isomorphism.
(2) If M is (−m)-pseudo-coherent and L is flat, then the canonical map ExtiR(M,N)⊗R

L→ ExtiR(M,N ⊗R L) is an isomorphism for i < m.

Proof. Choose a resolution F• →M whose terms are free R-modules, see Algebra,
Lemma 71.1. The complex HomR(F•, N) computes ExtiR(M,N) and the complex
HomR(F•, N ⊗RL) computes ExtiR(M,N ⊗RL). There always is a map of cochain
complexes

HomR(F•, N)⊗R L −→ HomR(F•, N ⊗R L)
which induces canonical maps ExtiR(M,N)⊗R L→ ExtiR(M,N ⊗R L) for all i ≥ 0
(canonical for example in the sense that these maps do not depend on the choice
of the resolution F•). If L is flat, then the complex HomR(F•, N) ⊗R L computes
ExtiR(M,N)⊗R L since taking cohomology commutes with tensoring by L.
Having said all of the above, if M is (−m)-pseudo-coherent, then we may choose
F• such that Fi is finite free for i = 0, . . . ,m. Then the map of cochain complexes
displayed above is an isomorphism in degrees ≤ m and hence an isomorphism on
cohomology groups in degrees < m. This proves (2). If M is finitely presented,
then M is (−1)-pseudo-coherent by Lemma 64.4 and we get the result because
Hom = Ext0. □

Lemma 65.4.087R Let R→ R′ be a flat ring map. Let M , N be R-modules.
(1) If M is a finitely presented R-module, then HomR(M,N)⊗RR′ = HomR′(M⊗R

R′, N ⊗R R′).
(2) If M is (−m)-pseudo-coherent, then ExtiR(M,N) ⊗R R′ = ExtiR′(M ⊗R

R′, N ⊗R R′) for i < m.
In particular if R is Noetherian and M is a finite module this holds for all i.

Proof. By Algebra, Lemma 73.1 we have ExtiR′(M⊗RR′, N⊗RR′) = ExtiR(M,N⊗R
R′). Combined with Lemma 65.3 we conclude (1) and (2) holds. The final state-
ment follows from this and Lemma 64.17. □

Lemma 65.5.0CYB Let R be a ring. Let K ∈ D−(R). The following are equivalent:
(1) K is pseudo-coherent,
(2) for every family (Qα)α∈A of R-modules, the canonical map

α : K ⊗L
R

(∏
α
Qα

)
−→

∏
α

(K ⊗L
R Qα)

is an isomorphism in D(R),

https://stacks.math.columbia.edu/tag/087Q
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(3) for every R-module Q and every set A, the canonical map

β : K ⊗L
R Q

A −→ (K ⊗L
R Q)A

is an isomorphism in D(R), and
(4) for every set A, the canonical map

γ : K ⊗L
R R

A −→ KA

is an isomorphism in D(R).
Given m ∈ Z the following are equivalent

(a) K is m-pseudo-coherent,
(b) for every family (Qα)α∈A of R-modules, with α as above Hi(α) is an iso-

morphism for i > m and surjective for i = m,
(c) for every R-module Q and every set A, with β as above Hi(β) is an iso-

morphism for i > m and surjective for i = m,
(d) for every set A, with γ as above Hi(γ) is an isomorphism for i > m and

surjective for i = m.

Proof. If K is pseudo-coherent, then K can be represented by a bounded above
complex of finite free R-modules. Then the derived tensor products are computed
by tensoring with this complex. Also, products in D(R) are given by taking prod-
ucts of any choices of representative complexes. Hence (1) implies (2), (3), (4) by
the corresponding fact for modules, see Algebra, Proposition 89.3.

In the same way (using the tensor product is right exact) the reader shows that (a)
implies (b), (c), and (d).

Assume (4) holds. To show that K is pseudo-coherent it suffices to show that K is
m-pseudo-coherent for all m (Lemma 64.5). Hence to finish then proof it suffices
to prove that (d) implies (a).

Assume (d). Let i be the largest integer such that Hi(K) is nonzero. If i < m,
then we are done. If not, then from (d) and the description of products in D(R)
given above we find that Hi(K)⊗RRA → Hi(K)A is surjective. Hence Hi(K) is a
finitely generated R-module by Algebra, Proposition 89.2. Thus we may choose a
complex L consisting of a single finite free module sitting in degree i and a map of
complexes L→ K such that Hi(L)→ Hi(K) is surjective. In particular L satisfies
(1), (2), (3), and (4). Choose a distinguished triangle

L→ K →M → L[1]

Then we see that Hj(M) = 0 for j ≥ i. On the other hand, M still has property
(d) by a small argument which we omit. By induction on i we find that M is
m-pseudo-coherent. Hence K is m-pseudo-coherent by Lemma 64.2. □

Lemma 65.6.0G8Y Let R be a ring. Let K ∈ D(R) be pseudo-coherent. Let i ∈ Z.
There exists a finitely presented R-module M and a map K → M [−i] in D(R)
which induces an injection Hi(K)→M .

Proof. By Definition 64.1 we may represent K by a complex P • of finite free
R-modules. Set M = Coker(P i−1 → P i). □

Lemma 65.7.0A7D Let A be a Noetherian ring. Let K ∈ D(A) be pseudo-coherent,
i.e., K ∈ D−(A) with finite cohomology modules. Let m be a maximal ideal of A. If

https://stacks.math.columbia.edu/tag/0G8Y
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Hi(K)/mHi(K) ̸= 0, then there exists a finite A-module E annihilated by a power
of m and a map K → E[−i] which is nonzero on Hi(K).

Proof. (The equivalent formulation of pseudo-coherence in the statement of the
lemma is Lemma 64.17.) Choose K → M [−i] as in Lemma 65.6. By Artin-Rees
(Algebra, Lemma 51.2) we can find an n such that Hi(K)∩mnM ⊂ mHi(K). Take
E = M/mnM . □

66. Tor dimension

0651 Instead of resolving by projective modules we can look at resolutions by flat mod-
ules. This leads to the following concept.

Definition 66.1.0652 Let R be a ring. Denote D(R) its derived category. Let a, b ∈ Z.
(1) An object K• of D(R) has tor-amplitude in [a, b] if Hi(K• ⊗L

RM) = 0 for
all R-modules M and all i ̸∈ [a, b].

(2) An object K• of D(R) has finite tor dimension if it has tor-amplitude in
[a, b] for some a, b.

(3) An R-module M has tor dimension ≤ d if M [0] as an object of D(R) has
tor-amplitude in [−d, 0].

(4) An R-module M has finite tor dimension if M [0] as an object of D(R) has
finite tor dimension.

We observe that if K• has finite tor dimension, then K• ∈ Db(R).

Lemma 66.2.0653 Let R be a ring. Let K• be a bounded above complex of flat R-
modules with tor-amplitude in [a, b]. Then Coker(da−1

K ) is a flat R-module.

Proof. As K• is a bounded above complex of flat modules we see that K•⊗RM =
K• ⊗L

RM . Hence for every R-module M the sequence
Ka−2 ⊗RM → Ka−1 ⊗RM → Ka ⊗RM

is exact in the middle. Since Ka−2 → Ka−1 → Ka → Coker(da−1
K ) → 0 is a flat

resolution this implies that TorR1 (Coker(da−1
K ),M) = 0 for all R-modules M . This

means that Coker(da−1
K ) is flat, see Algebra, Lemma 75.8. □

Lemma 66.3.0654 Let R be a ring. Let K• be an object of D(R). Let a, b ∈ Z. The
following are equivalent

(1) K• has tor-amplitude in [a, b].
(2) K• is quasi-isomorphic to a complex E• of flat R-modules with Ei = 0 for

i ̸∈ [a, b].

Proof. If (2) holds, then we may compute K•⊗L
RM = E•⊗RM and it is clear that

(1) holds. Assume that (1) holds. We may replace K• by a projective resolution
with Ki = 0 for i > b. See Derived Categories, Lemma 19.3. Set E• = τ≥aK

•.
Everything is clear except that Ea is flat which follows immediately from Lemma
66.2 and the definitions. □

Lemma 66.4.0BYL Let R be a ring. Let a ∈ Z and let K be an object of D(R). The
following are equivalent

(1) K has tor-amplitude in [a,∞], and
(2) K is quasi-isomorphic to a K-flat complex E• whose terms are flat R-

modules with Ei = 0 for i ̸∈ [a,∞].

https://stacks.math.columbia.edu/tag/0652
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Proof. The implication (2)⇒ (1) is immediate. Assume (1) holds. First we choose
a K-flat complex K• with flat terms representing K, see Lemma 59.10. For any
R-module M the cohomology of

Kn−1 ⊗RM → Kn ⊗RM → Kn+1 ⊗RM

computes Hn(K ⊗L
R M). This is always zero for n < a. Hence if we apply

Lemma 66.2 to the complex . . . → Ka−1 → Ka → Ka+1 we conclude that
N = Coker(Ka−1 → Ka) is a flat R-module. We set

E• = τ≥aK
• = (. . .→ 0→ N → Ka+1 → . . .)

The kernel L• of K• → E• is the complex

L• = (. . .→ Ka−1 → I → 0→ . . .)

where I ⊂ Ka is the image of Ka−1 → Ka. Since we have the short exact sequence
0 → I → Ka → N → 0 we see that I is a flat R-module. Thus L• is a bounded
above complex of flat modules, hence K-flat by Lemma 59.7. It follows that E• is
K-flat by Lemma 59.6. □

Lemma 66.5.0655 Let R be a ring. Let (K•, L•,M•, f, g, h) be a distinguished triangle
in D(R). Let a, b ∈ Z.

(1) If K• has tor-amplitude in [a+ 1, b+ 1] and L• has tor-amplitude in [a, b]
then M• has tor-amplitude in [a, b].

(2) If K•,M• have tor-amplitude in [a, b], then L• has tor-amplitude in [a, b].
(3) If L• has tor-amplitude in [a+ 1, b+ 1] and M• has tor-amplitude in [a, b],

then K• has tor-amplitude in [a+ 1, b+ 1].

Proof. Omitted. Hint: This just follows from the long exact cohomology sequence
associated to a distinguished triangle and the fact that − ⊗L

R M preserves distin-
guished triangles. The easiest one to prove is (2) and the others follow from it by
translation. □

Lemma 66.6.066F Let R be a ring. Let M be an R-module. Let d ≥ 0. The following
are equivalent

(1) M has tor dimension ≤ d, and
(2) there exists a resolution

0→ Fd → . . .→ F1 → F0 →M → 0

with Fi a flat R-module.
In particular an R-module has tor dimension 0 if and only if it is a flat R-module.

Proof. Assume (2). Then the complex E• with E−i = Fi is quasi-isomorphic to
M . Hence the Tor dimension of M is at most d by Lemma 66.3. Conversely, assume
(1). Let P • → M be a projective resolution of M . By Lemma 66.2 we see that
τ≥−dP

• is a flat resolution of M of length d, i.e., (2) holds. □

Lemma 66.7.066G Let R be a ring. Let a, b ∈ Z. If K• ⊕ L• has tor amplitude in
[a, b] so do K• and L•.

Proof. Clear from the fact that the Tor functors are additive. □

https://stacks.math.columbia.edu/tag/0655
https://stacks.math.columbia.edu/tag/066F
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Lemma 66.8.066H Let R be a ring. Let K• be a bounded complex of R-modules such
that Ki has tor amplitude in [a− i, b− i] for all i. Then K• has tor amplitude in
[a, b]. In particular if K• is a finite complex of R-modules of finite tor dimension,
then K• has finite tor dimension.

Proof. Follows by induction on the length of the finite complex: use Lemma 66.5
and the stupid truncations. □

Lemma 66.9.066I Let R be a ring. Let a, b ∈ Z. Let K• ∈ Db(R) such that Hi(K•)
has tor amplitude in [a− i, b− i] for all i. Then K• has tor amplitude in [a, b]. In
particular if K• ∈ Db(R) and all its cohomology groups have finite tor dimension
then K• has finite tor dimension.

Proof. Follows by induction on the length of the finite complex: use Lemma 66.5
and the canonical truncations. □

Lemma 66.10.0B66 Let A → B be a ring map. Let K• and L• be complexes of
B-modules. Let a, b, c, d ∈ Z. If

(1) K• as a complex of B-modules has tor amplitude in [a, b],
(2) L• as a complex of A-modules has tor amplitude in [c, d],

then K• ⊗L
B L

• as a complex of A-modules has tor amplitude in [a+ c, b+ d].

Proof. We may assume that K• is a complex of flat B-modules with Ki = 0
for i ̸∈ [a, b], see Lemma 66.3. Let M be an A-module. Choose a free resolution
F • →M . Then

(K• ⊗L
B L

•)⊗L
AM = Tot(Tot(K• ⊗B L•)⊗A F •) = Tot(K• ⊗B Tot(L• ⊗A F •))

see Homology, Remark 18.4 for the second equality. By assumption (2) the complex
Tot(L• ⊗A F •) has nonzero cohomology only in degrees [c, d]. Hence the spectral
sequence of Homology, Lemma 25.1 for the double complex K• ⊗B Tot(L• ⊗A F •)
proves that (K• ⊗L

B L
•)⊗L

AM has nonzero cohomology only in degrees [a+ c, b+
d]. □

Lemma 66.11.066J Let A→ B be a ring map. Assume that B is flat as an A-module.
Let K• be a complex of B-modules. Let a, b ∈ Z. If K• as a complex of B-modules
has tor amplitude in [a, b], then K• as a complex of A-modules has tor amplitude
in [a, b].

Proof. This is a special case of Lemma 66.10, but can also be seen directly as
follows. We have K• ⊗L

AM = K• ⊗L
B (M ⊗A B) since any projective resolution of

K• as a complex of B-modules is a flat resolution of K• as a complex of A-modules
and can be used to compute K• ⊗L

AM . □

Lemma 66.12.066K Let A → B be a ring map. Assume that B has tor dimension
≤ d as an A-module. Let K• be a complex of B-modules. Let a, b ∈ Z. If K•

as a complex of B-modules has tor amplitude in [a, b], then K• as a complex of
A-modules has tor amplitude in [a− d, b].

Proof. This is a special case of Lemma 66.10, but can also be seen directly as
follows. Let M be an A-module. Choose a free resolution F • →M . Then

K• ⊗L
AM = Tot(K• ⊗A F •) = Tot(K• ⊗B (F • ⊗A B)) = K• ⊗L

B (M ⊗L
A B).

https://stacks.math.columbia.edu/tag/066H
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By our assumption on B as an A-module we see that M ⊗L
AB has cohomology only

in degrees −d,−d + 1, . . . , 0. Because K• has tor amplitude in [a, b] we see from
the spectral sequence in Example 62.4 that K•⊗L

B (M ⊗L
AB) has cohomology only

in degrees [−d+ a, b] as desired. □

Lemma 66.13.066L Let A→ B be a ring map. Let a, b ∈ Z. Let K• be a complex of
A-modules with tor amplitude in [a, b]. Then K• ⊗L

A B as a complex of B-modules
has tor amplitude in [a, b].

Proof. By Lemma 66.3 we can find a quasi-isomorphism E• → K• where E• is
a complex of flat A-modules with Ei = 0 for i ̸∈ [a, b]. Then E• ⊗A B computes
K•⊗L

AB by construction and each Ei⊗AB is a flat B-module by Algebra, Lemma
39.7. Hence we conclude by Lemma 66.3. □

Lemma 66.14.066M Let A→ B be a flat ring map. Let d ≥ 0. Let M be an A-module
of tor dimension ≤ d. Then M ⊗A B is a B-module of tor dimension ≤ d.

Proof. Immediate consequence of Lemma 66.13 and the fact that M ⊗L
A B =

M ⊗A B because B is flat over A. □

Lemma 66.15.0B67 Let A → B be a ring map. Let K• be a complex of B-modules.
Let a, b ∈ Z. The following are equivalent

(1) K• has tor amplitude in [a, b] as a complex of A-modules,
(2) K•

q has tor amplitude in [a, b] as a complex of Ap-modules for every prime
q ⊂ B with p = A ∩ q,

(3) K•
m has tor amplitude in [a, b] as a complex of Ap-modules for every maxi-

mal ideal m ⊂ B with p = A ∩m.

Proof. Assume (3) and let M be an A-module. Then Hi = Hi(K• ⊗L
A M) is a

B-module and (Hi)m = Hi(K•
m ⊗L

Ap
Mp). Hence Hi = 0 for i ̸∈ [a, b] by Algebra,

Lemma 23.1. Thus (3) ⇒ (1). We omit the proofs of (1) ⇒ (2) and (2) ⇒ (3). □

Lemma 66.16.066N Let R be a ring. Let f1, . . . , fr ∈ R be elements which generate
the unit ideal. Let a, b ∈ Z. Let K• be a complex of R-modules. If for each i the
complex K• ⊗R Rfi

has tor amplitude in [a, b], then K• has tor amplitude in [a, b].

Proof. This follows immediately from Lemma 66.15 but can also be seen directly
as follows. Note that −⊗R Rfi

is an exact functor and that therefore

Hi(K•)fi = Hi(K•)⊗R Rfi = Hi(K• ⊗R Rfi).

and similarly for every R-module M we have

Hi(K• ⊗L
RM)fi

= Hi(K• ⊗L
RM)⊗R Rfi

= Hi(K• ⊗R Rfi
⊗L
Rfi

Mfi
).

Hence the result follows from the fact that an R-module N is zero if and only if
Nfi is zero for each i, see Algebra, Lemma 23.2. □

Lemma 66.17.068S Let R be a ring. Let a, b ∈ Z. Let K• be a complex of R-modules.
Let R→ R′ be a faithfully flat ring map. If the complex K•⊗RR′ has tor amplitude
in [a, b], then K• has tor amplitude in [a, b].

Proof. Let M be an R-module. Since R→ R′ is flat we see that

(M ⊗L
R K

•)⊗R R′ = ((M ⊗R R′)⊗L
R′ (K• ⊗R R′)

https://stacks.math.columbia.edu/tag/066L
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and taking cohomology commutes with tensoring with R′. Hence TorRi (M,K•)⊗R
R′ = TorR

′

i (M ⊗R R′,K• ⊗R R′). Since R → R′ is faithfully flat, the vanishing of
TorR

′

i (M⊗RR′,K•⊗RR′) for i ̸∈ [a, b] implies the same thing for TorRi (M,K•). □

Lemma 66.18.0DJF Given ring maps R → A → B with A → B faithfully flat and
K ∈ D(A) the tor amplitude of K over R is the same as the tor amplitude of
K ⊗L

A B over R.

Proof. This is true because for an R-module M we have Hi(K ⊗L
R M) ⊗A B =

Hi((K⊗L
AB)⊗L

RM) for all i. Namely, represent K by a complex K• of A-modules
and choose a free resolution F • →M . Then we have the equality

Tot(K• ⊗A B ⊗R F •) = Tot(K• ⊗R F •)⊗A B

The cohomology groups of the left hand side are Hi((K ⊗L
A B)⊗L

RM) and on the
right hand side we obtain Hi(K ⊗L

RM)⊗A B. □

Lemma 66.19.066P Let R be a ring of finite global dimension d. Then
(1) every module has tor dimension ≤ d,
(2) a complex of R-modules K• with Hi(K•) ̸= 0 only if i ∈ [a, b] has tor

amplitude in [a− d, b], and
(3) a complex of R-modules K• has finite tor dimension if and only if K• ∈

Db(R).

Proof. The assumption on R means that every module has a finite projective
resolution of length at most d, in particular every module has tor dimension ≤ d.
The second statement follows from Lemma 66.9 and the definitions. The third
statement is a rephrasing of the second. □

Lemma 66.20.0H75 Let R′ → R be a surjective ring map whose kernel is a nilpotent
ideal. Let K ′ ∈ D(R′) and set K = K ′ ⊗L

R′ R. Let a, b ∈ Z. Then K has tor
amplitude in [a, b] if and only if K ′ does.

Proof. One direction follows from Lemma 66.13. For the other, assume K has tor
amplitude in [a, b] and let M ′ be an R′-module. We have to show that K ′ ⊗L

R′ M ′

has nonzero cohomology only for degrees contained in the interval [a, b].

Let I = Ker(R′ → R). Then In = 0 for some n. If IM ′ = 0, then we can view M ′

as an R-module and argue as follows

K ′ ⊗L
R′ M ′ = K ′ ⊗L

R′ (R⊗L
RM

′) = (K ′ ⊗L
R′ R)⊗L

RM
′ = K ⊗L

RM
′

which has nonvanishing cohomology only in the interval [a, b] by assumption on K.
If It+1M ′ = 0, then we consider the short exact sequence

0→ IM ′ →M ′ →M ′/IM ′ → 0

By induction on t we have that both K ′⊗L
R′ IM ′ and K ′⊗L

R′ M ′/IM ′ have nonzero
cohomology only for degrees in the interval [a, b]. Then the distinguished triangle

K ′ ⊗L
R′ IM ′ → K ′ ⊗L

R′ M ′K ′ ⊗L
R′ M ′/IM ′(K ′ ⊗L

R′ IM ′)[1]

proves the same is true for K ′ ⊗L
R′ M ′ as desired. □
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67. Spectral sequences for Ext

0AVG In this section we collect various spectral sequences that come up when considering
the Ext functors. For any pair of objects L, K of the derived category D(R) of a
ring R we denote

ExtnR(L,K) = HomD(R)(L,K[n])
according to our general conventions in Derived Categories, Section 27.
For M an R-module and K ∈ D+(R) there is a spectral sequence
(67.0.1)0AVH Ei,j2 = ExtiR(M,Hj(K))⇒ Exti+jR (M,K)
and if K is represented by the bounded below complex K• of R-modules there is a
spectral sequence
(67.0.2)0AVI Ei,j1 = ExtjR(M,Ki)⇒ Exti+jR (M,K)
These spectral sequences come from applying Derived Categories, Lemma 21.3 to
the functor HomR(M,−).

68. Projective dimension

0A5M We defined the projective dimension of a module in Algebra, Definition 109.2.

Definition 68.1.0A5N LetR be a ring. LetK be an object ofD(R). We sayK has finite
projective dimension if K can be represented by a bounded complex of projective
modules. We say K has projective-amplitude in [a, b] if K is quasi-isomorphic to a
complex

. . .→ 0→ P a → P a+1 → . . .→ P b−1 → P b → 0→ . . .

where P i is a projective R-module for all i ∈ Z.

Clearly, K has finite projective dimension if and only if K has projective-amplitude
in [a, b] for some a, b ∈ Z. Furthermore, if K has finite projective dimension, then
K is bounded. Here is a lemma to detect such objects of D(R).

Lemma 68.2.0A5P Let R be a ring. Let K be an object of D(R). Let a, b ∈ Z. The
following are equivalent

(1) K has projective-amplitude in [a, b],
(2) ExtiR(K,N) = 0 for all R-modules N and all i ̸∈ [−b,−a],
(3) Hn(K) = 0 for n > b and ExtiR(K,N) = 0 for all R-modules N and all

i > −a, and
(4) Hn(K) = 0 for n ̸∈ [a− 1, b] and Ext−a+1

R (K,N) = 0 for all R-modules N .

Proof. Assume (1). We may assume K is the complex
. . .→ 0→ P a → P a+1 → . . .→ P b−1 → P b → 0→ . . .

where P i is a projective R-module for all i ∈ Z. In this case we can compute the
ext groups by the complex

. . .→ 0→ HomR(P b, N)→ . . .→ HomR(P a, N)→ 0→ . . .

and we obtain (2).
Assume (2) holds. Choose an injection Hn(K) → I where I is an injective
R-module. Since HomR(−, I) is an exact functor, we see that Ext−n(K, I) =
HomR(Hn(K), I). We conclude in particular that Hn(K) is zero for n > b. Thus
(2) implies (3).

https://stacks.math.columbia.edu/tag/0A5N
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By the same argument as in (2) implies (3) gives that (3) implies (4).

Assume (4). The same argument as in (2) implies (3) shows that Ha−1(K) = 0,
i.e., we have Hi(K) = 0 unless i ∈ [a, b]. In particular, K is bounded above and we
can choose a a complex P • representing K with P i projective (for example free)
for all i ∈ Z and P i = 0 for i > b. See Derived Categories, Lemma 15.4. Let
Q = Coker(P a−1 → P a). Then K is quasi-isomorphic to the complex

. . .→ 0→ Q→ P a+1 → . . .→ P b → 0→ . . .

as Hi(K) = 0 for i < a. Denote K ′ = (P a+1 → . . .→ P b) the corresponding object
of D(R). We obtain a distinguished triangle

K ′ → K → Q[−a]→ K ′[1]

in D(R). Thus for every R-module N an exact sequence

Ext−a(K ′, N)→ Ext1(Q,N)→ Ext1−a(K,N)

By assumption the term on the right vanishes. By the implication (1) ⇒ (2) the
term on the left vanishes. Thus Q is a projective R-module by Algebra, Lemma
77.2. Hence (1) holds and the proof is complete. □

Example 68.3.0A5Q Let k be a field and let R be the ring of dual numbers over k,
i.e., R = k[x]/(x2). Denote ϵ ∈ R the class of x. Let M = R/(ϵ). Then M is
quasi-isomorphic to the complex

R
ϵ−→ R

ϵ−→ R→ . . .

but M does not have finite projective dimension as defined in Algebra, Definition
109.2. This explains why we consider bounded (in both directions) complexes of
projective modules in our definition of finite projective dimension of objects of
D(R).

69. Injective dimension

0A5R This section is the dual of the section on projective dimension.

Definition 69.1.0A5S Let R be a ring. Let K be an object of D(R). We say K has
finite injective dimension if K can be represented by a finite complex of injective
R-modules. We say K has injective-amplitude in [a, b] if K is isomorphic to a
complex

. . .→ 0→ Ia → Ia+1 → . . .→ Ib−1 → Ib → 0→ . . .

with Ii an injective R-module for all i ∈ Z.

Clearly, K has bounded injective dimension if and only if K has injective-amplitude
in [a, b] for some a, b ∈ Z. Furthermore, if K has bounded injective dimension, then
K is bounded. Here is the obligatory lemma.

Lemma 69.2.0A5T Let R be a ring. Let K be an object of D(R). Let a, b ∈ Z. The
following are equivalent

(1) K has injective-amplitude in [a, b],
(2) ExtiR(N,K) = 0 for all R-modules N and all i ̸∈ [a, b],
(3) Exti(R/I,K) = 0 for all ideals I ⊂ R and all i ̸∈ [a, b].
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Proof. Assume (1). We may assume K is the complex

. . .→ 0→ Ia → Ia+1 → . . .→ Ib−1 → Ib → 0→ . . .

where Ii is a injective R-module for all i ∈ Z. In this case we can compute the ext
groups by the complex

. . .→ 0→ HomR(N, Ia)→ . . .→ HomR(N, Ib)→ 0→ . . .

and we obtain (2). It is clear that (2) implies (3).

Assume (3) holds. Choose a nonzero map R → Hn(K). Since HomR(R,−) is
an exact functor, we see that ExtnR(R,K) = HomR(R,Hn(K)) = Hn(K). We
conclude that Hn(K) is zero for n ̸∈ [a, b]. In particular, K is bounded below and
we can choose a quasi-isomorphism

K → I•

with Ii injective for all i ∈ Z and Ii = 0 for i < a. See Derived Categories, Lemma
15.5. Let J = Ker(Ib → Ib+1). Then K is quasi-isomorphic to the complex

. . .→ 0→ Ia → . . .→ Ib−1 → J → 0→ . . .

Denote K ′ = (Ia → . . . → Ib−1) the corresponding object of D(R). We obtain a
distinguished triangle

J [−b]→ K → K ′ → J [1− b]
in D(R). Thus for every ideal I ⊂ R an exact sequence

Extb(R/I,K ′)→ Ext1(R/I, J)→ Ext1+b(R/I,K)

By assumption the term on the right vanishes. By the implication (1) ⇒ (2) the
term on the left vanishes. Thus J is a injective R-module by Lemma 55.4. □

Example 69.3.0EX0 Let R be a Dedekind domain. Then every nonzero ideal I is
a finite projective module, see Lemma 22.11. Thus R/I has projective dimension
1. Hence every R-module M has injective dimension ≤ 1 by Lemma 69.2. Thus
ExtiR(M,N) = 0 for i ≥ 2 and any pair of R-modules M,N . It follows that
any object K in Db(R) is isomorphic to the direct sum of its cohomologies: K ∼=⊕
Hi(K)[−i], see Derived Categories, Lemma 27.10.

Example 69.4.0A5U Let k be a field and let R be the ring of dual numbers over k,
i.e., R = k[x]/(x2). Denote ϵ ∈ R the class of x. Let M = R/(ϵ). Then M is
quasi-isomorphic to the complex

. . .→ R
ϵ−→ R

ϵ−→ R

and R is an injective R-module. However one usually does not consider M to have
finite injective dimension in this situation. This explains why we consider bounded
(in both directions) complexes of injective modules in our definition of bounded
injective dimension of objects of D(R).

Lemma 69.5.0A5V Let R be a ring. Let K ∈ D(R).
(1) If K is in Db(R) and Hi(K) has finite injective dimension for all i, then

K has finite injective dimension.
(2) If K• represents K, is a bounded complex of R-modules, and Ki has finite

injective dimension for all i, then K has finite injective dimension.
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Proof. Omitted. Hint: Apply the spectral sequences of Derived Categories, Lemma
21.3 to the functor F = HomR(N,−) to get a computation of ExtiA(N,K) and use
the criterion of Lemma 69.2. □

Lemma 69.6.0DW2 Let R be a Noetherian ring. Let I ⊂ R be an ideal contained in
the Jacobson radical of R. Let K ∈ D+(R) have finite cohomology modules. Then
the following are equivalent

(1) K has finite injective dimension, and
(2) there exists a b such that ExtiR(R/J,K) = 0 for i > b and any ideal J ⊃ I.

Proof. The implication (1) ⇒ (2) is immediate. Assume (2). Say Hi(K) = 0 for
i < a. Then Exti(M,K) = 0 for i < a and all R-modules M . Thus it suffices to
show that Exti(M,K) = 0 for i > b any finite R-module M , see Lemma 69.2. By
Algebra, Lemma 62.1 the moduleM has a finite filtration whose successive quotients
are of the form R/p where p is a prime ideal. If 0→M1 →M →M2 → 0 is a short
exact sequence and Exti(Mj ,K) = 0 for i > b and j = 1, 2, then Exti(M,K) = 0
for i > b. Thus we may assume M = R/p. If I ⊂ p, then the vanishing follows
from the assumption. If not, then choose f ∈ I, f ̸∈ p. Consider the short exact
sequence

0→ R/p
f−→ R/p→ R/(p, f)→ 0

The R-module R/(p, f) has a filtration whose successive quotients are R/q with
(p, f) ⊂ q. Thus by Noetherian induction and the argument above we may as-
sume the vanishing holds for R/(p, f). On the other hand, the modules Ei =
Exti(R/p,K) are finite by our assumption on K (bounded below with finite coho-
mology modules), the spectral sequence (67.0.1), and Algebra, Lemma 71.9. Thus
Ei for i > b is a finite R-module such that Ei/fEi = 0. We conclude by Nakayama’s
lemma (Algebra, Lemma 20.1) that Ei is zero. □

Lemma 69.7.0AVJ Let (R,m, κ) be a local Noetherian ring. Let K ∈ D+(R) have
finite cohomology modules. Then the following are equivalent

(1) K has finite injective dimension, and
(2) ExtiR(κ,K) = 0 for i≫ 0.

Proof. This is a special case of Lemma 69.6. □

70. Modules which are close to being projective

0G8Z There seem to be many different of definitions in the literature of “almost projective
modules”. In this section we discuss just one of the many possibilities.

Lemma 70.1.0G90 Let R be a ring. Let M , N be R-modules.
(1) Given an R-module map φ : M → N the following are equivalent: (a)

φ factors through a projective R-module, and (b) φ factors through a free
R-module.

(2) The set of φ : M → N satisfying the equivalent conditions of (1) is an
R-submodule of HomR(M,N).

(3) Given maps ψ : M ′ → M and ξ : N → N ′, if φ : M → N satisfies the
equivalent conditions of (1), then ξ ◦ φ ◦ ψ : M ′ → N ′ does too.

https://stacks.math.columbia.edu/tag/0DW2
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Proof. The equivalence of (1)(a) and (1)(b) follows from Algebra, Lemma 77.2. If
φ : M → N and φ′ : M → N factor through the modules P and P ′ then φ + φ′

factors through P ⊕P ′ and λφ factors through P for all λ ∈ R. This proves (2). If
φ : M → N factors through the module P and ψ and ξ are as in (3), then ξ ◦φ ◦ψ
factors through P . This proves (3). □

Lemma 70.2.0G91 Let R be a ring. Let φ : M → N be an R-module map. If φ factors
through a projective module and M is a finite R-module, then φ factors through a
finite projective module.
Proof. By Lemma 70.1 we can factor φ = τ ◦ σ where the target of σ is

⊕
i∈I R

for some set I. Choose generators x1, . . . , xn for M . Write σ(xj) = (aji)i∈I . For
each j only a finite number of aij are nonzero. Hence σ has image contained in a
finite free R-module and we conclude. □

Let R be a ring. Observe that an R-module is projective if and only if the identity
on R factors through a projective module.
Lemma 70.3.0G92 Let R be a ring. Let I ⊂ R be an ideal. Let M be an R-module.
The following conditions are equivalent

(1) for every a ∈ I the map a : M →M factors through a projective R-module,
(2) for every a ∈ I the map a : M →M factors through a free R-module, and
(3) Ext1

R(M,N) is annihilated by I for every R-module N .
Proof. The equivalence of (1) and (2) follows from Lemma 70.1. If (1) holds, then
(3) holds because Ext1

R(P,N) for any N and any projective module P . Conversely,
assume (3) holds. Choose a short exact sequence 0 → N → P → M → 0 with P
projective (or even free). By assumption the corresponding element of Ext1

R(M,N)
is annihilated by I. Hence for every a ∈ I the map a : M → M can be factored
through the surjection P →M and we conclude (1) holds. □

In order to comfortably talk about modules satisfying the equivalent conditions of
Lemma 70.3 we give the property a name.
Definition 70.4.0G93 Let R be a ring. Let I ⊂ R be an ideal. Let M be an R-module.
We say M is I-projective8 if the equivalent conditions of Lemma 70.3 hold.
Modules annihilated by I are I-projective.
Lemma 70.5.0G94 Let R be a ring. Let I ⊂ R be an ideal. Let M be an R-module. If
M is annihilated by I, then M is I-projective.
Proof. Immediate from the definition and the fact that the zero module is projec-
tive. □

Lemma 70.6.0G95 Let R be a ring. Let I ⊂ R be an ideal. Let
0→ K → P →M → 0

be a short exact sequence of R-modules. If M is I-projective and P is projective,
then K is I-projective.
Proof. The element idK ∈ HomR(K,K) maps to the class of the given extension
in Ext1

R(M,K). Since by assumption this class is annihilated by any a ∈ I we see
that a : K → K factors through K → P and we conclude. □

8This is nonstandard notation.
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Lemma 70.7.0G96 Let R be a ring. Let I ⊂ R be an ideal. If M is a finite, I-projective
R-module, then M∨ = HomR(M,R) is I-projective.

Proof. Assume M is finite and I-projective. Choose a short exact sequence 0 →
K → R⊕r → M → 0. This produces an injection M∨ → R⊕r = (R⊕r)∨. Since
the extension class in Ext1

R(M,K) corresponding to the short exact sequence is
annihilated by I, we see that for any a ∈ I we can find a map M → R⊕r such that
the composition with the given map R⊕r → M is equal to a : M → M . Taking
duals we find that a : M∨ →M∨ factors through the map M∨ → R⊕r given above
and we conclude. □

71. Hom complexes

0A8H Let R be a ring. Let L• and M• be two complexes of R-modules. We construct a
complex Hom•(L•,M•). Namely, for each n we set

Homn(L•,M•) =
∏

n=p+q
HomR(L−q,Mp)

It is a good idea to think of Homn as the R-module of all R-linear maps from L•

to M• (viewed as graded modules) which are homogeneous of degree n. In this
terminology, we define the differential by the rule

d(f) = dM ◦ f − (−1)nf ◦ dL
for f ∈ Homn(L•,M•). We omit the verification that d2 = 0. See Section 72
for sign rules. This construction is a special case of Differential Graded Algebra,
Example 26.6. It follows immediately from the construction that we have
(71.0.1)0A5X Hn(Hom•(L•,M•)) = HomK(R)(L•,M•[n])
for all n ∈ Z.

Lemma 71.1.0A5Y Let R be a ring. Given complexes K•, L•,M• of R-modules there
is a canonical isomorphism

Hom•(K•,Hom•(L•,M•)) = Hom•(Tot(K• ⊗R L•),M•)
of complexes of R-modules.

Proof. Let α be an element of degree n on the left hand side. Thus

α = (αp,q) ∈
∏

p+q=n
HomR(K−q,Homp(L•,M•))

Each αp,q is an element
αp,q = (αr,s,q) ∈

∏
r+s+q=n

HomR(K−q,HomR(L−s,Mr))

If we make the identifications
(71.1.1)0A5Z HomR(K−q,HomR(L−s,Mr)) = HomR(K−q ⊗R L−s,Mr)
then by our sign rules we get

d(αr,s,q) = dHom•(L•,M•) ◦ αr,s,q − (−1)nαr,s,q ◦ dK
= dM ◦ αr,s,q − (−1)r+sαr,s,q ◦ dL − (−1)r+s+qαr,s,q ◦ dK

On the other hand, if β is an element of degree n of the right hand side, then

β = (βr,s,q) ∈
∏

r+s+q=n
HomR(K−q ⊗R L−s,Mr)

https://stacks.math.columbia.edu/tag/0G96
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and by our sign rule (Homology, Definition 18.3) we get
d(βr,s,q) = dM ◦ βr,s,q − (−1)nβr,s,q ◦ dTot(K•⊗L•)

= dM ◦ βr,s,q − (−1)r+s+q (
βr,s,q ◦ dK + (−1)−qβr,s,q ◦ dL

)
Thus we see that the map induced by the identifications (71.1.1) indeed is a mor-
phism of complexes. □

Remark 71.2.0GWQ Let R be a ring. The category Comp(R) of complexes of R-modules
is a symmetric monoidal category with tensor product given by Tot(− ⊗R −), see
Lemma 58.1. Given L• and M• in Comp(R) an element f ∈ Hom0(L•,M•) defines
a map of complexes f : L• → M• if and only if d(f) = 0. Hence Lemma 71.1 also
tells us that

MorComp(R)(K•,Hom•(L•,M•)) = MorComp(R)(Tot(K• ⊗R L•),M•)
functorially in K•, L•,M• in Comp(R). This means that Hom•(−,−) is an internal
hom for the symmetric monoidal category Comp(R) as discussed in Categories,
Remark 43.12.

Lemma 71.3.0A8I Let R be a ring. Given complexes K•, L•,M• of R-modules there
is a canonical morphism

Tot (Hom•(L•,M•)⊗R Hom•(K•, L•)) −→ Hom•(K•,M•)
of complexes of R-modules.

Proof. Via the discussion in Remark 71.2 the existence of such a canonical map
follows from Categories, Remark 43.12. We also give a direct construction.
An element α of degree n of the left hand side is

α = (αp,q) ∈
⊕

p+q=n
Homp(L•,M•)⊗R Homq(K•, L•)

The element αp,q is a finite sum αp,q =
∑
βpi ⊗ γ

q
i with

βpi = (βr,si ) ∈
∏

r+s=p
HomR(L−s,Mr)

and
γqi = (γu,vi ) ∈

∏
u+v=q

HomR(K−v, Lu)

The map is given by sending α to δ = (δr,v) with

δr,v =
∑

i,s
βr,si ◦ γ

−s,v
i ∈ HomR(K−v,Mr)

For given r + v = n this sum is finite as there are only finitely many nonzero αp,q,
hence only finitely many nonzero βpi and γqi . By our sign rules we have

d(αp,q) = dHom•(L•,M•)(αp,q) + (−1)pdHom•(K•,L•)(αp,q)

=
∑ (

dM ◦ βpi ◦ γ
q
i − (−1)pβpi ◦ dL ◦ γqi

)
+ (−1)p

∑ (
βpi ◦ dL ◦ γqi − (−1)qβpi ◦ γ

q
i ◦ dK

)
=

∑ (
dM ◦ βpi ◦ γ

q
i − (−1)nβpi ◦ γ

q
i ◦ dK

)
It follows that the rules α 7→ δ is compatible with differentials and the lemma is
proved. □

https://stacks.math.columbia.edu/tag/0GWQ
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Lemma 71.4.0BYM Let R be a ring. Given complexes K•, L•,M• of R-modules there
is a canonical morphism

Tot(K• ⊗R Hom•(M•, L•)) −→ Hom•(M•,Tot(K• ⊗R L•))
of complexes of R-modules functorial in all three complexes.

Proof. Via the discussion in Remark 71.2 the existence of such a canonical map
follows from Categories, Remark 43.12. We also give a direct construction.
Let α be an element of degree n of the right hand side. Thus

α = (αp,q) ∈
∏

p+q=n
HomR(M−q,Totp(K• ⊗R L•))

Each αp,q is an element
αp,q = (αr,s,q) ∈ HomR(M−q,

⊕
r+s+q=n

Kr ⊗R Ls)

where we think of αr,s,q as a family of maps such that for every x ∈ M−q only a
finite number of αr,s,q(x) are nonzero. By our sign rules we get

d(αr,s,q) = dTot(K•⊗RL•) ◦ αr,s,q − (−1)nαr,s,q ◦ dM
= dK ◦ αr,s,q + (−1)rdL ◦ αr,s,q − (−1)nαr,s,q ◦ dM

On the other hand, if β is an element of degree n of the left hand side, then

β = (βp,q) ∈
⊕

p+q=n
Kp ⊗R Homq(M•, L•)

and we can write βp,q =
∑
γpi ⊗ δ

q
i with γpi ∈ Kp and

δqi = (δr,si ) ∈
∏

r+s=q
HomR(M−s, Lr)

By our sign rules we have
d(βp,q) = dK(βp,q) + (−1)pdHom•(M•,L•)(βp,q)

=
∑

dK(γpi )⊗ δqi + (−1)p
∑

γpi ⊗ (dL ◦ δqi − (−1)qδqi ◦ dM )

We send the element β to α with

αr,s,q = cr,s,q(
∑

γri ⊗ δ
s,q
i )

where cr,s,q : Kr ⊗R HomR(M−q, Ls) → HomR(M−q,Kr ⊗R Ls) is the canonical
map. For a given β and r there are only finitely many nonzero γri hence only finitely
many nonzero αr,s,q are nonzero (for a given r). Thus this family of maps satisfies
the conditions above and the map is well defined. Comparing signs we see that this
is compatible with differentials. □

Lemma 71.5.0A62 Let R be a ring. Given complexes K•, L• of R-modules there is a
canonical morphism

K• −→ Hom•(L•,Tot(K• ⊗R L•))
of complexes of R-modules functorial in both complexes.

Proof. Via the discussion in Remark 71.2 the existence of such a canonical map
follows from Categories, Remark 43.12. We also give a direct construction.
Let α be an element of degree n of the right hand side. Thus

α = (αp,q) ∈
∏

p+q=n
HomR(L−q,Totp(K• ⊗R L•))
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Each αp,q is an element
αp,q = (αr,s,q) ∈ HomR(L−q,

⊕
r+s+q=n

Kr ⊗R Ls)

where we think of αr,s,q as a family of maps such that for every x ∈ L−q only a
finite number of αr,s,q(x) are nonzero. By our sign rules we get

d(αr,s,q) = dTot(K•⊗RL•) ◦ αr,s,q − (−1)nαr,s,q ◦ dL
= dK ◦ αr,s,q + (−1)rdL ◦ αr,s,q − (−1)nαr,s,q ◦ dL

Now an element β ∈ Kn we send to α with αn,−q,q = β ⊗ idL−q and αr,s,q = 0
if r ̸= n. This is indeed an element as above, as for fixed q there is only one
nonzero αr,s,q. The description of the differential shows this is compatible with
differentials. □

Lemma 71.6.0A60 Let R be a ring. Given complexes K•, L•,M• of R-modules there
is a canonical morphism

Tot(Hom•(L•,M•)⊗R K•) −→ Hom•(Hom•(K•, L•),M•)
of complexes of R-modules functorial in all three complexes.

Proof. Via the discussion in Remark 71.2 the existence of such a canonical map
follows from Categories, Remark 43.12. We also give a direct construction.
Consider an element β of degree n of the right hand side. Then

β = (βp,s) ∈
∏

p+s=n
HomR(Hom−s(K•, L•),Mp)

Our sign rules tell us that
d(βp,s) = dM ◦ βp,s − (−1)nβp,s ◦ dHom•(K•,L•)

We can describe the last term as follows
(βp,s ◦ dHom•(K•,L•))(f) = βp,s(dL ◦ f − (−1)s+1f ◦ dK)

if f ∈ Hom−s−1(K•, L•). We conclude that in some unspecified sense d(βp,s) is a
sum of three terms with signs as follows
(71.6.1)0FNE d(βp,s) = dM (βp,s)− (−1)ndL(βp,s) + (−1)p+1dK(βp,s)
Next, we consider an element α of degree n of the left hand side. We can write it
like so

α = (αt,r) ∈
⊕

t+r=n
Homt(L•,M•)⊗Kr

Each αt,r maps to an element

αt,r 7→ (αp,q,r) ∈
∏

p+q=t
HomR(L−q,Mp)⊗R Kr

Our sign rules tell us that
d(αp,q,r) = dHom•(L•,M•)(αp,q,r) + (−1)p+qdK(αp,q,r)

where if we further write αp,q,r =
∑
gp,qi ⊗ kri then we have

dHom•(L•,M•)(αp,q,r) =
∑

(dM ◦ gp,qi )⊗ kri − (−1)p+q
∑

(gp,qi ◦ dL)⊗ kri
We conclude that in some unspecified sense d(αp,q,r) is a sum of three terms with
signs as follows
(71.6.2)0FNF d(αp,q,r) = dM (αp,q,r)− (−1)p+qdL(αp,q,r) + (−1)p+qdK(αp,q,r)

https://stacks.math.columbia.edu/tag/0A60
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To define our map we will use the canonical maps
cp,q,r : HomR(L−q,Mp)⊗R Kr −→ HomR(HomR(Kr, L−q),Mp)

which sends φ⊗k to the map ψ 7→ φ(ψ(k)). This is functorial in all three variables.
With s = q + r there is an inclusion

HomR(HomR(Kr, L−q),Mp) ⊂ HomR(Hom−s(K•, L•),Mp)
coming from the projection Hom−s(K•, L•) → HomR(Kr, L−q). Since αp,q,r is
nonzero only for a finite number of r we see that for a given s there is only a finite
number of q, r with q + r = s. Thus we can send α to the element β with

βp,s =
∑

q+r=s
ϵp,q,rcp,q,r(αp,q,r)

where where the sum uses the inclusions given above and where ϵp,q,r ∈ {±1}.
Comparing signs in the equations (71.6.1) and (71.6.2) we see that

(1) ϵp,q,r = ϵp+1,q,r
(2) −(−1)nϵp,q,r = −(−1)p+qϵp,q−1,r or equivalently ϵp,q,r = (−1)rϵp,q−1,r
(3) (−1)p+1ϵp,q,r = (−1)p+qϵp,q,r+1 or equivalently (−1)q+1ϵp,q,r = ϵp,q,r+1.

A good solution is to take
ϵp,r,s = (−1)r+qr

The choice of this sign is explained in the remark following the proof. □

Remark 71.7.0A61 Let us explain why the sign used in the direct construction in
the proof of Lemma 71.6 agrees with the sign we get from the construction using
the discussion in Remark 71.2 and Categories, Remark 43.12. Denote − ⊗ − =
Tot(− ⊗R −) and hom(−,−) = Hom•(−,−). The construction using monoidal
category language tells us to use the arrow

hom(L•,M•)⊗K• −→ hom(hom(K•, L•),M•)
in Comp(R) corresponding to the arrow

hom(L•,M•)⊗K• ⊗ hom(K•, L•) −→M•

gotten by swapping the order of the last two tensor products and then using the
evaluation maps hom(K•, L•)⊗K• → L• and hom(L•,K•)⊗ L• → M•. Only in
swapping does a sign intervene. Namely, in the isomorphism

K• ⊗ hom(K•, L•)→ hom(K•, L•)⊗K•

there is a sign (−1)r(q+r′) on Kr⊗RHomR(K−r′
, Lq), see Section 72 item (9). The

reader can convince themselves that, because of the correspondence we are using
to describe maps into an internal hom, this sign only matters if r = r′ and in this
case we obtain (−1)r(q+r) = (−1)r+qr as in the direct proof.

72. Sign rules

0FNG In this section we review the sign rules used so far and we discuss some of their
ramifications. It also seems appropriate to discuss these issues in the setting of
the category of complexes of modules over a ring, as most interesting phenomena
already occur in this case. We sincerely hope the reader will not need to use the
more esoteric aspects of this section.
For the rest of this section, we fix a ring R and we denote M• a complex of R-
modules with differentials dnM : Mn →Mn+1.
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(1) The kth shifted complex M•[k] has terms (M•[k])n = Mn+k and differen-
tials dnM [k] = (−1)kdn+k

M , see Homology, Definition 14.7.
(2) Given a map f : M• → N• of complexes, we define f [k] : M•[k] → N•[k]

without the intervention of signs, see Homology, Definition 14.7.
(3) We identify Hn(M•[k]) with Hn+k(M•) without the intervention of signs,

see Homology, Definition 14.8.
(4) The boundary map of a short exact sequence of complexes is defined as in

the snake lemma without the intervention of signs, see Homology, Lemma
13.12.

(5) The distinguished triangle associated to a termwise split short exact se-
quence 0→ K• → L• →M• → 0 of complexes is given by

K• → L• →M• → K•[1]

where Mn → Kn+1 is the map πn+1 ◦ dnL ◦ sn if s and π are compatible
termwise splittings. In other words, without the intervention of signs. See
Derived Categories, Definitions 10.1 and 9.9.

(6) The total complex Tot(M•⊗RN•) has differential d satisfying the Leibniz
rule d(x⊗ y) = d(x)⊗ y+ (−1)deg(x)x⊗ d(y). See Homology, Example 18.2
and Homology, Definition 18.3.

(7)0FNH There is a canonical isomorphism

Tot(M• ⊗R N•)[a+ b]→ Tot(M•[a]⊗R N•[b])

which uses the sign (−1)pb on the summand Mp ⊗R Nq, see Homology,
Remark 18.5. It is often more convenient to consider the corresponding
shifted map Tot(M• ⊗R N•)→ Tot(M•[a]⊗R N•[b])[−a− b].

(8) There is a canonical isomorphism of complexes

Tot(Tot(K• ⊗R L•)⊗RM•)→ Tot(K• ⊗R Tot(L• ⊗RM•))

defined without the intervention of signs. See Section 58.
(9)0GWR There is a canonical isomorphism

Tot(L• ⊗RM•)→ Tot(M• ⊗R L•)

which uses the sign (−1)pq on the summand Lp ⊗RMq. See Section 58.

Before we get into a discussion of the sign conventions regarding Hom-complexes,
we construct the dual of a complex with respect to the conventions above.

Lemma 72.1.0FNJ Let R be a ring. Let M be an R-module. Let N, η, ϵ be a left dual
of M in the monoidal category of R-modules, see Categories, Definition 43.5. Then

(1) M and N are finite projective R-modules,
(2) the map e : HomR(M,R)→ N , λ 7→ (λ⊗ 1)(η) is an isomorphism,
(3) we have ϵ(n,m) = e−1(n)(m) for n ∈ N and m ∈M .

Proof. The assumptions mean that

M
η⊗1−−→M ⊗R N ⊗RM

1⊗ϵ−−→M and N
1⊗η−−→ N ⊗RM ⊗R N

ϵ⊗1−−→ N
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are the identity map. We can choose a finite free module F , an R-module map
F →M , and a lift η̃ : R→ F ⊗R N of η. We obtain a commutative diagram

M
η⊗1

//

η̃⊗1
))

M ⊗R N ⊗RM 1⊗ϵ
// M

F ⊗R N ⊗RM

OO

1⊗ϵ // F

OO

This shows that the identity on M factors through a finite free module and hence
M is finite projective. By symmetry we see that N is finite projective. This proves
part (1). Part (2) follows from Categories, Lemma 43.6 and its proof. Part (3)
follows from the first equality of the proof. □

Lemma 72.2.0FNK Let R be a ring. Let M• be a complex of R-modules. Let N•, η, ϵ
be a left dual of M• in the monoidal category of complexes of R-modules. Then

(1) M• and N• are bounded,
(2) Mn and Nn are finite projective R-modules,
(3) writing ϵ =

∑
ϵn with ϵn : N−n ⊗RMn → R and η =

∑
ηn with ηn : R→

Mn ⊗R N−n then (N−n, ηn, ϵn) is the left dual of Mn as in Lemma 72.1,
(4) the differential dnN : Nn → Nn+1 is equal to −(−1)n times the map

Nn = HomR(M−n, R)
d−n−1

M−−−−→ HomR(M−n−1, R) = Nn+1

where the equality signs are the identifications from Lemma 72.1 part (2).
Conversely, given a bounded complex M• of finite projective R-modules, setting
Nn = HomR(M−n, R) with differentials as above, setting ϵ =

∑
ϵn with ϵn :

N−n ⊗R Mn → R given by evaluation, and setting η =
∑
ηn with ηn : R →

Mn ⊗R N−n mapping 1 to idMn
we obtain a left dual of M• in the monoidal cate-

gory of complexes of R-modules.

Proof. Since (1 ⊗ ϵ) ◦ (η ⊗ 1) = idM• and (ϵ ⊗ 1) ◦ (1 ⊗ η) = idN• by Categories,
Definition 43.5 we see immediately that we have (1 ⊗ ϵn) ◦ (ηn ⊗ 1) = idMn and
(ϵn ⊗ 1) ◦ (1 ⊗ ηn) = idN−n which proves (3). By Lemma 72.1 we have (2). Since
the sum η =

∑
ηn is finite, we get (1). Since η =

∑
ηn is a map of complexes

R→ Tot(M• ⊗R N•) we see that

(d−n−1
M ⊗ 1) ◦ η−n−1 + (−1)n(1⊗ d−n

N ) ◦ η−n = 0

by our choice of signs for the differential on Tot(M•⊗RN•). Unwinding definitions,
this proves (4). To see the final statement of the lemma one reads the above
backwards. □

We will use the description of the left dual of a complex in Lemma 72.2 as a
motivation for our sign rule on the Hom-complex. Namelly, we choose the signs
such that (11) holds. We continue with the discussion of various sign rules as above

(10) Given complexes K•, M• we let Hom•(M•,K•) be the complex with terms

Homn(M•,K•) =
∏

n=p+q
HomR(M−q,Kp)

and differential given by the rule

d(f) = dK ◦ f − (−1)nf ◦ dM

https://stacks.math.columbia.edu/tag/0FNK
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(11)0FNL The choice above is such that if M• has a left dual N• as in Lemma 72.2,
then we have a canonical isomorphism

Tot(K• ⊗R N•) −→ Hom•(M•,K•)
defined without the intervention of signs sending the summand Kp ⊗R
Nq to the summand HomR(M−q,Kp) via Nq = HomR(M−q, R) and the
canonical map Kp ⊗R HomR(M−q, R)→ HomR(M−q,Kp).

(12) There is a composition
Tot(Hom•(L•,K•)⊗R Hom•(M•, L•)) −→ Hom•(M•,K•)

defined without the intervention of signs, see Lemma 71.3.
(13) There is a canonical isomorphism

Hom•(K•,Hom•(L•,M•)) = Hom•(Tot(K• ⊗R L•),M•)
defined without the intervention of signs, see Lemma 71.1.

(14) There is a canonical map
Tot(K• ⊗R Hom•(M•, L•)) −→ Hom•(M•,Tot(K• ⊗R L•))

defined without the intervention of signs, see Lemma 71.4.
(15) There is a canonical map

K• −→ Hom•(L•,Tot(K• ⊗R L•))
defined without the intervention of signs, see Lemma 71.5.

(16) By Lemma 71.6 is a canonical map
Tot(Hom•(L•,M•)⊗R K•) −→ Hom•(Hom•(K•, L•),M•)

which uses a sign (−1)r+qr on the module HomR(L−q,Mp) ⊗R Kr whose
reason is explained in Remark 71.7.

(17)0FNM Taking L• = M• and using R→ Hom•(M•,M•) the map from the previous
item becomes the evaluation map

ev : K• −→ Hom•(Hom•(K•,M•),M•)
It sends x ∈ Kn to the map which sends f ∈ Homm(K•,M•) to (−1)nmf(x).

(18)0FNN There is a canonical identification
Hom•(M•,K•)[a− b]→ Hom•(M•[b],K•[a])

which uses signs. It is defined as the map whose corresponding shifted map
Hom•(M•,K•)→ Hom•(M•[b],K•[a])[b− a]

uses the sign (−1)nb on the module HomR(M−q,Kp) with p + q = n.
Namely, if f ∈ Homn(M•,K•) then

d(f) = dK ◦ f − (−1)nf ◦ dM
on the source, whereas on the target f lies in (Hom•(M•[b],K•[a])[b− a])n =
Homn+b−a(M•[b],K•[a]) and hence we get

d(f) = (−1)b−a
(
dK[a] ◦ f − (−1)n+b−af ◦ dM [b]

)
= (−1)b−a

(
(−1)adK ◦ f − (−1)n+b−af ◦ (−1)bdM

)
= (−1)bdK ◦ f − (−1)n+bf ◦ dM

and one sees that the chosen sign of (−1)nb in degree n produces a map of
complexes for these differentials.
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73. Derived hom

0A5W Let R be a ring. The derived hom we will define in this section is a functor
D(R)opp ×D(R) −→ D(R), (K,L) 7−→ RHomR(K,L)

This is an internal hom in the derived category of R-modules in the sense that it
is characterized by the formula
(73.0.1)0A63 HomD(R)(K,RHomR(L,M)) = HomD(R)(K ⊗L

R L,M)
for objects K,L,M of D(R). Note that this formula characterizes the objects up to
unique isomorphism by the Yoneda lemma. A construction can be given as follows.
Choose a K-injective complex I• of R-modules representing M , choose a complex
L• representing L, and set

RHomR(L,M) = Hom•(L•, I•)
with notation as in Section 71. A generalization of this construction is discussed
in Differential Graded Algebra, Section 31. From (71.0.1) and Derived Categories,
Lemma 31.2 that we have
(73.0.2)0A64 Hn(RHomR(L,M)) = HomD(R)(L,M [n])
for all n ∈ Z. In particular, the object RHomR(L,M) of D(R) is well defined, i.e.,
independent of the choice of the K-injective complex I•.

Lemma 73.1.0A65 Let R be a ring. Let K,L,M be objects of D(R). There is a
canonical isomorphism

RHomR(K,RHomR(L,M)) = RHomR(K ⊗L
R L,M)

in D(R) functorial in K,L,M which recovers (73.0.1) by taking H0.

Proof. Choose a K-injective complex I• representing M and a K-flat complex of
R-modules L• representing L. For any complex of R-modules K• we have

Hom•(K•,Hom•(L•, I•)) = Hom•(Tot(K• ⊗R L•), I•)
by Lemma 71.1. The lemma follows by the definition of RHom and because
Tot(K• ⊗R L•) represents the derived tensor product. □

Lemma 73.2.0A66 Let R be a ring. Let P • be a bounded above complex of projective R-
modules. Let L• be a complex of R-modules. Then RHomR(P •, L•) is represented
by the complex Hom•(P •, L•).

Proof. By (71.0.1) and Derived Categories, Lemma 19.8 the cohomology groups of
the complex are “correct”. Hence if we choose a quasi-isomorphism L• → I• with
I• a K-injective complex of R-modules then the induced map

Hom•(P •, L•) −→ Hom•(P •, I•)
is a quasi-isomorphism. As the right hand side is our definition of RHomR(P •, L•)
we win. □

Lemma 73.3.0A67 Let R be a ring. Let K,L,M be objects of D(R). There is a
canonical morphism

RHomR(L,M)⊗L
R K −→ RHomR(RHomR(K,L),M)

in D(R) functorial in K,L,M .

https://stacks.math.columbia.edu/tag/0A65
https://stacks.math.columbia.edu/tag/0A66
https://stacks.math.columbia.edu/tag/0A67
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Proof. Choose a K-injective complex I• representing M , a K-injective complex J•

representing L, and a K-flat complex K• representing K. The map is defined using
the map

Tot(Hom•(J•, I•)⊗R K•) −→ Hom•(Hom•(K•, J•), I•)
of Lemma 71.6. We omit the proof that this is functorial in all three objects of
D(R). □

Lemma 73.4.0A8J Let R be a ring. Given K,L,M in D(R) there is a canonical
morphism

RHomR(L,M)⊗L
R RHomR(K,L) −→ RHomR(K,M)

in D(R) functorial in K,L,M .

Proof. Choose a K-injective complex I• representing M , a K-injective complex
J• representing L, and any complex of R-modules K• representing K. By Lemma
71.3 there is a map of complexes

Tot (Hom•(J•, I•)⊗R Hom•(K•, J•)) −→ Hom•(K•, I•)
The complexes of R-modules Hom•(J•, I•), Hom•(K•, J•), and Hom•(K•, I•) rep-
resent RHomR(L,M), RHomR(K,L), and RHomR(K,M). If we choose a K-flat
complex H• and a quasi-isomorphism H• → Hom•(K•, J•), then there is a map

Tot (Hom•(J•, I•)⊗R H•) −→ Tot (Hom•(J•, I•)⊗R Hom•(K•, J•))
whose source represents RHomR(L,M) ⊗L

R RHomR(K,L). Composing the two
displayed arrows gives the desired map. We omit the proof that the construction
is functorial. □

Lemma 73.5.0BYN Let R be a ring. Given complexes K,L,M in D(R) there is a
canonical morphism

K ⊗L
R RHomR(M,L) −→ RHomR(M,K ⊗L

R L)
in D(R) functorial in K, L, M .

Proof. Choose a K-flat complex K• representing K, and a K-injective complex
I• representing L, and choose any complex M• representing M . Choose a quasi-
isomorphism Tot(K• ⊗R I•)→ J• where J• is K-injective. Then we use the map

Tot (K• ⊗R Hom•(M•, I•))→ Hom•(M•,Tot(K• ⊗R I•))→ Hom•(M•, J•)
where the first map is the map from Lemma 71.4. □

Lemma 73.6.0A6B Let R be a ring. Given complexes K,L in D(R) there is a canonical
morphism

K −→ RHomR(L,K ⊗L
R L)

in D(R) functorial in both K and L.

Proof. This is a special case of Lemma 73.5 but we will also prove it directly.
Choose a K-flat complex K• representing K and any complex L• representing L.
Choose a quasi-isomorphism Tot(K• ⊗R L•) → J• where J• is K-injective. Then
we use the map

K• → Hom•(L•,Tot(K• ⊗R L•))→ Hom•(L•, J•)
where the first map is the map from Lemma 71.5. □

https://stacks.math.columbia.edu/tag/0A8J
https://stacks.math.columbia.edu/tag/0BYN
https://stacks.math.columbia.edu/tag/0A6B
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74. Perfect complexes

0656 A perfect complex is a pseudo-coherent complex of finite tor dimension. We will
not use this as the definition, but define perfect complexes over a ring directly as
follows.

Definition 74.1.0657 Let R be a ring. Denote D(R) the derived category of the
abelian category of R-modules.

(1) An object K of D(R) is perfect if it is quasi-isomorphic to a bounded com-
plex of finite projective R-modules.

(2) An R-module M is perfect if M [0] is a perfect object in D(R).

For example, over a Noetherian ring a finite module is perfect if and only if it has
finite projective dimension, see Lemma 74.3 and Algebra, Definition 109.2.

Lemma 74.2.0658 Let K• be an object of D(R). The following are equivalent
(1) K• is perfect, and
(2) K• is pseudo-coherent and has finite tor dimension.

If (1) and (2) hold and K• has tor-amplitude in [a, b], then K• is quasi-isomorphic
to a complex E• of finite projective R-modules with Ei = 0 for i ̸∈ [a, b].

Proof. It is clear that (1) implies (2), see Lemmas 64.5 and 66.3. Assume (2)
holds and that K• has tor-amplitude in [a, b]. In particular, Hi(K•) = 0 for i > b.
Choose a complex F • of finite free R-modules with F i = 0 for i > b and a quasi-
isomorphism F • → K• (Lemma 64.5). Set E• = τ≥aF

•. Note that Ei is finite
free except Ea which is a finitely presented R-module. By Lemma 66.2 Ea is flat.
Hence by Algebra, Lemma 78.2 we see that Ea is finite projective. □

Lemma 74.3.066Q Let M be a module over a ring R. The following are equivalent
(1) M is a perfect module, and
(2) there exists a resolution

0→ Fd → . . .→ F1 → F0 →M → 0
with each Fi a finite projective R-module.

Proof. Assume (2). Then the complex E• with E−i = Fi is quasi-isomorphic to
M [0]. Hence M is perfect. Conversely, assume (1). By Lemmas 74.2 and 64.4 we
can find resolution E• → M with E−i a finite free R-module. By Lemma 66.2 we
see that Fd = Coker(Ed−1 → Ed) is flat for some d sufficiently large. By Algebra,
Lemma 78.2 we see that Fd is finite projective. Hence

0→ Fd → E−d+1 → . . .→ E0 →M → 0
is the desired resolution. □

Lemma 74.4.066R Let R be a ring. Let (K•, L•,M•, f, g, h) be a distinguished triangle
in D(R). If two out of three of K•, L•,M• are perfect then the third is also perfect.

Proof. Combine Lemmas 74.2, 64.6, and 66.5. □

Lemma 74.5.066S Let R be a ring. If K• ⊕ L• is perfect, then so are K• and L•.

Proof. Follows from Lemmas 74.2, 64.8, and 66.7. □

Lemma 74.6.066T Let R be a ring. Let K• be a bounded complex of perfect R-modules.
Then K• is a perfect complex.

https://stacks.math.columbia.edu/tag/0657
https://stacks.math.columbia.edu/tag/0658
https://stacks.math.columbia.edu/tag/066Q
https://stacks.math.columbia.edu/tag/066R
https://stacks.math.columbia.edu/tag/066S
https://stacks.math.columbia.edu/tag/066T
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Proof. Follows by induction on the length of the finite complex: use Lemma 74.4
and the stupid truncations. □

Lemma 74.7.066U Let R be a ring. If K• ∈ Db(R) and all its cohomology modules
are perfect, then K• is perfect.

Proof. Follows by induction on the length of the finite complex: use Lemma 74.4
and the canonical truncations. □

Lemma 74.8.066V Let A → B be a ring map. Assume that B is perfect as an A-
module. Let K• be a perfect complex of B-modules. Then K• is perfect as a
complex of A-modules.

Proof. Using Lemma 74.2 this translates into the corresponding results for pseudo-
coherent modules and modules of finite tor dimension. See Lemma 66.12 and
Lemma 64.11 for those results. □

Lemma 74.9.066W Let A → B be a ring map. Let K• be a perfect complex of A-
modules. Then K• ⊗L

A B is a perfect complex of B-modules.

Proof. Using Lemma 74.2 this translates into the corresponding results for pseudo-
coherent modules and modules of finite tor dimension. See Lemma 66.13 and
Lemma 64.12 for those results. □

Lemma 74.10.066X Let A → B be a flat ring map. Let M be a perfect A-module.
Then M ⊗A B is a perfect B-module.

Proof. By Lemma 74.3 the assumption implies that M has a finite resolution F•
by finite projective R-modules. As A → B is flat the complex F• ⊗A B is a finite
length resolution of M ⊗A B by finite projective modules over B. Hence M ⊗A B
is perfect. □

Lemma 74.11.0GM0 Let R be a ring. If K and L are perfect objects of D(R), then
K ⊗L

R L is a perfect object too.

Proof. We can prove this using the definition as follows. We may represent K,
resp. L by a bounded complex K•, resp. L• of finite projective R-modules. Then
K ⊗L

R L is represented by the bounded complex Tot(K• ⊗R L•). The terms of this
complex are direct sums of the modules Ma ⊗R Lb. Since Ma and Lb are direct
summands of finite free R-modules, so is Ma ⊗R Lb. Hence we conclude the terms
of the complex Tot(K• ⊗R L•) are finite projective.
Another proof can be given using the characterization of perfect complexes in
Lemma 74.2 and the corresponding lemmas for pseudo-coherent complexes (Lemma
64.16) and for tor amplitude (Lemma 66.10 used with A = B = R). □

Lemma 74.12.066Y Let R be a ring. Let f1, . . . , fr ∈ R be elements which generate the
unit ideal. Let K• be a complex of R-modules. If for each i the complex K•⊗RRfi

is perfect, then K• is perfect.

Proof. Using Lemma 74.2 this translates into the corresponding results for pseudo-
coherent modules and modules of finite tor dimension. See Lemma 66.16 and
Lemma 64.14 for those results. □

Lemma 74.13.068T Let R be a ring. Let K• be a complex of R-modules. Let R→ R′

be a faithfully flat ring map. If the complex K•⊗RR′ is perfect, then K• is perfect.

https://stacks.math.columbia.edu/tag/066U
https://stacks.math.columbia.edu/tag/066V
https://stacks.math.columbia.edu/tag/066W
https://stacks.math.columbia.edu/tag/066X
https://stacks.math.columbia.edu/tag/0GM0
https://stacks.math.columbia.edu/tag/066Y
https://stacks.math.columbia.edu/tag/068T


MORE ON ALGEBRA 184

Proof. Using Lemma 74.2 this translates into the corresponding results for pseudo-
coherent modules and modules of finite tor dimension. See Lemma 66.17 and
Lemma 64.15 for those results. □

Lemma 74.14.066Z Let R be a regular ring. Then
(1) an R-module is perfect if and only if it is a finite R-module, and
(2) a complex of R-modules K• is perfect if and only if K• ∈ Db(R) and each

Hi(K•) is a finite R-module.

Proof. Any perfect R-module is finite by definition. Conversely, let M be a finite
R-module. Choose a resolution

. . .→ F2
d2−→ F1

d1−→ F0 →M → 0
with Fi finite free R-modules (Algebra, Lemma 71.1). Set Mi = Ker(di). Denote
Ui ⊂ Spec(R) the set of primes p such that Mi,p is free; Ui is open by Algebra,
Lemma 79.3. We have a exact sequence 0 → Mi+1 → Fi+1 → Mi → 0. If p ∈ Ui,
then 0 → Mi+1,p → Fi+1,p → Mi,p → 0 splits. Thus Mi+1,p is finite projective,
hence free (Algebra, Lemma 78.2). This shows that Ui ⊂ Ui+1. We claim that
Spec(R) =

⋃
Ui. Namely, for every prime ideal p the regular local ring Rp has

finite global dimension by Algebra, Proposition 110.1. It follows that Mi,p is finite
projective (hence free) for i≫ 0 for example by Algebra, Lemma 109.3. Since the
spectrum ofR is Noetherian (Algebra, Lemma 31.5) we conclude that Un = Spec(R)
for some n. Then Mn is a projective R-module by Algebra, Lemma 78.2. Thus

0→Mn → Fn → . . .→ F1 →M → 0
is a bounded resolution by finite projective modules and hence M is perfect. This
proves part (1).
Let K• be a complex of R-modules. If K• is perfect, then it is in Db(R) and it
is quasi-isomorphic to a finite complex of finite projective R-modules so certainly
each Hi(K•) is a finite R-module (as R is Noetherian). Conversely, suppose that
K• is in Db(R) and each Hi(K•) is a finite R-module. Then by (1) each Hi(K•)
is a perfect R-module, whence K• is perfect by Lemma 74.7 □

Lemma 74.15.07VI Let A be a ring. Let K ∈ D(A) be perfect. Then K∨ =
RHomA(K,A) is a perfect complex and K ∼= (K∨)∨. There are functorial iso-
morphisms

L⊗L
A K

∨ = RHomA(K,L) and H0(L⊗L
A K

∨) = Ext0
A(K,L)

for L ∈ D(A).

Proof. We can represent K by a complex K• of finite projective A-modules. By
Lemma 73.2 the object K∨ is represented by the complex E• = Hom•(K•, A).
Note that En = HomA(K−n, A) and the differentials of E• are the transpose of
the differentials of K• up to sign. Observe that E• is the left dual of K• in the
symmetric monoidal category of complexes of R-modules, see Lemma 72.2. There
is a canonical map

K• = Tot(Hom•(A,A)⊗A K•) −→ Hom•(Hom•(K•, A), A)
which up to sign uses the evaluation map in each degree, see Lemma 71.6. (For sign
rules see Section 72.) Thus this map defines a canonical isomorphism (K∨)∨ ∼= K
as the double dual of a finite projective module is itself.

https://stacks.math.columbia.edu/tag/066Z
https://stacks.math.columbia.edu/tag/07VI
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The second equality follows from the first by Lemma 73.1 and Derived Categories,
Lemma 19.8 as well as the definition of Ext groups, see Derived Categories, Section
27. Let L• be a complex of A-modules representing L. By Section 72 item (11)
there is a canonical isomorphism

Tot(L• ⊗A E•) −→ Hom•(K•, L•)
of complexes of A-modules. This proves the first displayed equality and the proof
is complete. □

Lemma 74.16.0BKB Let A be a ring. Let (Kn)n∈N be a system of perfect objects of
D(A). Let K = hocolimKn be the derived colimit (Derived Categories, Definition
33.1). Then for any object E of D(A) we have

RHomA(K,E) = R limE ⊗L
A K

∨
n

where (K∨
n ) is the inverse system of dual perfect complexes.

Proof. By Lemma 74.15 we have R limE ⊗L
A K

∨
n = R limRHomA(Kn, E) which

fits into the distinguished triangle

R limRHomA(Kn, E)→
∏

RHomA(Kn, E)→
∏

RHomA(Kn, E)

Because K similarly fits into the distinguished triangle
⊕
Kn →

⊕
Kn → K it

suffices to show that
∏
RHomA(Kn, E) = RHomA(

⊕
Kn, E). This is a formal

consequence of (73.0.1) and the fact that derived tensor product commutes with
direct sums. □

Lemma 74.17.0BC7 Let R = colimi∈I Ri be a filtered colimit of rings.
(1) Given a perfect K in D(R) there exists an i ∈ I and a perfect Ki in D(Ri)

such that K ∼= Ki ⊗L
Ri
R in D(R).

(2) Given 0 ∈ I and K0, L0 ∈ D(R0) with K0 perfect, we have
HomD(R)(K0 ⊗L

R0
R,L0 ⊗L

R0
R) = colimi≥0 HomD(Ri)(K0 ⊗L

R0
Ri, L0 ⊗L

R0
Ri)

In other words, the triangulated category of perfect complexes over R is the colimit
of the triangulated categories of perfect complexes over Ri.

Proof. We will use the results of Algebra, Lemmas 127.5 and 127.6 without further
mention. These lemmas in particular say that the category of finitely presented R-
modules is the colimit of the categories of finitely presented Ri-modules. Since
finite projective modules can be characterized as summands of finite free modules
(Algebra, Lemma 78.2) we see that the same is true for the category of finite
projective modules. This proves (1) by our definition of perfect objects of D(R).
To prove (2) we may represent K0 by a bounded complex K•

0 of finite projective
R0-modules. We may represent L0 by a K-flat complex L•

0 (Lemma 59.10). Then
we have

HomD(R)(K0 ⊗L
R0
R,L0 ⊗L

R0
R) = HomK(R)(K•

0 ⊗R0 R,L
•
0 ⊗R0 R)

by Derived Categories, Lemma 19.8. Similarly for the Hom with R replaced by Ri.
Since in the right hand side only a finite number of terms are involved, since

HomR(Kp
0 ⊗R0 R,L

q
0 ⊗R0 R) = colimi≥0 HomRi

(Kp
0 ⊗R0 Ri, L

q
0 ⊗R0 Ri)

by the lemmas cited at the beginning of the proof, and since filtered colimits are
exact (Algebra, Lemma 8.8) we conclude that (2) holds as well. □

https://stacks.math.columbia.edu/tag/0BKB
https://stacks.math.columbia.edu/tag/0BC7
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75. Lifting complexes

0BC8 Let R be a ring. Let I ⊂ R be an ideal. The lifting problem we will consider is the
following. Suppose given an object K of D(R) and a complex E• of R/I-modules
such that E• represents K ⊗L

R R/I in D(R). Question: Does there exist a complex
of R-modules P • lifting E• representing K in D(R)? In general the answer to this
question is no, but in good cases something can be done. We first discuss lifting
acyclic complexes.

Lemma 75.1.0BC9 Let R be a ring. Let I ⊂ R be an ideal. Let P be a class of
R-modules. Assume

(1) each P ∈ P is a projective R-module,
(2) if P1 ∈ P and P1 ⊕ P2 ∈ P, then P2 ∈ P, and
(3) if f : P1 → P2, P1, P2 ∈ P is surjective modulo I, then f is surjective.

Then given any bounded above acyclic complex E• whose terms are of the form
P/IP for P ∈ P there exists a bounded above acyclic complex P • whose terms are
in P lifting E•.

Proof. Say Ei = 0 for i > b. Assume given n and a morphism of complexes

Pn //

��

Pn+1 //

��

. . . // P b //

��

0 //

��

. . .

. . . // En−1 // En // En+1 // . . . // Eb // 0 // . . .

with P i ∈ P, with Pn → Pn+1 → . . . → P b acyclic in degrees ≥ n + 1, and
with vertical maps inducing isomorphisms P i/IP i → Ei. In this situation one can
inductively choose isomorphisms P i = Zi⊕Zi+1 such that the maps P i → P i+1 are
given by Zi⊕Zi+1 → Zi+1 → Zi+1⊕Zi+2. By property (2) and arguing inductively
we see that Zi ∈ P. Choose Pn−1 ∈ P and an isomorphism Pn−1/IPn−1 → En−1.
Since Pn−1 is projective and since Zn/IZn = Im(En−1 → En), we can lift the map
Pn−1 → En−1 → En to a map Pn−1 → Zn. By property (3) the map Pn−1 → Zn

is surjective. Thus we obtain an extension of the diagram by adding Pn−1 and the
maps just constructed to the left of Pn. Since a diagram of the desired form exists
for n > b we conclude by induction on n. □

Lemma 75.2.0BCA Let R be a ring. Let I ⊂ R be an ideal. Let P be a class of
R-modules. Let K ∈ D(R) and let E• be a complex of R/I-modules representing
K ⊗L

R R/I. Assume
(1) each P ∈ P is a projective R-module,
(2) P1 ∈ P and P1 ⊕ P2 ∈ P if and only if P1, P2 ∈ P,
(3) if f : P1 → P2, P1, P2 ∈ P is surjective modulo I, then f is surjective,
(4) E• is bounded above and Ei is of the form P/IP for P ∈ P, and
(5) K can be represented by a bounded above complex whose terms are in P.

Then there exists a bounded above complex P • whose terms are in P with P •/IP •

isomorphic to E• and representing K in D(R).

Proof. By assumption (5) we can represent K by a bounded above complex K•

whose terms are in P. Then K ⊗L
R R/I is represented by K•/IK•. Since E• is a

bounded above complex of projective R/I-modules by (4), we can choose a quasi-
isomorphism δ : E• → K•/IK• (Derived Categories, Lemma 19.8). Let C• be
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cone on δ (Derived Categories, Definition 9.1). The module Ci is the direct sum
Ki/IKi⊕Ei+1 hence is of the form P/IP for some P ∈ P as (2) says in particular
that P is preserved under taking sums. Since C• is acyclic, we can apply Lemma
75.1 and find a acyclic lift A• of C•. The complex A• is bounded above and has
terms in P. In

K• //

��

A•

��
K•/IK• // C• // E•[1]

we can find the dotted arrow making the diagram commute by Derived Categories,
Lemma 19.6. We will show below that it follows from (1), (2), (3) that Ki → Ai

is the inclusion of a direct summand for every i. By property (2) we see that
P i = Coker(Ki → Ai) is in P. Thus we can take P • = Coker(K• → A•)[−1] to
conclude.
To finish the proof we have to show the following: Let f : P1 → P2, P1, P2 ∈ P
and P1/IP1 → P2/IP2 is split injective with cokernel of the form P3/IP3 for some
P3 ∈ P, then f is split injective. Write Ei = Pi/IPi. Then E2 = E1 ⊕ E3. Since
P2 is projective we can choose a map g : P2 → P3 lifting the map E2 → E3. By
condition (3) the map g is surjective, hence split as P3 is projective. Set P ′

1 = Ker(g)
and choose a splitting P2 = P ′

1 ⊕ P3. Then P ′
1 ∈ P by (2). We do not know that

g ◦ f = 0, but we can consider the map

P1
f−→ P2

projection−−−−−−−→ P ′
1

The composition modulo I is an isomorphism. Since P ′
1 is projective we can split

P1 = T ⊕ P ′
1. If T = 0, then we are done, because then P2 → P ′

1 is a splitting of
f . We see that T ∈ P by (2). Calculating modulo I we see that T/IT = 0. Since
0 ∈ P (as the summand of any P in P) we see the map 0→ T is surjective and we
conclude that T = 0 as desired. □

Lemma 75.3.09AR Let R be a ring. Let I ⊂ R be an ideal. Let E• be a complex of
R/I-modules. Let K be an object of D(R). Assume that

(1) E• is a bounded above complex of projective R/I-modules,
(2) K ⊗L

R R/I is represented by E• in D(R/I), and
(3) I is a nilpotent ideal.

Then there exists a bounded above complex P • of projective R-modules representing
K in D(R) such that P • ⊗R R/I is isomorphic to E•.

Proof. We apply Lemma 75.2 using the class P of all projective R-modules. Prop-
erties (1) and (2) of the lemma are immediate. Property (3) follows from Nakayama’s
lemma (Algebra, Lemma 20.1). Property (4) follows from the fact that we can lift
projective R/I-modules to projective R-modules, see Algebra, Lemma 77.5. To see
that (5) holds it suffices to show that K is in D−(R). We are given that K⊗L

RR/I
is in D−(R/I) (because E• is bounded above). We will show by induction on n that
K ⊗L

R R/I
n is in D−(R/In). This will finish the proof because I being nilpotent

exactly means that In = 0 for some n. We may represent K by a K-flat complex
K• with flat terms (Lemma 59.10). Then derived tensor products are represented
by usual tensor products. Thus we consider the exact sequence

0→ K• ⊗R In/In+1 → K• ⊗R R/In+1 → K• ⊗R R/In → 0

https://stacks.math.columbia.edu/tag/09AR
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Thus the cohomology of K ⊗L
RR/I

n+1 sits in a long exact sequence with the coho-
mology of K ⊗L

R R/I
n and the cohomology of

K ⊗L
R I

n/In+1 = K ⊗L
R R/I ⊗L

R/I I
n/In+1

The first cohomologies vanish above a certain degree by induction assumption
and the second cohomologies vanish above a certain degree because K• ⊗L

R R/I
is bounded above and In/In+1 is in degree 0. □

Lemma 75.4.0H76 Let R′ → R be a surjective ring map whose kernel is a nilpotent
ideal. Let K ′ ∈ D(R′) and set K = K ′ ⊗L

R′ R. Then K is pseudo-coherent if and
only if K ′ is pseudo-coherent.

Proof. One direction follows from Lemma 64.12. For the other direction, assume
K is pseudo-coherent. Then by Lemma 64.5 we can representK by a bounded above
complex E• of finite free R-modules. By Lemma 75.3 we can represent K ′ by a
bounded above complex P • of projective R′-modules such that Pn ⊗R′ R = En.
By Nakayama’s lemma we see that Pn is finite free and we conclude that K ′ is
pseudo-coherent as well. □

Lemma 75.5.0BCB Let R be a ring. Let I ⊂ R be an ideal. Let E• be a complex of
R/I-modules. Let K be an object of D(R). Assume that

(1) E• is a bounded above complex of finite stably free R/I-modules,
(2) K ⊗L

R R/I is represented by E• in D(R/I),
(3) K• is pseudo-coherent, and
(4) every element of 1 + I is invertible.

Then there exists a bounded above complex P • of finite stably free R-modules rep-
resenting K in D(R) such that P •⊗RR/I is isomorphic to E•. Moreover, if Ei is
free, then P i is free.

Proof. We apply Lemma 75.2 using the class P of all finite stably free R-modules.
Property (1) of the lemma is immediate. Property (2) follows from Lemma 3.2.
Property (3) follows from Nakayama’s lemma (Algebra, Lemma 20.1). Property
(4) follows from the fact that we can lift finite stably free R/I-modules to finite
stably free R-modules, see Lemma 3.3. Part (5) holds because a pseudo-coherent
complex can be represented by a bounded above complex of finite free R-modules.
The final assertion of the lemma follows from Lemma 3.5. □

Lemma 75.6.0BCC Let (R,m, κ) be a local ring. Let K ∈ D(R) be pseudo-coherent.
Set di = dimκH

i(K ⊗L
R κ). Then di < ∞ and for some b ∈ Z we have di = 0 for

i > b. Then there exists a complex
. . .→ R⊕db−2 → R⊕db−1 → R⊕db → 0→ . . .

representing K in D(R). Moreover, this complex is unique up to isomorphism(!).

Proof. Observe that K ⊗L
R κ is pseudo-coherent as an object of D(κ), see Lemma

64.12. Hence the cohomology spaces are finite dimensional and vanish above some
cutoff. Every object of D(κ) is isomorphic in D(κ) to a complex E• with zero
differentials. In particular Ei ∼= κ⊕di is finite free. Applying Lemma 75.5 we
obtain the existence.
If we have two complexes F • and G• with F i and Gi free of rank di representing K.
Then we may choose a map of complexes β : F • → G• representing the isomorphism
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F • ∼= K ∼= G•, see Derived Categories, Lemma 19.8. The induced map of complexes
β⊗1 : F •⊗L

Rκ→ G•⊗L
Rκ must be an isomorphism of complexes as the differentials

in F • ⊗L
R κ and G• ⊗L

R κ are zero. Thus βi : F i → Gi is a map of finite free R-
modules whose reduction modulo m is an isomorphism. Hence βi is an isomorphism
and we win. □

Lemma 75.7.0BCD Let R be a ring. Let p ⊂ R be a prime. Let K ∈ D(R) be perfect.
Set di = dimκ(p) H

i(K ⊗L
R κ(p)). Then di < ∞ and only a finite number are

nonzero. Then there exists an f ∈ R, f ̸∈ p and a complex

. . .→ 0→ R⊕da

f → R
⊕da+1
f → . . .→ R

⊕db−1
f → R⊕db

f → 0→ . . .

representing K ⊗L
R Rf in D(Rf ).

Proof. Observe that K ⊗L
R κ(p) is perfect as an object of D(κ(p)), see Lemma

74.9. Hence only a finite number of di are nonzero and they are all finite. Applying
Lemma 75.6 we get a complex representing K having the desired shape over the
local ring Rp. We have Rp = colimRf for f ∈ R, f ̸∈ p (Algebra, Lemma 9.9). We
conclude by Lemma 74.17. Some details omitted. □

Lemma 75.8.0F9V Let R be a ring. Let p ⊂ R be a prime. Let M• and N• be
bounded complexes of finite projective R-modules representing the same object of
D(R). Then there exists an f ∈ R, f ̸∈ p such that there is an isomorphism (!) of
complexes

M•
f ⊕ P • ∼= N•

f ⊕Q•

where P • and Q• are finite direct sums of trivial complexes, i.e., complexes of the
form the form . . .→ 0→ Rf

1−→ Rf → 0→ . . . (placed in arbitrary degrees).

Proof. If we have an isomorphism of the type described over the localization Rp,
then using that Rp = colimRf (Algebra, Lemma 9.9) we can descend the isomor-
phism to an isomorphism over Rf for some f . Thus we may assume R is local
and p is the maximal ideal. In this case the result follows from the uniqueness of
a “minimal” complex representing a perfect object, see Lemma 75.6, and the fact
that any complex is a direct sum of a trivial complex and a minimal one (Algebra,
Lemma 102.2). □

Lemma 75.9.0BCE Let R be a ring. Let I ⊂ R be an ideal. Let E• be a complex of
R/I-modules. Let K be an object of D(R). Assume that

(1) E• is a bounded above complex of finite projective R/I-modules,
(2) K ⊗L

R R/I is represented by E• in D(R/I),
(3) K is pseudo-coherent, and
(4) (R, I) is a henselian pair.

Then there exists a bounded above complex P • of finite projective R-modules repre-
senting K in D(R) such that P • ⊗R R/I is isomorphic to E•. Moreover, if Ei is
free, then P i is free.

Proof. We apply Lemma 75.2 using the class P of all finite projective R-modules.
Properties (1) and (2) of the lemma are immediate. Property (3) follows from
Nakayama’s lemma (Algebra, Lemma 20.1). Property (4) follows from the fact that
we can lift finite projective R/I-modules to finite projective R-modules, see Lemma
13.1. Property (5) holds because a pseudo-coherent complex can be represented by
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a bounded above complex of finite free R-modules. Thus Lemma 75.2 applies and
we find P • as desired. The final assertion of the lemma follows from Lemma 3.5. □

76. Splitting complexes

0BCF In this section we discuss conditions which imply an object of the derived category
of a ring is a direct sum of its truncations. Our method is to use the following
lemma (under suitable hypotheses) to split the canonical distinguished triangles

τ≤iK → K → τ≥i+1K → (τ≤iK)[1]
in D(R), see Derived Categories, Remark 12.4.

Lemma 76.1.0BCG Let R be a ring. Let K and L be objects of D(R). Assume L has
projective-amplitude in [a, b], for example if L is perfect of tor-amplitude in [a, b].

(1) If Hi(K) = 0 for i ≥ a, then HomD(R)(L,K) = 0.
(2) If Hi(K) = 0 for i ≥ a + 1, then given any distinguished triangle K →

M → L → K[1] there is an isomorphism M ∼= K ⊕ L in D(R) compatible
with the maps in the distinguished triangle.

(3) If Hi(K) = 0 for i ≥ a, then the isomorphism in (2) exists and is unique.

Proof. The assumption that L has projective-amplitude in [a, b] means we can
represent L by a complex L• of projective R-modules with Li = 0 for i ̸∈ [a, b], see
Definition 68.1. If L is perfect of tor-amplitude in [a, b], then we can represent L by
a complex L• of finite projective R-modules with Li = 0 for i ̸∈ [a, b], see Lemma
74.2. If Hi(K) = 0 for i ≥ a, then K is quasi-isomorphic to τ≤a−1K. Hence we
can represent K by a complex K• of R-modules with Ki = 0 for i ≥ a. Then we
obtain

HomD(R)(L,K) = HomK(R)(L•,K•) = 0
by Derived Categories, Lemma 19.8. This proves (1). Under the hypotheses of (2)
we see that HomD(R)(L,K[1]) = 0 by (1), hence the distinguished triangle is split
by Derived Categories, Lemma 4.11. The uniqueness of (3) follows from (1). □

Lemma 76.2.0A1U Let R be a ring. Let p ⊂ R be a prime ideal. Let K• be a pseudo-
coherent complex of R-modules. Assume that for some i ∈ Z the map

Hi(K•)⊗R κ(p) −→ Hi(K• ⊗L
R κ(p))

is surjective. Then there exists an f ∈ R, f ̸∈ p such that τ≥i+1(K• ⊗R Rf ) is a
perfect object of D(Rf ) with tor amplitude in [i+1,∞] and a canonical isomorphism

K• ⊗R Rf ∼= τ≤i(K• ⊗R Rf )⊕ τ≥i+1(K• ⊗R Rf )
in D(Rf ).

Proof. In this proof all tensor products are over R and we write κ = κ(p). We
may assume that K• is a bounded above complex of finite free R-modules. Let us
inspect what is happening in degree i:

. . .→ Ki−1 di−1

−−−→ Ki di

−→ Ki+1 → . . .

Let 0 ⊂ V ⊂W ⊂ Ki ⊗ κ be defined by the formulas
V = Im

(
Ki−1 ⊗ κ→ Ki ⊗ κ

)
and W = Ker

(
Ki ⊗ κ→ Ki+1 ⊗ κ

)
Set dim(V ) = r, dim(W/V ) = s, and dim(Ki⊗κ/W ) = t. We can pick x1, . . . , xr ∈
Ki−1 which map by di−1 to a basis of V . By our assumption we can pick y1, . . . , ys ∈
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Ker(di) mapping to a basis of W/V . Finally, choose z1, . . . , zt ∈ Ki mapping to a
basis of Ki ⊗ κ/W . Then we see that the elements di(z1), . . . , di(zt) ∈ Ki+1 are
linearly independent in Ki+1⊗Rκ. By Algebra, Lemma 79.4 we may after replacing
R by Rf for some f ∈ R, f ̸∈ p assume that

(1) di(xa), yb, zc is an R-basis of Ki,
(2) di(z1), . . . , di(zt) are R-linearly independent in Ki+1, and
(3) the quotient Ei+1 = Ki+1/

∑
Rdi(zc) is finite projective.

Since di annihilates di−1(xa) and yb, we deduce from condition (2) that Ei+1 =
Coker(di : Ki → Ki+1). Thus we see that

τ≥i+1K
• = (. . .→ 0→ Ei+1 → Ki+2 → . . .)

is a bounded complex of finite projective modules sitting in degrees [i+1, b] for some
b. Thus τ≥i+1K

• is perfect of amplitude [i+ 1, b]. Since τ≤iK
• has no cohomology

in degrees > i, we may apply Lemma 76.1 to the distinguished triangle
τ≤iK

• → K• → τ≥i+1K
• → (τ≤iK

•)[1]
(Derived Categories, Remark 12.4) to conclude. □

Lemma 76.3.0A1V Let R be a ring. Let p ⊂ R be a prime ideal. Let K• be a pseudo-
coherent complex of R-modules. Assume that for some i ∈ Z the maps
Hi(K•)⊗Rκ(p) −→ Hi(K•⊗L

Rκ(p)) and Hi−1(K•)⊗Rκ(p) −→ Hi−1(K•⊗L
Rκ(p))

are surjective. Then there exists an f ∈ R, f ̸∈ p such that
(1) τ≥i+1(K•⊗RRf ) is a perfect object of D(Rf ) with tor amplitude in [i+1,∞],
(2) Hi(K•)f is a finite free Rf -module, and
(3) there is a canonical direct sum decomposition

K• ⊗R Rf ∼= τ≤i−1(K• ⊗R Rf )⊕Hi(K•)f [−i]⊕ τ≥i+1(K• ⊗R Rf )
in D(Rf ).

Proof. We get (1) from Lemma 76.2 as well as a splitting K• ⊗R Rf = τ≤iK
• ⊗R

Rf ⊕ τ≥i+1K
•⊗RRf in D(Rf ). Applying Lemma 76.2 once more to τ≤iK

•⊗RRf
we obtain (after suitably choosing f) a splitting τ≤iK

•⊗RRf = τ≤i−1K
•⊗RRf ⊕

Hi(K•)f in D(Rf ) as well as the conclusion that Hi(K)f is a flat perfect module,
i.e., finite projective. □

Lemma 76.4.068U Let R be a ring. Let p ⊂ R be a prime ideal. Let i ∈ Z. Let K•

be a pseudo-coherent complex of R-modules such that Hi(K• ⊗L
R κ(p)) = 0. Then

there exists an f ∈ R, f ̸∈ p and a canonical direct sum decomposition
K• ⊗R Rf = τ≥i+1(K• ⊗R Rf )⊕ τ≤i−1(K• ⊗R Rf )

in D(Rf ) with τ≥i+1(K•⊗RRf ) a perfect complex with tor-amplitude in [i+ 1,∞].

Proof. This is an often used special case of Lemma 76.2. A direct proof is as
follows. We may assume that K• is a bounded above complex of finite free R-
modules. Let us inspect what is happening in degree i:

. . .→ Ki−2 → R⊕l → R⊕m → R⊕n → Ki+2 → . . .

Let A be the m × l matrix corresponding to Ki−1 → Ki and let B be the n ×m
matrix corresponding to Ki → Ki+1. The assumption is that A mod p has rank r
and that B mod p has rank m− r. In other words, there is some r × r minor a of
A which is not in p and there is some (m− r)× (m− r)-minor b of B which is not
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in p. Set f = ab. Then after inverting f we can find direct sum decompositions
Ki−1 = R⊕l−r ⊕R⊕r, Ki = R⊕r ⊕R⊕m−r, Ki+1 = R⊕m−r ⊕R⊕n−m+r such that
the module map Ki−1 → Ki kills of R⊕l−r and induces an isomorphism of R⊕r onto
the corresponding summand of Ki and such that the module map Ki → Ki+1 kills
of R⊕r and induces an isomorphism of R⊕m−r onto the corresponding summand of
Ki+1. Thus K• becomes quasi-isomorphic to

. . .→ Ki−2 → R⊕l−r → 0→ R⊕n−m+r → Ki+2 → . . .

and everything is clear. □

Lemma 76.5.0G97 Let R be a ring. Let K ∈ D−(R). Let a ∈ Z. Assume that for
any injective R-module map M → M ′ the map Ext−a

R (K,M) → Ext−a
R (K,M ′) is

injective. Then there is a unique direct sum decomposition K ∼= τ≤aK ⊕ τ≥a+1K
and τ≥a+1K has projective-amplitude in [a+ 1, b] for some b.

Proof. Consider the distinguished triangle
τ≤aK → K → τ≥a+1K → (τ≤aK)[1]

in D(R), see Derived Categories, Remark 12.4. Observe that Ext−a
R (τ≤aK,M) =

HomR(Ha(K),M) and Ext−a−1
R (τ≤aK,M) = 0, see Derived Categories, Lemma

27.3. Thus the long exact sequence of Ext gives an exact sequence
0→ Ext−a

R (τ≥a+1K,M)→ Ext−a
R (K,M)→ HomR(Ha(K),M)

functorial in theR-moduleM . Now if I is an injectiveR-module, then Ext−a
R (τ≥a+1K, I) =

0 for example by Derived Categories, Lemma 27.2. Since every module injects into
an injective module, we conclude that Ext−a

R (τ≥a+1K,M) = 0 for every R-module
M . By Lemma 68.2 we conclude that τ≥a+1K has projective-amplitude in [a+ 1, b]
for some b (this is where we use that K is bounded above). We obtain the splitting
by Lemma 76.1. □

Lemma 76.6.0G98 Let R be a ring. Let K ∈ D−(R). Let a ∈ Z. Assume Ext−a
R (K,M) =

0 for any R-module M . Then there is a unique direct sum decomposition K ∼=
τ≤a−1K ⊕ τ≥a+1K and τ≥a+1K has projective-amplitude in [a+ 1, b] for some b.

Proof. By Lemma 76.5 we have a direct sum decomposition K ∼= τ≤aK⊕ τ≥a+1K
and τ≥a+1K has projective-amplitude in [a+1, b] for some b. Clearly, we must have
Ha(K) = 0 and we conclude that τ≤aK = τ≤a−1K in D(R). □

77. Recognizing perfect complexes

0G99 Some lemmas that allow us to prove certain complexes are perfect.

Lemma 77.1.0BYP Let R be a ring and let p ⊂ R be a prime. Let K be pseudo-coherent
and bounded below. Set di = dimκ(p) H

i(K ⊗L
R κ(p)). If there exists an a ∈ Z such

that di = 0 for i < a, then there exists an f ∈ R, f ̸∈ p and a complex

. . .→ 0→ R⊕da

f → R
⊕da+1
f → . . .→ R

⊕db−1
f → R⊕db

f → 0→ . . .

representing K ⊗L
R Rf in D(Rf ). In particular K ⊗L

R Rf is perfect.

Proof. After decreasing a we may assume that also Hi(K•) = 0 for i < a. By
Lemma 76.4 after replacing R by Rf for some f ∈ R, f ̸∈ p we can write K• =
τ≤a−1K

• ⊕ τ≥aK
• in D(R) with τ≥aK

• perfect. Since Hi(K•) = 0 for i < a we
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see that τ≤a−1K
• = 0 in D(R). Hence K• is perfect. Then we can conclude using

Lemma 75.7. □

Lemma 77.2.068V Let R be a ring. Let a, b ∈ Z. Let K• be a pseudo-coherent complex
of R-modules. The following are equivalent

(1) K• is perfect with tor amplitude in [a, b],
(2) for every prime p we have Hi(K• ⊗L

R κ(p)) = 0 for all i ̸∈ [a, b], and
(3) for every maximal ideal m we have Hi(K• ⊗L

R κ(m)) = 0 for all i ̸∈ [a, b].

Proof. We omit the proof of the implications (1) ⇒ (2) ⇒ (3). Assume (3). Let
i ∈ Z with i ̸∈ [a, b]. By Lemma 76.4 we see that the assumption implies that
Hi(K•)m = 0 for all maximal ideals of R. Hence Hi(K•) = 0, see Algebra, Lemma
23.1. Moreover, Lemma 76.4 now also implies that for every maximal ideal m there
exists an element f ∈ R, f ̸∈ m such that K• ⊗R Rf is perfect with tor amplitude
in [a, b]. Hence we conclude by appealing to Lemmas 74.12 and 66.16. □

Lemma 77.3.068W Let R be a ring. Let K• be a pseudo-coherent complex of R-modules.
Consider the following conditions

(1) K• is perfect,
(2) for every prime ideal p the complex K• ⊗R Rp is perfect,
(3) for every maximal ideal m the complex K• ⊗R Rm is perfect,
(4) for every prime p we have Hi(K• ⊗L

R κ(p)) = 0 for all i≪ 0,
(5) for every maximal ideal m we have Hi(K• ⊗L

R κ(m)) = 0 for all i≪ 0.
We always have the implications

(1)⇒ (2)⇔ (3)⇔ (3)⇔ (4)⇔ (5)

If K• is bounded below, then all conditions are equivalent.

Proof. By Lemma 74.9 we see that (1) implies (2). It is immediate that (2) ⇒
(3). Since every prime p is contained in a maximal ideal m, we can apply Lemma
74.9 to the map Rm → Rp to see that (3) implies (2). Applying Lemma 74.9 to
the residue maps Rp → κ(p) and Rm → κ(m) we see that (2) implies (4) and (3)
implies (5).

Assume R is local with maximal ideal m and residue field κ. We will show that if
Hi(K• ⊗L κ) = 0 for i < a for some a, then K is perfect. This will show that (4)
implies (2) and (5) implies (3) whence the first part of the lemma. First we apply
Lemma 76.4 with i = a − 1 to see that K• = τ≤a−1K

• ⊕ τ≥aK
• in D(R) with

τ≥aK
• perfect of tor-amplitude contained in [a,∞]. To finish we need to show that

τ≤a−1K is zero, i.e., that its cohomology groups are zero. If not let i be the largest
index such that M = Hi(τ≤a−1K) is not zero. Then M is a finite R-module because
τ≤a−1K

• is pseudo-coherent (Lemmas 64.3 and 64.8). Thus by Nakayama’s lemma
(Algebra, Lemma 20.1) we find that M ⊗R κ is nonzero. This implies that

Hi((τ≤a−1K
•)⊗L

R κ) = Hi(K• ⊗L
R κ)

is nonzero which is a contradiction.

Assume the equivalent conditions (2) – (5) hold and that K• is bounded below.
Say Hi(K•) = 0 for i < a. Pick a maximal ideal m of R. It suffices to show there
exists an f ∈ R, f ̸∈ m such that K• ⊗L

R Rf is perfect (Lemma 74.12 and Algebra,
Lemma 17.8). This follows from Lemma 77.1. □

https://stacks.math.columbia.edu/tag/068V
https://stacks.math.columbia.edu/tag/068W
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Lemma 77.4.0G9A Let R be a ring. Let K be a pseudo-coherent object of D(R). Let
a, b ∈ Z. The following are equivalent

(1) K has projective-amplitude in [a, b],
(2) K is perfect of tor-amplitude in [a, b],
(3) ExtiR(K,N) = 0 for all finitely presented R-modules N and all i ̸∈ [−b,−a],
(4) Hn(K) = 0 for n > b and ExtiR(K,N) = 0 for all finitely presented R-

modules N and all i > −a, and
(5) Hn(K) = 0 for n ̸∈ [a − 1, b] and Ext−a+1

R (K,N) = 0 for all finitely
presented R-modules N .

Proof. From the final statement of Lemma 74.2 we see that (2) implies (1). If (1)
holds, thenK can be represented by a complex of projective modules P i with P i = 0
for i ̸∈ [a, b]. Since projective modules are flat (as summands of free modules), we
see that K has tor-amplitude in [a, b], see Lemma 66.3. Thus by Lemma 74.2 we
see that (2) holds.
In conditions (3), (4), (5) the assumed vanishing of ext groups ExtiR(K,M) for M
of finite presentation is equivalent to the vanishing for all R-modules M by Lemma
65.1 and Algebra, Lemma 11.3. Thus the equivalence of (1), (3), (4), and (5) follows
from Lemma 68.2. □

The following lemma useful in order to find perfect complexes over a polynomial
ring B = A[x1, . . . , xd].

Lemma 77.5.068X Let A → B be a ring map. Let a, b ∈ Z. Let d ≥ 0. Let K• be a
complex of B-modules. Assume

(1) the ring map A→ B is flat,
(2) for every prime p ⊂ A the ring B ⊗A κ(p) has finite global dimension ≤ d,
(3) K• is pseudo-coherent as a complex of B-modules, and
(4) K• has tor amplitude in [a, b] as a complex of A-modules.

Then K• is perfect as a complex of B-modules with tor amplitude in [a− d, b].

Proof. We may assume that K• is a bounded above complex of finite free B-
modules. In particular, K• is flat as a complex of A-modules and K• ⊗A M =
K• ⊗L

AM for any A-module M . For every prime p of A the complex
K• ⊗A κ(p)

is a bounded above complex of finite free modules over B ⊗A κ(p) with vanishing
Hi except for i ∈ [a, b]. As B ⊗A κ(p) has global dimension d we see from Lemma
66.19 that K• ⊗A κ(p) has tor amplitude in [a− d, b]. Let q be a prime of B lying
over p. Since K• ⊗A κ(p) is a bounded above complex of free B ⊗A κ(p)-modules
we see that

K• ⊗L
B κ(q) = K• ⊗B κ(q)

= (K• ⊗A κ(p))⊗B⊗Aκ(p) κ(q)
= (K• ⊗A κ(p))⊗L

B⊗Aκ(p) κ(q)

Hence the arguments above imply that Hi(K• ⊗L
B κ(q)) = 0 for i ̸∈ [a − d, b]. We

conclude by Lemma 77.2. □

The following lemma is a local version of Lemma 77.5. It can be used to find perfect
complexes over regular local rings.

https://stacks.math.columbia.edu/tag/0G9A
https://stacks.math.columbia.edu/tag/068X
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Lemma 77.6.09PC Let A→ B be a local ring homomorphism. Let a, b ∈ Z. Let d ≥ 0.
Let K• be a complex of B-modules. Assume

(1) the ring map A→ B is flat,
(2) the ring B/mAB is regular of dimension d,
(3) K• is pseudo-coherent as a complex of B-modules, and
(4) K• has tor amplitude in [a, b] as a complex of A-modules, in fact it suffices

if Hi(K• ⊗L
A κ(mA)) is nonzero only for i ∈ [a, b].

Then K• is perfect as a complex of B-modules with tor amplitude in [a− d, b].
Proof. By (3) we may assume that K• is a bounded above complex of finite free
B-modules. We compute

K• ⊗L
B κ(mB) = K• ⊗B κ(mB)

= (K• ⊗A κ(mA))⊗B/mAB κ(mB)
= (K• ⊗A κ(mA))⊗L

B/mAB
κ(mB)

The first equality because K• is a bounded above complex of flat B-modules. The
second equality follows from basic properties of the tensor product. The third
equality holds because K• ⊗A κ(mA) = K•/mAK

• is a bounded above complex of
flat B/mAB-modules. Since K• is a bounded above complex of flat A-modules by
(1), the cohomology modules Hi of the complex K•⊗A κ(mA) are nonzero only for
i ∈ [a, b] by assumption (4). Thus the spectral sequence of Example 62.1 and the
fact that B/mAB has finite global dimension d (by (2) and Algebra, Proposition
110.1) shows that Hj(K• ⊗L

B κ(mB)) is zero for j ̸∈ [a − d, b]. This finishes the
proof by Lemma 77.2. □

78. Characterizing perfect complexes

07LQ In this section we prove that the perfect complexes are exactly the compact objects
of the derived category of a ring. First we show the following.
Lemma 78.1.0ATI Let R be a ring. The full subcategory Dperf (R) ⊂ D(R) of perfect
objects is the smallest strictly full, saturated, triangulated subcategory containing
R = R[0]. In other words Dperf (R) = ⟨R⟩. In particular, R is a classical generator
for Dperf (R).
Proof. To see what the statement means, please look at Derived Categories, Def-
initions 6.1 and 36.3. It was shown in Lemmas 74.4 and 74.5 that Dperf (R) ⊂
D(R) is a strictly full, saturated, triangulated subcategory of D(R). Of course
R ∈ Dperf (R).
Recall that ⟨R⟩ =

⋃
⟨R⟩n. To finish the proof we will show that if M ∈ Dperf (R)

is represented by
. . .→ 0→Ma →Ma+1 → . . .→M b → 0→ . . .

with M i finite projective, then M ∈ ⟨R⟩b−a+1. The proof is by induction on b− a.
By definition ⟨R⟩1 contains any finite projective R-module placed in any degree;
this deals with the base case b−a = 0 of the induction. In general, we consider the
distinguished triangle

Mb[−b]→M• → σ≤b−1M
• →Mb[−b+ 1]

By induction the truncated complex σ≤b−1M
• is in ⟨R⟩b−a and Mb[−b] is in ⟨R⟩1.

Hence M• ∈ ⟨R⟩b−a+1 by definition. □

https://stacks.math.columbia.edu/tag/09PC
https://stacks.math.columbia.edu/tag/0ATI
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Let R be a ring. Recall that D(R) has direct sums which are given simply by taking
direct sums of complexes, see Derived Categories, Lemma 33.5. We will use this in
the lemmas of this section without further mention.

Lemma 78.2.07LR Let R be a ring. Let K ∈ D(R) be an object such that for every
countable set of objects En ∈ D(R) the canonical map⊕

HomD(R)(K,En) −→ HomD(R)(K,
⊕

En)

is a bijection. Then, given any system L•
n of complexes over N we have that

colim HomD(R)(K,L•
n) −→ HomD(R)(K,L•)

is a bijection, where L• is the termwise colimit, i.e., Lm = colimLmn for all m ∈ Z.

Proof. Consider the short exact sequence of complexes

0→
⊕

L•
n →

⊕
L•
n → L• → 0

where the first map is given by 1 − tn in degree n where tn : L•
n → L•

n+1 is the
transition map. By Derived Categories, Lemma 12.1 this is a distinguished triangle
in D(R). Apply the homological functor HomD(R)(K,−), see Derived Categories,
Lemma 4.2. Thus a long exact cohomology sequence

. . . // HomD(R)(K, colimL•
n[−1])

rr
HomD(R)(K,

⊕
L•
n) // HomD(R)(K,

⊕
L•
n) // HomD(R)(K, colimL•

n)

rr
HomD(R)(K,

⊕
L•
n[1]) // . . .

Since we have assumed that HomD(R)(K,
⊕
L•
n) is equal to

⊕
HomD(R)(K,L•

n)
we see that the first map on every row of the diagram is injective (by the explicit
description of this map as the sum of the maps induced by 1 − tn). Hence we
conclude that HomD(R)(K, colimL•

n) is the cokernel of the first map of the middle
row in the diagram above which is what we had to show. □

The following proposition, characterizing perfect complexes as the compact objects
(Derived Categories, Definition 37.1) of the derived category, shows up in various
places. See for example [Ric89, proof of Proposition 6.3] (this treats the bounded
case), [TT90, Theorem 2.4.3] (the statement doesn’t match exactly), and [BN93,
Proposition 6.4] (watch out for horrendous notational conventions).

Proposition 78.3.07LT Let R be a ring. For an object K of D(R) the following are
equivalent

(1) K is perfect, and
(2) K is a compact object of D(R).

Proof. Assume K is perfect, i.e., K is quasi-isomorphic to a bounded complex
P • of finite projective modules, see Definition 74.1. If Ei is represented by the
complex E•

i , then
⊕
Ei is represented by the complex whose degree n term is⊕

Eni . On the other hand, as Pn is projective for all n we have HomD(R)(P •,K•) =

https://stacks.math.columbia.edu/tag/07LR
https://stacks.math.columbia.edu/tag/07LT
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HomK(R)(P •,K•) for every complex of R-modules K•, see Derived Categories,
Lemma 19.8. Thus HomD(R)(P •, E•) is the cohomology of the complex∏

HomR(Pn, En−1)→
∏

HomR(Pn, En)→
∏

HomR(Pn, En+1).

Since P • is bounded we see that we may replace the
∏

signs by
⊕

signs in the com-
plex above. Since each Pn is a finite R-module we see that HomR(Pn,

⊕
iE

m
i ) =⊕

i HomR(Pn, Emi ) for all n,m. Combining these remarks we see that the map of
Derived Categories, Definition 37.1 is a bijection.
Conversely, assume K is compact. Represent K by a complex K• and consider the
map

K• −→
⊕

n≥0
τ≥nK

•

where we have used the canonical truncations, see Homology, Section 15. This
makes sense as in each degree the direct sum on the right is finite. By assumption
this map factors through a finite direct sum. We conclude that K → τ≥nK is zero
for at least one n, i.e., K is in D−(R).
Since K ∈ D−(R) and since every R-module is a quotient of a free module, we
may represent K by a bounded above complex K• of free R-modules, see Derived
Categories, Lemma 15.4. Note that we have

K• =
⋃

n≤0
σ≥nK

•

where we have used the stupid truncations, see Homology, Section 15. Hence by
Lemma 78.2 we see that 1 : K• → K• factors through σ≥nK

• → K• in D(R).
Thus we see that 1 : K• → K• factors as

K• φ−→ L• ψ−→ K•

inD(R) for some complex L• which is bounded and whose terms are freeR-modules.
Say Li = 0 for i ̸∈ [a, b]. Fix a, b from now on. Let c be the largest integer ≤ b+ 1
such that we can find a factorization of 1K• as above with Li is finite free for i < c.
We will show by induction that c = b + 1. Namely, write Lc =

⊕
λ∈Λ R. Since

Lc−1 is finite free we can find a finite subset Λ′ ⊂ Λ such that Lc−1 → Lc factors
through

⊕
λ∈Λ′ R ⊂ Lc. Consider the map of complexes

π : L• −→ (
⊕

λ∈Λ\Λ′
R)[−c]

given by the projection onto the factors corresponding to Λ\Λ′ in degree c. By our
assumption on K we see that, after possibly replacing Λ′ by a larger finite subset,
we may assume that π ◦φ = 0 in D(R). Let (L′)• ⊂ L• be the kernel of π. Since π
is surjective we get a short exact sequence of complexes, which gives a distinguished
triangle in D(R) (see Derived Categories, Lemma 12.1). Since HomD(R)(K,−) is
homological (see Derived Categories, Lemma 4.2) and π ◦ φ = 0, we can find a
morphism φ′ : K• → (L′)• in D(R) whose composition with (L′)• → L• gives
φ. Setting ψ′ equal to the composition of ψ with (L′)• → L• we obtain a new
factorization. Since (L′)• agrees with L• except in degree c and since (L′)c =⊕

λ∈Λ′ R the induction step is proved.
The conclusion of the discussion of the preceding paragraph is that 1K : K → K
factors as

K
φ−→ L

ψ−→ K
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in D(R) where L can be represented by a finite complex of free R-modules. In
particular we see that L is perfect. Note that e = φ ◦ ψ ∈ EndD(R)(L) is an
idempotent. By Derived Categories, Lemma 4.14 we see that L = Ker(e)⊕Ker(1−
e). The map φ : K → L induces an isomorphism with Ker(1− e) in D(R). Hence
we finally conclude that K is perfect by Lemma 74.5. □

Lemma 78.4.07LU Let R be a ring. Let I ⊂ R be an ideal. Let K be an object of
D(R). Assume that

(1) K ⊗L
R R/I is perfect in D(R/I), and

(2) I is a nilpotent ideal.
Then K is perfect in D(R).

Proof. Choose a finite complex P
• of finite projective R/I-modules representing

K ⊗L
R R/I, see Definition 74.1. By Lemma 75.3 there exists a complex P • of

projective R-modules representing K such that P • = P •/IP •. It follows from
Nakayama’s lemma (Algebra, Lemma 20.1) that P • is a finite complex of finite
projective R-modules. □

Lemma 78.5.09AS Let R be a ring. Let I, J ⊂ R be ideals. Let K be an object of
D(R). Assume that

(1) K ⊗L
R R/I is perfect in D(R/I), and

(2) K ⊗L
R R/J is perfect in D(R/J).

Then K ⊗L
R R/IJ is perfect in D(R/IJ).

Proof. It is clear that we may assume replace R by R/IJ and K by K ⊗L
R R/IJ .

Then R→ R/(I∩J) is a surjection whose kernel has square zero. Hence by Lemma
78.4 it suffices to prove that K ⊗L

R R/(I ∩ J) is perfect. Thus we may assume that
I ∩ J = 0.
We prove the lemma in case I ∩ J = 0. First, we may represent K by a K-flat
complex K• with all Kn flat, see Lemma 59.10. Then we see that we have a short
exact sequence of complexes

0→ K• → K•/IK• ⊕K•/JK• → K•/(I + J)K• → 0
Note that K•/IK• represents K ⊗L

R R/I by construction of the derived tensor
product. Similarly for K•/JK• and K•/(I + J)K•. Note that K•/(I + J)K• is
a perfect complex of R/(I + J)-modules, see Lemma 74.9. Hence the complexes
K•/IK•, and K•/JK• and K•/(I+J)K• have finitely many nonzero cohomology
groups (since a perfect complex has finite Tor-amplitude, see Lemma 74.2). We
conclude that K ∈ Db(R) by the long exact cohomology sequence associated to
short exact sequence of complexes displayed above. In particular we assume K• is
a bounded above complex of free R-modules (see Derived Categories, Lemma 15.4).
We will now show that K is perfect using the criterion of Proposition 78.3. Thus we
let Ej ∈ D(R) be a family of objects parametrized by a set J . We choose complexes
E•
j with flat terms representing Ej , see for example Lemma 59.10. It is clear that

0→ E•
j → E•

j /IE
•
j ⊕ E•

j /JE
•
j → E•

j /(I + J)E•
j → 0

is a short exact sequence of complexes. Taking direct sums we obtain a similar
short exact sequence

0→
⊕

E•
j →

⊕
E•
j /IE

•
j ⊕ E•

j /JE
•
j →

⊕
E•
j /(I + J)E•

j → 0

https://stacks.math.columbia.edu/tag/07LU
https://stacks.math.columbia.edu/tag/09AS
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(Note that − ⊗R R/I commutes with direct sums.) This short exact sequence
determines a distinguished triangle in D(R), see Derived Categories, Lemma 12.1.
Apply the homological functor HomD(R)(K,−) (see Derived Categories, Lemma
4.2) to get a commutative diagram⊕

HomD(R)(K•, E•
j /(I + J))[−1] //

��

HomD(R)(K•,
⊕
E•
j /(I + J))[−1]

��⊕
HomD(R)(K•, E•

j /I ⊕ E•
j /J)[−1] //

��

HomD(R)(K•,
⊕
E•
j /I ⊕ E•

j /J)[−1]

��⊕
HomD(R)(K•, E•

j ) //

��

HomD(R)(K•,
⊕
E•
j )

��⊕
HomD(R)(K•, E•

j /I ⊕ E•
j /J) //

��

HomD(R)(K•,
⊕
E•
j /I ⊕ E•

j /J)

��⊕
HomD(R)(K•, E•

j /(I + J)) // HomD(R)(K•,
⊕
E•
j /(I + J))

with exact columns. It is clear that, for any complex E• of R-modules we have
HomD(R)(K•, E•/I) = HomK(R)(K•, E•/I)

= HomK(R/I)(K•/IK•, E•/I)
= HomD(R/I)(K•/IK•, E•/I)

and similarly for when dividing by J or I+J , see Derived Categories, Lemma 19.8.
Derived Categories. Thus all the horizontal arrows, except for possibly the middle
one, are isomorphisms as the complexes K•/IK•, K•/JK•, K•/(I + J)K• are
perfect complexes of R/I, R/J , R/(I+J)-modules, see Proposition 78.3. It follows
from the 5-lemma (Homology, Lemma 5.20) that the middle map is an isomorphism
and the lemma follows by Proposition 78.3. □

79. Strong generators and regular rings

0FXG Let R be a ring. Denote D(R)c the saturated full triangulated subcategory of D(R).
We already know that

⟨R⟩ = Dperf (R) = D(R)c
See Lemma 78.1 and Proposition 78.3. It turns out that if R is regular, then R is
a strong generator (Derived Categories, Definition 36.3).

Lemma 79.1.0FXH [Kel65]Let R be a ring. Let n ≥ 1. Let K ∈ ⟨R⟩n with notation as in
Derived Categories, Section 36. Consider maps

K
f1−→ K1

f2−→ K2
f3−→ . . .

fn−→ Kn

in D(R). If Hi(fj) = 0 for all i, j, then fn ◦ . . . ◦ f1 = 0.

Proof. If n = 1, then K is a direct summand in D(R) of a bounded complex
P • whose terms are finite free R-modules and whose differentials are zero. Thus
it suffices to show any morphism f : P • → K1 in D(R) with Hi(f) = 0 for all
i is zero. Since P • is a finite direct sum P • =

⊕
R[mj ] it suffices to show any

https://stacks.math.columbia.edu/tag/0FXH
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morphism g : R[m]→ K1 with H−m(g) = 0 in D(R) is zero. This follows from the
fact that HomD(R)(R[−m],K) = Hm(K).

For n > 1 we proceed by induction on n. Namely, we know that K is a summand
in D(R) of an object P which sits in a distinguished triangle

P ′ i−→ P
p−→ P ′′ → P ′[1]

with P ′ ∈ ⟨R⟩1 and P ′′ ∈ ⟨R⟩n−1. As above we may replace K by P and assume
that we have

P
f1−→ K1

f2−→ K2
f3−→ . . .

fn−→ Kn

in D(R) with fj zero on cohomology. By the case n = 1 the composition f1◦i is zero.
Hence by Derived Categories, Lemma 4.2 we can find a morphism h : P ′′ → K1
such that f1 = h◦p. Observe that f2 ◦h is zero on cohomology. Hence by induction
we find that fn ◦ . . . ◦ f2 ◦ h = 0 which implies fn ◦ . . . ◦ f1 = fn ◦ . . . ◦ f2 ◦ h ◦ p = 0
as desired. □

Lemma 79.2.0FXI Let R be a Noetherian ring. If R is a strong generator for Dperf (R),
then R is regular of finite dimension.

Proof. Assume Dperf (R) = ⟨R⟩n for some n ≥ 1. For any finite R-module M we
can choose a complex

P = (P−n−1 d−n−1

−−−−→ P−n d−n

−−→ P−n+1 d1

−→ . . .
d−1

−−→ P 0)

of finite free R-modules with Hi(P ) = 0 for i = −n, . . . ,−1 and M ∼= Coker(d−1).
Note that P is in Dperf (R). For any R-module N we can compute ExtnR(M,N) the
finite free resolution P of M , see Algebra, Section 71 and compare with Derived
Categories, Section 27. In particular, the sequence above defines an element

ξ ∈ ExtnR(Coker(d−1),Coker(d−n−1)) = ExtnR(M,Coker(d−n−1))

and for any element ξ in ExtnR(M,N) there is a R-module map φ : Coker(d−n−1)→
N such that φ maps ξ to ξ. For j = 1, . . . , n− 1 consider the complexes

Kj = (Coker(d−n−1)→ P−n+1 → . . .→ P−j)

with Coker(d−n−1) in degree−n and P t in degree t. We also setKn = Coker(d−n−1)[n].
Then we have maps

P → K1 → K2 → . . .→ Kn

which induce vanishing maps on cohomology. By Lemma 79.1 since P ∈ Dperf (R) =
⟨R⟩n we find that the composition of this maps is zero inD(R). Since HomD(R)(P,Kn) =
HomK(R)(P,Kn) by Derived Categories, Lemma 19.8 we conclude ξ = 0. Hence
ExtnR(M,N) = 0 for all R-modules N , see discussion above. It follows that M has
projective dimension ≤ n − 1 by Algebra, Lemma 109.8. Since this holds for all
finite R-modules M we conclude that R has finite global dimension, see Algebra,
Lemma 109.12. We finally conclude by Algebra, Lemma 110.8. □

Lemma 79.3.0FXJ Let R be a Noetherian regular ring of dimension d < ∞. Let
K,L ∈ D−(R). Assume there exists an k such that Hi(K) = 0 for i ≤ k and
Hi(L) = 0 for i ≥ k − d+ 1. Then HomD(R)(K,L) = 0.

https://stacks.math.columbia.edu/tag/0FXI
https://stacks.math.columbia.edu/tag/0FXJ
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Proof. Let K• be a bounded above complex representing K, say Ki = 0 for
i ≥ n+ 1. After replacing K• by τ≥k+1K

• we may assume Ki = 0 for i ≤ k. Then
we may use the distinguished triangle

Kn[−n]→ K• → σ≤n−1K
•

to see it suffices to prove the lemma for Kn[−n] and σ≤n−1K
•. By induction on

n, we conclude that it suffices to prove the lemma in case K is represented by the
complex M [−m] for some R-module M and some m ≥ k + 1. Since R has global
dimension d by Algebra, Lemma 110.8 we see that M has a projective resolution
0 → Pd → . . . → P0 → M → 0. Then the complex P • having Pi in degree m − i
is a bounded complex of projectives representing M [−m]. On the other hand, we
can choose a complex L• representing L with Li = 0 for i ≥ k − d+ 1. Hence any
map of complexes P • → L• is zero. This implies the lemma by Derived Categories,
Lemma 19.8. □

Lemma 79.4.0FXK Let R be a Noetherian regular ring of dimension 1 ≤ d < ∞. Let
K ∈ D(R) be perfect and let k ∈ Z such that Hi(K) = 0 for i = k − d + 2, . . . , k
(empty condition if d = 1). Then K = τ≤k−d+1K ⊕ τ≥k+1K.

Proof. The vanishing of cohomology shows that we have a distinguished triangle

τ≤k−d+1K → K → τ≥k+1K → (τ≤k−d+1K)[1]

By Derived Categories, Lemma 4.11 it suffices to show that the third arrow is zero.
Thus it suffices to show that HomD(R)(τ≥k+1K, (τ≤k−d+1K)[1]) = 0 which follows
from Lemma 79.3. □

Lemma 79.5.0FXL Let R be a Noetherian regular ring of finite dimension. Then R is
a strong generator for the full subcategory Dperf (R) ⊂ D(R) of perfect objects.

Proof. We will use that an object K of D(R) is perfect if and only if K is bounded
and has finite cohomology modules, see Lemma 74.14. Strong generators of triangu-
lated categories are defined in Derived Categories, Definition 36.3. Let d = dim(R).

Let K ∈ Dperf (R). We will show K ∈ ⟨R⟩d+1. By Algebra, Lemma 110.8 every
finite R-module has projective dimension ≤ d. We will show by induction on
0 ≤ i ≤ d that if Hn(K) has projective dimension ≤ i for all n ∈ Z, then K is in
⟨R⟩i+1.

Base case i = 0. In this case Hn(K) is a finite R-module of projective di-
mension 0. In other words, each cohomology is a projective R-module. Thus
ExtiR(Hn(K), Hm(K)) = 0 for all i > 0 and m,n ∈ Z. By Derived Categories,
Lemma 27.9 we find that K is isomorphic to the direct sum of the shifts of its co-
homology modules. Since each cohomology module is a finite projective R-module,
it is a direct summand of a direct sum of copies of R. Hence by definition we see
that K is contained in ⟨R⟩1.

Induction step. Assume the claim holds for i < d and let K ∈ Dperf (R) have
the property that Hn(K) has projective dimension ≤ i + 1 for all n ∈ Z. Choose
a ≤ b such that Hn(K) is zero for n ̸∈ [a, b]. For each n ∈ [a, b] choose a surjection
Fn → Hn(K) where Fn is a finite free R-module. Since Fn is projective, we can
lift Fn → Hn(K) to a map Fn[−n] → K in D(R) (small detail omitted). Thus
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we obtain a morphism
⊕

a≤n≤b F
n[−n] → K which is surjective on cohomology

modules. Choose a distinguished triangle

K ′ →
⊕

a≤n≤b
Fn[−n]→ K → K ′[1]

in D(R). Of course, the object K ′ is bounded and has finite cohomology modules.
The long exact sequence of cohomology breaks into short exact sequences

0→ Hn(K ′)→ Fn → Hn(K)→ 0
by the choices we made. By Algebra, Lemma 109.9 we see that the projective
dimension of Hn(K ′) is ≤ max(0, i). Thus K ′ ∈ ⟨R⟩i+1. By definition this means
that K is in ⟨R⟩i+1+1 as desired. □

Proposition 79.6.0FXM Let R be a Noetherian ring. The following are equivalent
(1) R is regular of finite dimension,
(2) Dperf (R) has a strong generator, and
(3) R is a strong generator for Dperf (R).

Proof. This is a formal consequence of Lemmas 78.1, 79.2, and 79.5 as well as
Derived Categories, Lemma 36.6. □

80. Relatively finitely presented modules

0659 Let R be a ring. Let A→ B be a finite map of finite type R-algebras. Let M be a
finite B-module. In this case it is not true that

M of finite presentation over B ⇔M of finite presentation over A
A counter example is R = k[x1, x2, x3, . . .], A = R, B = R/(xi), and M = B. To
“fix” this we introduce a relative notion of finite presentation.

Lemma 80.1.05GY Let R → A be a ring map of finite type. Let M be an A-module.
The following are equivalent

(1) for some presentation α : R[x1, . . . , xn] → A the module M is a finitely
presented R[x1, . . . , xn]-module,

(2) for all presentations α : R[x1, . . . , xn] → A the module M is a finitely
presented R[x1, . . . , xn]-module, and

(3) for any surjection A′ → A where A′ is a finitely presented R-algebra, the
module M is finitely presented as A′-module.

In this case M is a finitely presented A-module.

Proof. If α : R[x1, . . . , xn] → A and β : R[y1, . . . , ym] → A are presentations.
Choose fj ∈ R[x1, . . . , xn] with α(fj) = β(yj) and gi ∈ R[y1, . . . , ym] with β(gi) =
α(xi). Then we get a commutative diagram

R[x1, . . . , xn, y1, . . . , ym]

xi 7→gi

��

yj 7→fj

// R[x1, . . . , xn]

��
R[y1, . . . , ym] // A

Hence the equivalence of (1) and (2) follows by applying Algebra, Lemmas 6.4
and 36.23. The equivalence of (2) and (3) follows by choosing a presentation
A′ = R[x1, . . . , xn]/(f1, . . . , fm) and using Algebra, Lemma 36.23 to show that
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M is finitely presented as A′-module if and only if M is finitely presented as a
R[x1, . . . , xn]-module. □

Definition 80.2.05GZ Let R→ A be a finite type ring map. Let M be an A-module.
We say M is an A-module finitely presented relative to R if the equivalent conditions
of Lemma 80.1 hold.

Note that if R → A is of finite presentation, then M is an A-module finitely
presented relative to R if and only if M is a finitely presented A-module. It is
equally clear that A as an A-module is finitely presented relative to R if and only
if A is of finite presentation over R. If R is Noetherian the notion is uninteresting.
Now we can formulate the result we were looking for.

Lemma 80.3.05H0 Let R be a ring. Let A → B be a finite map of finite type R-
algebras. Let M be a B-module. Then M is an A-module finitely presented relative
to R if and only if M is a B-module finitely presented relative to R.

Proof. Choose a surjection R[x1, . . . , xn] → A. Choose y1, . . . , ym ∈ B which
generate B over A. As A → B is finite each yi satisfies a monic equation with
coefficients in A. Hence we can find monic polynomials Pj(T ) ∈ R[x1, . . . , xn][T ]
such that Pj(yj) = 0 in B. Then we get a commutative diagram

R[x1, . . . , xn]

��

// R[x1, . . . , xn, y1, . . . , ym]/(Pj(yj))

��
A // B

Since the top arrow is a finite and finitely presented ring map we conclude by
Algebra, Lemma 36.23 and the definition. □

With this result in hand we see that the relative notion makes sense and behaves
well with regards to finite maps of rings of finite type over R. It is also stable under
localization, stable under base change, and "glues" well.

Lemma 80.4.065A Let R be a ring, f ∈ R an element, Rf → A is a finite type ring
map, g ∈ A, and M an A-module. If M of finite presentation relative to Rf , then
Mg is an Ag-module of finite presentation relative to R.

Proof. Choose a presentation Rf [x1, . . . , xn] → A. We write Rf = R[x0]/(fx0 −
1). Consider the presentation R[x0, x1, . . . , xn, xn+1] → Ag which extends the
given map, maps x0 to the image of 1/f , and maps xn+1 to 1/g. Choose g′ ∈
R[x0, x1, . . . , xn] which maps to g (this is possible). Suppose that

Rf [x1, . . . , xn]⊕s → Rf [x1, . . . , xn]⊕t →M → 0

is a presentation of M given by a matrix (hij). Pick h′
ij ∈ R[x0, x1, . . . , xn] which

map to hij . Then

R[x0, x1, . . . , xn, xn+1]⊕s+2t → R[x0, x1, . . . , xn, xn+1]⊕t →Mg → 0

is a presentation of Mf . Here the t × (s + 2t) matrix defining the map has a first
t× s block consisting of the matrix h′

ij , a second t× t block which is (x0f−)It, and
a third block which is (xn+1g

′ − 1)It. □
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Lemma 80.5.065B Let R → A be a finite type ring map. Let M be an A-module
finitely presented relative to R. For any ring map R→ R′ the A⊗R R′-module

M ⊗A A′ = M ⊗R R′

is finitely presented relative to R′.

Proof. Choose a surjection R[x1, . . . , xn]→ A. Choose a presentation

R[x1, . . . , xn]⊕s → R[x1, . . . , xn]⊕t →M → 0

Then
R′[x1, . . . , xn]⊕s → R′[x1, . . . , xn]⊕t →M ⊗R R′ → 0

is a presentation of the base change and we win. □

Lemma 80.6.0670 Let R → A be a finite type ring map. Let M be an A-module
finitely presented relative to R. Let A → A′ be a ring map of finite presentation.
The A′-module M ⊗A A′ is finitely presented relative to R.

Proof. Choose a surjection R[x1, . . . , xn] → A. Choose a presentation A′ =
A[y1, . . . , ym]/(g1, . . . , gl). Pick g′

i ∈ R[x1, . . . , xn, y1, . . . , ym] mapping to gi. Say

R[x1, . . . , xn]⊕s → R[x1, . . . , xn]⊕t →M → 0

is a presentation of M given by a matrix (hij). Then

R[x1, . . . , xn, y1, . . . , ym]⊕s+tl → R[x0, x1, . . . , xn, y1, . . . , ym]⊕t →M ⊗A A′ → 0

is a presentation of M ⊗A A′. Here the t× (s+ lt) matrix defining the map has a
first t× s block consisting of the matrix hij , followed by l blocks of size t× t which
are g′

iIt. □

Lemma 80.7.065C Let R → A → B be finite type ring maps. Let M be a B-module.
If M is finitely presented relative to A and A is of finite presentation over R, then
M is finitely presented relative to R.

Proof. Choose a surjection A[x1, . . . , xn]→ B. Choose a presentation

A[x1, . . . , xn]⊕s → A[x1, . . . , xn]⊕t →M → 0

given by a matrix (hij). Choose a presentation

A = R[y1, . . . , ym]/(g1, . . . , gu).

Choose h′
ij ∈ R[y1, . . . , ym, x1, . . . , xn] mapping to hij . Then we obtain the presen-

tation

R[y1, . . . , ym, x1, . . . , xn]⊕s+tu → R[y1, . . . , ym, x1, . . . , xn]⊕t →M → 0

where the t× (s+ tu)-matrix is given by a first t× s block consisting of h′
ij followed

by u blocks of size t× t given by giIt, i = 1, . . . , u. □

Lemma 80.8.065D Let R→ A be a finite type ring map. Let M be an A-module. Let
f1, . . . , fr ∈ A generate the unit ideal. The following are equivalent

(1) each Mfi is finitely presented relative to R, and
(2) M is finitely presented relative to R.
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Proof. The implication (2)⇒ (1) is in Lemma 80.4. Assume (1). Write 1 =
∑
figi

in A. Choose a surjection R[x1, . . . , xn, y1, . . . , yr, z1, . . . , zr] → A. such that yi
maps to fi and zi maps to gi. Then we see that there exists a surjection

P = R[x1, . . . , xn, y1, . . . , yr, z1, . . . , zr]/(
∑

yizi − 1) −→ A.

By Lemma 80.1 we see that Mfi is a finitely presented Afi-module, hence by Al-
gebra, Lemma 23.2 we see that M is a finitely presented A-module. Hence M is
a finite P -module (with P as above). Choose a surjection P⊕t → M . We have to
show that the kernel K of this map is a finite P -module. Since Pyi

surjects onto
Afi

we see by Lemma 80.1 and Algebra, Lemma 5.3 that the localization Kyi
is a

finitely generated Pyi-module. Choose elements ki,j ∈ K, i = 1, . . . , r, j = 1, . . . , si
such that the images of ki,j in Kyi generate. Set K ′ ⊂ K equal to the P -module
generated by the elements ki,j . Then K/K ′ is a module whose localization at yi is
zero for all i. Since (y1, . . . , yr) = P we see that K/K ′ = 0 as desired. □

Lemma 80.9.0671 Let R→ A be a finite type ring map. Let 0→M ′ →M →M ′′ → 0
be a short exact sequence of A-modules.

(1) If M ′,M ′′ are finitely presented relative to R, then so is M .
(2) If M ′ is a finite type A-module and M is finitely presented relative to R,

then M ′′ is finitely presented relative to R.

Proof. Follows immediately from Algebra, Lemma 5.3. □

Lemma 80.10.0672 Let R → A be a finite type ring map. Let M,M ′ be A-modules.
If M ⊕M ′ is finitely presented relative to R, then so are M and M ′.

Proof. Omitted. □

81. Relatively pseudo-coherent modules

065E This section is the analogue of Section 80 for pseudo-coherence.

Lemma 81.1.065F Let R be a ring. Let K• be a complex of R-modules. Consider the
R-algebra map R[x]→ R which maps x to zero. Then

K• ⊗L
R[x] R

∼= K• ⊕K•[1]

in D(R).

Proof. Choose a K-flat resolution P • → K• over R such that Pn is a flat R-module
for all n, see Lemma 59.10. Then P • ⊗R R[x] is a K-flat complex of R[x]-modules
whose terms are flat R[x]-modules, see Lemma 59.3 and Algebra, Lemma 39.7. In
particular x : Pn ⊗R R[x] → Pn ⊗R R[x] is injective with cokernel isomorphic to
Pn. Thus

P • ⊗R R[x] x−→ P • ⊗R R[x]
is a double complex of R[x]-modules whose associated total complex is quasi-
isomorphic to P • and hence K•. Moreover, this associated total complex is a
K-flat complex of R[x]-modules for example by Lemma 59.4 or by Lemma 59.5.
Hence

K• ⊗L
R[x] R

∼= Tot(P • ⊗R R[x] x−→ P • ⊗R R[x])⊗R[x] R = Tot(P • 0−→ P •)
= P • ⊕ P •[1] ∼= K• ⊕K•[1]

as desired. □
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Lemma 81.2.065G Let R be a ring and K• a complex of R-modules. Let m ∈ Z.
Consider the R-algebra map R[x] → R which maps x to zero. Then K• is m-
pseudo-coherent as a complex of R-modules if and only if K• is m-pseudo-coherent
as a complex of R[x]-modules.

Proof. This is a special case of Lemma 64.11. We also prove it in another way as
follows.

Note that 0 → R[x] → R[x] → R → 0 is exact. Hence R is pseudo-coherent as an
R[x]-module. Thus one implication of the lemma follows from Lemma 64.11. To
prove the other implication, assume that K• is m-pseudo-coherent as a complex
of R[x]-modules. By Lemma 64.12 we see that K• ⊗L

R[x] R is m-pseudo-coherent
as a complex of R-modules. By Lemma 81.1 we see that K• ⊕K•[1] is m-pseudo-
coherent as a complex of R-modules. Finally, we conclude that K• is m-pseudo-
coherent as a complex of R-modules from Lemma 64.8. □

Lemma 81.3.065H Let R → A be a ring map of finite type. Let K• be a complex of
A-modules. Let m ∈ Z. The following are equivalent

(1) for some presentation α : R[x1, . . . , xn] → A the complex K• is an m-
pseudo-coherent complex of R[x1, . . . , xn]-modules,

(2) for all presentations α : R[x1, . . . , xn]→ A the complex K• is an m-pseudo-
coherent complex of R[x1, . . . , xn]-modules.

In particular the same equivalence holds for pseudo-coherence.

Proof. If α : R[x1, . . . , xn] → A and β : R[y1, . . . , ym] → A are presentations.
Choose fj ∈ R[x1, . . . , xn] with α(fj) = β(yj) and gi ∈ R[y1, . . . , ym] with β(gi) =
α(xi). Then we get a commutative diagram

R[x1, . . . , xn, y1, . . . , ym]

xi 7→gi

��

yj 7→fj

// R[x1, . . . , xn]

��
R[y1, . . . , ym] // A

After a change of coordinates the ring homomorphism R[x1, . . . , xn, y1, . . . , ym] →
R[x1, . . . , xn] is isomorphic to the ring homomorphism which maps each yi to zero.
Similarly for the left vertical map in the diagram. Hence, by induction on the
number of variables this lemma follows from Lemma 81.2. The pseudo-coherent
case follows from this and Lemma 64.5. □

Definition 81.4.065I Let R→ A be a finite type ring map. Let K• be a complex of
A-modules. Let M be an A-module. Let m ∈ Z.

(1) We say K• is m-pseudo-coherent relative to R if the equivalent conditions
of Lemma 81.3 hold.

(2) We say K• is pseudo-coherent relative to R if K• is m-pseudo-coherent
relative to R for all m ∈ Z.

(3) We say M is m-pseudo-coherent relative to R if M [0] is m-pseudo-coherent
relative to R.

(4) We say M is pseudo-coherent relative to R if M [0] is pseudo-coherent rela-
tive to R.
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Part (2) means that K• is pseudo-coherent as a complex of R[x1, . . . , xn]-modules
for any surjection R[y1, . . . , ym] → A, see Lemma 64.5. This definition has the
following pleasing property.

Lemma 81.5.0673 Let R be a ring. Let A → B be a finite map of finite type R-
algebras. Let m ∈ Z. Let K• be a complex of B-modules. Then K• is m-pseudo-
coherent (resp. pseudo-coherent) relative to R if and only if K• seen as a complex
of A-modules is m-pseudo-coherent (pseudo-coherent) relative to R.

Proof. Choose a surjection R[x1, . . . , xn] → A. Choose y1, . . . , ym ∈ B which
generate B over A. As A → B is finite each yi satisfies a monic equation with
coefficients in A. Hence we can find monic polynomials Pj(T ) ∈ R[x1, . . . , xn][T ]
such that Pj(yj) = 0 in B. Then we get a commutative diagram

R[x1, . . . , xn, y1, . . . , ym]

��
R[x1, . . . , xn]

��

// R[x1, . . . , xn, y1, . . . , ym]/(Pj(yj))

��
A // B

The top horizontal arrow and the top right vertical arrow satisfy the assumptions
of Lemma 64.11. Hence K• is m-pseudo-coherent (resp. pseudo-coherent) as a
complex of R[x1, . . . , xn]-modules if and only if K• is m-pseudo-coherent (resp.
pseudo-coherent) as a complex of R[x1, . . . , xn, y1, . . . , ym]-modules. □

Lemma 81.6.0674 Let R be a ring. Let R→ A be a finite type ring map. Let m ∈ Z.
Let (K•, L•,M•, f, g, h) be a distinguished triangle in D(A).

(1) If K• is (m+1)-pseudo-coherent relative to R and L• is m-pseudo-coherent
relative to R then M• is m-pseudo-coherent relative to R.

(2) If K•,M• are m-pseudo-coherent relative to R, then L• is m-pseudo-coherent
relative to R.

(3) If L• is (m+1)-pseudo-coherent relative to R and M• is m-pseudo-coherent
relative to R, then K• is (m+ 1)-pseudo-coherent relative to R.

Moreover, if two out of three of K•, L•,M• are pseudo-coherent relative to R, the
so is the third.

Proof. Follows immediately from Lemma 64.2 and the definitions. □

Lemma 81.7.0675 Let R → A be a finite type ring map. Let M be an A-module.
Then

(1) M is 0-pseudo-coherent relative to R if and only if M is a finite type A-
module,

(2) M is (−1)-pseudo-coherent relative to R if and only if M is a finitely pre-
sented relative to R,

(3) M is (−d)-pseudo-coherent relative to R if and only if for every surjection
R[x1, . . . , xn]→ A there exists a resolution

R[x1, . . . , xn]⊕ad → R[x1, . . . , xn]⊕ad−1 → . . .→ R[x1, . . . , xn]⊕a0 →M → 0
of length d, and
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(4) M is pseudo-coherent relative to R if and only if for every presentation
R[x1, . . . , xn]→ A there exists an infinite resolution

. . .→ R[x1, . . . , xn]⊕a1 → R[x1, . . . , xn]⊕a0 →M → 0

by finite free R[x1, . . . , xn]-modules.

Proof. Follows immediately from Lemma 64.4 and the definitions. □

Lemma 81.8.0676 Let R → A be a finite type ring map. Let m ∈ Z. Let K•, L• ∈
D(A). If K• ⊕ L• is m-pseudo-coherent (resp. pseudo-coherent) relative to R so
are K• and L•.

Proof. Immediate from Lemma 64.8 and the definitions. □

Lemma 81.9.0677 Let R → A be a finite type ring map. Let m ∈ Z. Let K• be
a bounded above complex of A-modules such that Ki is (m − i)-pseudo-coherent
relative to R for all i. Then K• is m-pseudo-coherent relative to R. In particular,
if K• is a bounded above complex of A-modules pseudo-coherent relative to R, then
K• is pseudo-coherent relative to R.

Proof. Immediate from Lemma 64.9 and the definitions. □

Lemma 81.10.0678 Let R→ A be a finite type ring map. Let m ∈ Z. Let K• ∈ D−(A)
such that Hi(K•) is (m− i)-pseudo-coherent (resp. pseudo-coherent) relative to R
for all i. Then K• is m-pseudo-coherent (resp. pseudo-coherent) relative to R.

Proof. Immediate from Lemma 64.10 and the definitions. □

Lemma 81.11.0679 Let R be a ring, f ∈ R an element, Rf → A is a finite type
ring map, g ∈ A, and K• a complex of A-modules. If K• is m-pseudo-coherent
(resp. pseudo-coherent) relative to Rf , then K•⊗A Ag is m-pseudo-coherent (resp.
pseudo-coherent) relative to R.

Proof. First we show that K• is m-pseudo-coherent relative to R. Namely, sup-
pose Rf [x1, . . . , xn] → A is surjective. Write Rf = R[x0]/(fx0 − 1). Then
R[x0, x1, . . . , xn] → A is surjective, and Rf [x1, . . . , xn] is pseudo-coherent as an
R[x0, . . . , xn]-module. Hence by Lemma 64.11 we see that K• is m-pseudo-coherent
as a complex of R[x0, x1, . . . , xn]-modules.

Choose an element g′ ∈ R[x0, x1, . . . , xn] which maps to g ∈ A. By Lemma 64.12
we see that

K• ⊗L
R[x0,x1,...,xn] R[x0, x1, . . . , xn,

1
g′ ] = K• ⊗R[x0,x1,...,xn] R[x0, x1, . . . , xn,

1
g′ ]

= K• ⊗A Af

is m-pseudo-coherent as a complex of R[x0, x1, . . . , xn,
1
g′ ]-modules. write

R[x0, x1, . . . , xn,
1
g′ ] = R[x0, . . . , xn, xn+1]/(xn+1g

′ − 1).

As R[x0, x1, . . . , xn,
1
g′ ] is pseudo-coherent as a R[x0, . . . , xn, xn+1]-module we con-

clude (see Lemma 64.11) that K• ⊗A Ag is m-pseudo-coherent as a complex of
R[x0, . . . , xn, xn+1]-modules as desired. □
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Lemma 81.12.067A Let R → A be a finite type ring map. Let m ∈ Z. Let K• be a
complex of A-modules which is m-pseudo-coherent (resp. pseudo-coherent) relative
to R. Let R→ R′ be a ring map such that A and R′ are Tor independent over R.
Set A′ = A ⊗R R′. Then K• ⊗L

A A
′ is m-pseudo-coherent (resp. pseudo-coherent)

relative to R′.

Proof. Choose a surjection R[x1, . . . , xn]→ A. Note that

K• ⊗L
A A

′ = K• ⊗L
R R

′ = K• ⊗L
R[x1,...,xn] R

′[x1, . . . , xn]

by Lemma 61.2 applied twice. Hence we win by Lemma 64.12. □

Lemma 81.13.067B Let R→ A→ B be finite type ring maps. Let m ∈ Z. Let K• be
a complex of A-modules. Assume B as a B-module is pseudo-coherent relative to
A. If K• is m-pseudo-coherent (resp. pseudo-coherent) relative to R, then K•⊗L

AB
is m-pseudo-coherent (resp. pseudo-coherent) relative to R.

Proof. Choose a surjectionA[y1, . . . , ym]→ B. Choose a surjectionR[x1, . . . , xn]→
A. Combined we get a surjection R[x1, . . . , xn, y1, . . . ym]→ B. Choose a resolution
E• → B of B by a complex of finite free A[y1, . . . , yn]-modules (which is possible
by our assumption on the ring map A→ B). We may assume that K• is a bounded
above complex of flat A-modules. Then

K• ⊗L
A B = Tot(K• ⊗A B[0])

= Tot(K• ⊗A A[y1, . . . , ym]⊗A[y1,...,ym] B[0])
∼= Tot

(
(K• ⊗A A[y1, . . . , ym])⊗A[y1,...,ym] E

•)
= Tot(K• ⊗A E•)

inD(A[y1, . . . , ym]). The quasi-isomorphism∼= comes from an application of Lemma
59.7. Thus we have to show that Tot(K•⊗AE•) is m-pseudo-coherent as a complex
of R[x1, . . . , xn, y1, . . . ym]-modules. Note that Tot(K• ⊗A E•) has a filtration by
subcomplexes with successive quotients the complexes K• ⊗A Ei[−i]. Note that
for i ≪ 0 the complexes K• ⊗A Ei[−i] have zero cohomology in degrees ≤ m and
hence are m-pseudo-coherent (over any ring). Hence, applying Lemma 81.6 and
induction, it suffices to show that K• ⊗A Ei[−i] is pseudo-coherent relative to R
for all i. Note that Ei = 0 for i > 0. Since also Ei is finite free this reduces to
proving that K•⊗AA[y1, . . . , ym] is m-pseudo-coherent relative to R which follows
from Lemma 81.12 for instance. □

Lemma 81.14.067C Let R → A→ B be finite type ring maps. Let m ∈ Z. Let M be
an A-module. Assume B is flat over A and B as a B-module is pseudo-coherent
relative to A. If M is m-pseudo-coherent (resp. pseudo-coherent) relative to R,
then M ⊗A B is m-pseudo-coherent (resp. pseudo-coherent) relative to R.

Proof. Immediate from Lemma 81.13. □

Lemma 81.15.067D Let R be a ring. Let A → B be a map of finite type R-algebras.
Let m ∈ Z. Let K• be a complex of B-modules. Assume A is pseudo-coherent
relative to R. Then the following are equivalent

(1) K• is m-pseudo-coherent (resp. pseudo-coherent) relative to A, and
(2) K• is m-pseudo-coherent (resp. pseudo-coherent) relative to R.

https://stacks.math.columbia.edu/tag/067A
https://stacks.math.columbia.edu/tag/067B
https://stacks.math.columbia.edu/tag/067C
https://stacks.math.columbia.edu/tag/067D
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Proof. Choose a surjectionR[x1, . . . , xn]→ A. Choose a surjectionA[y1, . . . , ym]→
B. Then we get a surjection

R[x1, . . . , xn, y1, . . . , ym]→ A[y1, . . . , ym]

which is a flat base change of R[x1, . . . , xn] → A. By assumption A is a pseudo-
coherent module over R[x1, . . . , xn] hence by Lemma 64.13 we see that A[y1, . . . , ym]
is pseudo-coherent over R[x1, . . . , xn, y1, . . . , ym]. Thus the lemma follows from
Lemma 64.11 and the definitions. □

Lemma 81.16.067E Let R → A be a finite type ring map. Let K• be a complex of
A-modules. Let m ∈ Z. Let f1, . . . , fr ∈ A generate the unit ideal. The following
are equivalent

(1) each K• ⊗A Afi is m-pseudo-coherent relative to R, and
(2) K• is m-pseudo-coherent relative to R.

The same equivalence holds for pseudo-coherence relative to R.

Proof. The implication (2) ⇒ (1) is in Lemma 81.11. Assume (1). Write 1 =∑
figi in A. Choose a surjection R[x1, . . . , xn, y1, . . . , yr, z1, . . . , zr] → A. such

that yi maps to fi and zi maps to gi. Then we see that there exists a surjection

P = R[x1, . . . , xn, y1, . . . , yr, z1, . . . , zr]/(
∑

yizi − 1) −→ A.

Note that P is pseudo-coherent as an R[x1, . . . , xn, y1, . . . , yr, z1, . . . , zr]-module
and that P [1/yi] is pseudo-coherent as an R[x1, . . . , xn, y1, . . . , yr, z1, . . . , zr, 1/yi]-
module. Hence by Lemma 64.11 we see that K• ⊗A Afi

is an m-pseudo-coherent
complex of P [1/yi]-modules for each i. Thus by Lemma 64.14 we see that K• is
pseudo-coherent as a complex of P -modules, and Lemma 64.11 shows that K• is
pseudo-coherent as a complex of R[x1, . . . , xn, y1, . . . , yr, z1, . . . , zr]-modules. □

Lemma 81.17.067F Let R be a Noetherian ring. Let R→ A be a finite type ring map.
Then

(1) A complex of A-modules K• is m-pseudo-coherent relative to R if and only
if K• ∈ D−(A) and Hi(K•) is a finite A-module for i ≥ m.

(2) A complex of A-modules K• is pseudo-coherent relative to R if and only if
K• ∈ D−(A) and Hi(K•) is a finite A-module for all i.

(3) An A-module is pseudo-coherent relative to R if and only if it is finite.

Proof. Immediate consequence of Lemma 64.17 and the definitions. □

82. Pseudo-coherent and perfect ring maps

067G We can define these types of ring maps as follows.

Definition 82.1.067H Let A→ B be a ring map.
(1) We say A → B is a pseudo-coherent ring map if it is of finite type and B,

as a B-module, is pseudo-coherent relative to A.
(2) We say A → B is a perfect ring map if it is a pseudo-coherent ring map

such that B as an A-module has finite tor dimension.

This terminology may be nonstandard. Using Lemma 81.7 we see that A → B
is pseudo-coherent if and only if B = A[x1, . . . , xn]/I and B as an A[x1, . . . , xn]-
module has a resolution by finite free A[x1, . . . , xn]-modules. The motivation for

https://stacks.math.columbia.edu/tag/067E
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the definition of a perfect ring map is Lemma 74.2. The following lemmas gives a
more useful and intuitive characterization of a perfect ring map.

Lemma 82.2.068Y A ring map A→ B is perfect if and only if B = A[x1, . . . , xn]/I and
B as an A[x1, . . . , xn]-module has a finite resolution by finite projective A[x1, . . . , xn]-
modules.

Proof. If A → B is perfect, then B = A[x1, . . . , xn]/I and B is pseudo-coherent
as an A[x1, . . . , xn]-module and has finite tor dimension as an A-module. Hence
Lemma 77.5 implies that B is perfect as a A[x1, . . . , xn]-module, i.e., it has a
finite resolution by finite projective A[x1, . . . , xn]-modules (Lemma 74.3). Con-
versely, if B = A[x1, . . . , xn]/I and B as an A[x1, . . . , xn]-module has a finite res-
olution by finite projective A[x1, . . . , xn]-modules then B is pseudo-coherent as an
A[x1, . . . , xn]-module, hence A→ B is pseudo-coherent. Moreover, the given reso-
lution over A[x1, . . . , xn] is a finite resolution by flat A-modules and hence B has
finite tor dimension as an A-module. □

Lots of the results of the preceding sections can be reformulated in terms of this
terminology. We also refer to More on Morphisms, Sections 60 and 61 for the
corresponding discussion concerning morphisms of schemes.

Lemma 82.3.067I A finite type ring map of Noetherian rings is pseudo-coherent.

Proof. See Lemma 81.17. □

Lemma 82.4.067J A ring map which is flat and of finite presentation is perfect.

Proof. Let A → B be a ring map which is flat and of finite presentation. It is
clear that B has finite tor dimension. By Algebra, Lemma 168.1 there exists a
finite type Z-algebra A0 ⊂ A and a flat finite type ring map A0 → B0 such that
B = B0 ⊗A0 A. By Lemma 81.17 we see that A0 → B0 is pseudo-coherent. As
A0 → B0 is flat we see that B0 and A are tor independent over A0, hence we may
use Lemma 81.12 to conclude that A→ B is pseudo-coherent. □

Lemma 82.5.067K Let A→ B be a finite type ring map with A a regular ring of finite
dimension. Then A→ B is perfect.

Proof. By Algebra, Lemma 110.8 the assumption on A means that A has finite
global dimension. Hence every module has finite tor dimension, see Lemma 66.19,
in particular B does. By Lemma 82.3 the map is pseudo-coherent. □

Lemma 82.6.07EN A local complete intersection homomorphism is perfect.

Proof. Let A → B be a local complete intersection homomorphism. By Def-
inition 33.2 this means that B = A[x1, . . . , xn]/I where I is a Koszul ideal in
A[x1, . . . , xn]. By Lemmas 82.2 and 74.3 it suffices to show that I is a perfect
module over A[x1, . . . , xn]. By Lemma 74.12 this is a local question. Hence we may
assume that I is generated by a Koszul-regular sequence (by Definition 32.1). Of
course this means that I has a finite free resolution and we win. □

Lemma 82.7.0DHQ Let R → A be a pseudo-coherent ring map. Let K ∈ D(A). The
following are equivalent

(1) K is m-pseudo-coherent (resp. pseudo-coherent) relative to R, and
(2) K is m-pseudo-coherent (resp. pseudo-coherent) in D(A).

https://stacks.math.columbia.edu/tag/068Y
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Proof. Reformulation of a special case of Lemma 81.15. □

Lemma 82.8.0E1T Let R→ B → A be ring maps with φ : B → A surjective and R→
B and R → A flat and of finite presentation. For K ∈ D(A) denote φ∗K ∈ D(B)
the restriction. The following are equivalent

(1) K is pseudo-coherent,
(2) K is pseudo-coherent relative to R,
(3) K is pseudo-coherent relative to A,
(4) φ∗K is pseudo-coherent,
(5) φ∗K is pseudo-coherent relative to R.

Similar holds for m-pseudo-coherence.

Proof. Observe that R → A and R → B are perfect ring maps (Lemma 82.4)
hence a fortiori pseudo-coherent ring maps. Thus (1) ⇔ (2) and (4) ⇔ (5) by
Lemma 82.7.

Using that A is pseudo-coherent relative to R we use Lemma 81.15 to see that (2)
⇔ (3). However, since A → B is surjective, we see directly from Definition 81.4
that (3) is equivalent with (4). □

83. Relatively perfect modules

0DHR This section is the analogue of Section 81 for perfect objects of the derived category.
we only define this notion in a limited generality as we are not sure what the correct
definition is in general. See Derived Categories of Schemes, Remark 35.14 for a
discussion.

Definition 83.1.0DHS Let R→ A be a flat ring map of finite presentation. An object
K of D(A) is R-perfect or perfect relative to R if K is pseudo-coherent (Definition
64.1) and has finite tor dimension over R (Definition 66.1).

By Lemma 82.8 it would have been the same thing to ask K to be pseudo-coherent
relative to R. Here are some obligatory lemmas.

Lemma 83.2.0DHT Let R→ A be a flat ring map of finite presentation. The R-perfect
objects of D(A) form a saturated9 triangulated strictly full subcategory.

Proof. This follows from Lemmas 64.2, 64.8, 66.5, and 66.7. □

Lemma 83.3.0DHU Let R → A be a flat ring map of finite presentation. A perfect
object of D(A) is R-perfect. If K,M ∈ D(A) then K ⊗L

A M is R-perfect if K is
perfect and M is R-perfect.

Proof. The first statement follows from the second by taking M = A. The second
statement follows from Lemmas 74.2, 66.10, and 64.16. □

Lemma 83.4.0DHV Let R→ A be a flat ring map of finite presentation. Let K ∈ D(A).
The following are equivalent

(1) K is R-perfect, and
(2) K is isomorphic to a finite complex of R-flat, finitely presented A-modules.

9Derived Categories, Definition 6.1.
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Proof. To prove (2) implies (1) it suffices by Lemma 83.2 to show that an R-
flat, finitely presented A-module M defines an R-perfect object of D(A). Since
M has finite tor dimension over R, it suffices to show that M is pseudo-coherent.
By Algebra, Lemma 168.1 there exists a finite type Z-algebra R0 ⊂ R and a flat
finite type ring map R0 → A0 and a finite A0-module M0 flat over R0 such that
A = A0 ⊗R0 R and M = M0 ⊗R0 R. By Lemma 64.17 we see that M0 is pseudo-
coherent A0-module. Choose a resolution P •

0 →M0 by finite free A0-modules Pn0 .
Since A0 is flat over R0, this is a flat resolution. Since M0 is flat over R0 we find
that P • = P •

0 ⊗R0 R still resolves M = M0 ⊗R0 R. (You can use Lemma 61.2 to
see this.) Hence P • is a finite free resolution of M over A and we conclude that M
is pseudo-coherent.

Assume (1). We can represent K by a bounded above complex P • of finite free
A-modules. Assume that K viewed as an object of D(R) has tor amplitude in
[a, b]. By Lemma 66.2 we see that τ≥aP

• is a complex of R-flat, finitely presented
A-modules representing K. □

Lemma 83.5.0DHW Let R → A be a flat ring map of finite presentation. Let R → R′

be a ring map and set A′ = A ⊗R R′. If K ∈ D(A) is R-perfect, then K ⊗L
A A

′ is
R′-perfect.

Proof. By Lemma 64.12 we see that K⊗L
AA

′ is pseudo-coherent. By Lemma 61.2
we see that K ⊗L

A A
′ is equal to K ⊗L

R R
′ in D(R′). Then we can apply Lemma

66.13 to see that K ⊗L
R R

′ in D(R′) has finite tor dimension. □

Lemma 83.6.0E1U Let R → A be a flat ring map. Let K,L ∈ D(A) with K pseudo-
coherent and L finite tor dimension over R. We may choose

(1) a bounded above complex P • of finite free A-modules representing K, and
(2) a bounded complex of R-flat A-modules F • representing L.

Given these choices we have
(a) E• = Hom•(P •, F •) is a bounded below complex of R-flat A-modules rep-

resenting RHomA(K,L),
(b) for any ring map R → R′ with A′ = A ⊗R R′ the complex E• ⊗R R′

represents RHomA′(K ⊗L
A A

′, L⊗L
A A

′).
If in addition R → A is of finite presentation and L is R-perfect, then we may
choose F p to be finitely presented A-modules and consequently En will be finitely
presented A-modules as well.

Proof. The existence of P • is the definition of a pseudo-coherent complex. We
first represent L by a bounded above complex F • of free A-modules (this is possible
because bounded tor dimension in particular implies bounded). Next, say L viewed
as an object of D(R) has tor amplitude in [a, b]. Then, after replacing F • by τ≥aF

•,
we get a complex as in (2). This follows from Lemma 66.2.

Proof of (a). Since F • is bounded an since P • is bounded above, we see that En = 0
for n≪ 0 and that En is a finite (!) direct sum

En =
⊕

p+q=n
HomA(P−q, F p)

and since P−q is finite free, this is indeed an R-flat A-module. The fact that E•

represents RHomA(K,L) follows from Lemma 73.2.

https://stacks.math.columbia.edu/tag/0DHW
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Proof of (b). Let R → R′ be a ring map and A′ = A ⊗R R′. By Lemma 61.2 the
object L⊗L

A A
′ is represented by F • ⊗R R′ viewed as a complex of A′-modules (by

flatness of F p over R). Similarly for P •⊗RR′. As above RHomA′(K⊗L
AA

′, L⊗L
AA

′)
is represented by

Hom•(P • ⊗R R′, F • ⊗R R′) = E• ⊗R R′

The equality holds by looking at the terms of the complex individually and using
that HomA′(P−q ⊗R R′, F p ⊗R R′) = HomA(P−q, F p)⊗R R′. □

Lemma 83.7.0DHX Let R = colimi∈I Ri be a filtered colimit of rings. Let 0 ∈ I and
R0 → A0 be a flat ring map of finite presentation. For i ≥ 0 set Ai = Ri ⊗R0 A0
and set A = R⊗R0 A0.

(1) Given an R-perfect K in D(A) there exists an i ∈ I and an Ri-perfect Ki

in D(Ai) such that K ∼= Ki ⊗L
Ai
A in D(A).

(2) Given K0, L0 ∈ D(A0) with K0 pseudo-coherent and L0 finite tor dimension
over R0, then we have

HomD(A)(K0 ⊗L
A0
A,L0 ⊗L

A0
A) = colimi≥0 HomD(Ai)(K0 ⊗L

A0
Ai, L0 ⊗L

A0
Ai)

In particular, the triangulated category of R-perfect complexes over A is the colimit
of the triangulated categories of Ri-perfect complexes over Ai.

Proof. By Algebra, Lemma 127.6 the category of finitely presented A-modules is
the colimit of the categories of finitely presented Ai-modules. Given this, Alge-
bra, Lemma 168.1 tells us that category of R-flat, finitely presented A-modules is
the colimit of the categories of Ri-flat, finitely presented Ai-modules. Thus the
characterization in Lemma 83.4 proves that (1) is true.

To prove (2) we choose P •
0 representing K0 and F •

0 representing L0 as in Lemma
83.6. Then E•

0 = Hom•(P •
0 , F

•
0 ) satisfies

H0(E•
0 ⊗R0 Ri) = HomD(Ai)(K0 ⊗L

A0
Ai, L0 ⊗L

A0
Ai)

and
H0(E•

0 ⊗R0 R) = HomD(A)(K0 ⊗L
A0
A,L0 ⊗L

A0
A)

by the lemma. Thus the result because tensor product commutes with colimits and
filtered colimits are exact (Algebra, Lemma 8.8). □

Lemma 83.8.0DJG Let R′ → A′ be a flat ring map of finite presentation. Let R′ → R
be a surjective ring map whose kernel is a nilpotent ideal. Set A = A′ ⊗R′ R.
Let K ′ ∈ D(A′) and set K = K ′ ⊗L

A′ A in D(A). If K is R-perfect, then K ′ is
R′-perfect.

Proof. Observe that A′ → A has nilpotent kernel and that by flatness of R′ → A′

we have K = K ′ ⊗L
R′ R (see Section 61). Hence the lemma follows by combining

Lemmas 75.4 and 66.20. □

Lemma 83.9.0DJH Let R be a ring. Let A = R[x1, . . . , xd]/I be flat and of finite
presentation over R. Let q ⊂ A be a prime ideal lying over p ⊂ R. Let K ∈ D(A)
be pseudo-coherent. Let a, b ∈ Z. If Hi(Kq ⊗L

Rp
κ(p)) is nonzero only for i ∈ [a, b],

then Kq has tor amplitude in [a− d, b] over R.

https://stacks.math.columbia.edu/tag/0DHX
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Proof. By Lemma 82.8K is pseudo-coherent as a complex ofR[x1, . . . , xd]-modules.
Therefore we may assume A = R[x1, . . . , xd]. Applying Lemma 77.6 to Rp → Aq

and the complex Kq using our assumption, we find that Kq is perfect in D(Aq)
with tor amplitude in [a − d, b]. Since Rp → Aq is flat, we conclude by Lemma
66.11. □

Lemma 83.10.0GHJ Let R→ A be a ring map which is flat and of finite presentation.
Let K ∈ D(A) be pseudo-coherent. The following are equivalent

(1) K is R-perfect, and
(2) K is bounded below and for every prime ideal p ⊂ R the object K ⊗L

R κ(p)
is bounded below.

Proof. Observe that (1) implies (2) as an R-perfect complex has bounded tor
dimension as a complex of R-modules by definition. Let us prove the other impli-
cation.

Write A = R[x1, . . . , xd]/I. Denote L in D(R[x1, . . . , xd]) the restriction of K.
By Lemma 82.8 we see that L is pseudo-coherent. Since L and K have the same
image in D(R) we see that L is R-perfect if and only if K is R-perfect. Also
L⊗L

R κ(p) and K ⊗L
R κ(p) are the same objects of D(κ(p)). This reduces us to the

case A = R[x1, . . . , xd].

Say A = R[x1, . . . , xd] and K satisfies (2). Let q ⊂ A be a prime lying over a
prime p ⊂ R. By Lemma 77.6 applied to Rp → Aq and the complex Kq using our
assumption, we find that Kq is perfect in D(Aq). Since K is bounded below, we
see that K is perfect in D(A) by Lemma 77.3. This implies that K is R-perfect by
Lemma 83.3 and the proof is complete. □

84. Two term complexes

0G9B In this section we prove some results on two term complexes of modules which will
help us understand conditions on the naive cotangent complex.

Lemma 84.1.0G9C Let R be a ring. Let K ∈ D(R) with Hi(K) = 0 for i ̸∈ {−1, 0}.
The following are equivalent

(1) H−1(K) = 0 and H0(K) is a projective module and
(2) Ext1

R(K,M) = 0 for every R-module M .
If R is Noetherian and Hi(K) is a finite R-module for i = −1, 0, then these are
also equivalent to

(3) Ext1
R(K,M) = 0 for every finite R-module M .

Proof. The equivalence of (1) and (2) follows from Lemma 68.2. If R is Noetherian
andHi(K) is a finite R-module for i = −1, 0, thenK is pseudo-coherent, see Lemma
64.17. Thus the equivalence of (1) and (3) follows from Lemma 77.4. □

Remark 84.2.0G9D The following two statements follow from Lemma 84.1, Algebra,
Definition 137.1, and Algebra, Proposition 138.8.

(1) A ring map A→ B is smooth if and only if A→ B is of finite presentation
and Ext1

B(NLB/A, N) = 0 for every B-module N .
(2) A ring map A→ B is formally smooth if and only if Ext1

B(NLB/A, N) = 0
for every B-module N .
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Lemma 84.3.0G9E Let R be a ring. Let K be an object of D(R) with Hi(K) = 0 for
i ̸∈ {−1, 0}. Then

(1) K can be represented by a two term complex K−1 → K0 with K0 a free
module, and

(2) if R is Noetherian and Hi(K) is a finite R-module for i = −1, 0, then K
can be represented by a two term complex K−1 → K0 with K0 a finite free
module and K−1 finite.

Proof. Proof of (1). Suppose K is given by the complex of modules M•. We may
first replace M• by τ≤0M

•. Thus we may assume M i = 0 for i > 0, Next, we may
choose a free resolution P • → M• with P i = 0 for i > 0, see Derived Categories,
Lemma 15.4. Finally, we can set K• = τ≥−1P

•.
Proof of (2). Assume R is Noetherian and Hi(K) is a finite R-module for i = −1, 0.
By Lemma 64.5 we can choose a quasi-isomorphism F • →M• with F i = 0 for i > 0
and F i finite free. Then we can set K• = τ≥−1F

•. □

Maps in the derived category out of the naive cotangent complex NLB/A or NL(α)
(see Algebra, Section 134) are easy to understand by the result of the following
lemma.
Lemma 84.4.0ALN Let R be a ring. Let M• be a complex of modules over R with
M i = 0 for i > 0 and M0 a projective R-module. Let K• be a second complex.

(1) Assume Ki = 0 for i ≤ −2. Then HomD(R)(M•,K•) = HomK(R)(M•,K•).
(2) Assume Ki = 0 for i ̸∈ [−1, 0] and K0 a projective R-module. Then for a

map of complexes a• : M• → K•, the following are equivalent
(a) a• induces the zero map Ext1

R(K•, N) → Ext1
R(M•, N) for all R-

modules N , and
(b) there is a map h0 : M0 → K−1 such that a−1 + h0 ◦ d−1

K = 0.
(3) Assume Ki = 0 for i ≤ −3. Let α ∈ HomD(R)(M•,K•). If the composition

of α with K• → K−2[2] comes from an R-module map a : M−2 → K−2 with
a◦d−3

M = 0, then α can be represented by a map of complexes a• : M• → K•

with a−2 = a.
(4) In (2) for any second map of complexes (a′)• : M• → K• representing α

with a = (a′)−2 there exist hi : M i → Ki−1 for i = 0,−1 such that
h−1 ◦ d−2

M = 0, (a′)−1 = a−1 + d−2
K ◦ h

−1 + h0 ◦ d−1
M , (a′)0 = a0 + d−1

K ◦ h
0

Proof. Set F 0 = M0. Choose a free R-module F−1 and a surjection F−1 →
M−1. Choose a free R-module F−2 and a surjection F−2 → M−2 ×M−1 F−1.
Continuing in this way we obtain a quasi-isomorphism p• : F • → M• which is
termwise surjective and with F i projective for all i.
Proof of (1). By Derived Categories, Lemma 19.8 we have

HomD(R)(M•,K•) = HomK(R)(F •,K•)
If Ki = 0 for i ≤ −2, then any morphism of complexes F • → K• factors through
p•. Similarly, any homotopy {hi : F i → Ki−1} factors through p•. Thus (1) holds.
Proof of (2). If (2)(b) holds, then a• is homotopic to a map of complexes (a′)• :
M• → K• which is zero in degree −1. On the other hand, let N → I• be an
injective resolution. We have

Ext1
R(K•, N) = HomD(R)(K•, I•[1]) = HomK(R)(K•, I•[1])

https://stacks.math.columbia.edu/tag/0G9E
https://stacks.math.columbia.edu/tag/0ALN
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by Derived Categories, Lemma 18.8. Let b• : K• → I•[1] be a map of complexes.
Since K1 = 0 the map b0 : K0 → I1 maps into the kernel of I1 → I2 which is the
image of I0 → I1. Since K0 is projective we can lift b0 to a map h : K0 → I0.
Thus we see that b• is homotopic to a map of complexes (b′)• with (b′)0 = 0. Since
Ki = 0 for i ̸∈ [−1, 0] it follows that (b′)• ◦ (a′)• = 0 as a map of complexes. Hence
the map Ext1

R(K•, N) → Ext1
R(M•, N) is zero. In this way we see that (2)(b)

implies (2)(a). Conversely, assume (2)(a). We see that the canonical element in
Ext1

R(K•,K−1) maps to zero in Ext1
R(M•,K−1). Using (1) we see immediately

that we get a map h0 as in (2)(b).

Proof of (3). Choose b• : F • → K• representing α. The composition of α with
K• → K−2[2] is represented by b−2 : F−2 → K−2. As this is homotopic to
a ◦ p−2 : F−2 → M−2 → K−2, there is a map h : F−1 → K−2 such that b−2 =
a ◦ p−2 + h ◦ d−2

F . Adjusting b• by h viewed as a homotopy from F • to K•, we find
that b−2 = a ◦ p−2. Hence b−2 factors through p−2. Since F 0 = M0 the kernel
of p−2 surjects onto the kernel of p−1 (for example because the kernel of p• is an
acyclic complex or by a diagram chase). Hence b−1 necessarily factors through p−1

as well and we see that (3) holds for these factorizations and a0 = b0.

Proof of (4) is omitted. Hint: There is a homotopy between a• ◦ p• and (a′)• ◦ p•

and we argue as before that this homotopy factors through p•. □

Let A→ B be a finitely presented ring map. Given an ideal I ⊂ B we can consider
the condition

(*) Ext1
B(NLB/A, N) is annihilated by I for all B-modules N .

This condition is one possible precise mathematical formulation of the notion “the
singular locus of A→ B is scheme theoretically contained in V (I)”. Please compare
with Remark 84.2 and the following lemmas.

Lemma 84.5.0G9F Let R be a ring and let I ⊂ R be an ideal. Let K ∈ D(R). Assume
Hi(K) = 0 for i ̸∈ {−1, 0}. The following are equivalent

(1) Ext1
R(K,N) is annihilated by I for all R-modules N ,

(2) K can be represented by a complex K−1 → K0 with K0 free such that for
any a ∈ I the map a : K−1 → K−1 factors through d−1

K : K−1 → K0,
(3) whenever K is represented by a two term complex K−1 → K0 with K0

projective, then for any a ∈ I the map a : K−1 → K−1 factors through
d−1
K : K−1 → K0.

If R is Noetherian and Hi(K) is a finite R-module for i = −1, 0, then these are
also equivalent to

(4) Ext1
R(K,N) is annihilated by I for every finite R-module N ,

(5) K can be represented by a complex K−1 → K0 with K0 finite free and K−1

finite such that for any a ∈ I the map a : K−1 → K−1 factors through
d−1
K : K−1 → K0.

Proof. Assume (1) and let K−1 → K0 be a two term complex representing K
with K0 projective. We will use the description of maps in D(R) out of K• given
in Lemma 84.4 without further mention. Choosing N = K−1 consider the element
ξ of Ext1

R(K,N) given by idK−1 : K−1 → K−1. Since is annihilated by a ∈ I we

https://stacks.math.columbia.edu/tag/0G9F
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see that we get the dotted arrow fitting into the following commutative diagram

K−1

a

��

d−1
K

// K0

h||
K−1

This proves that (3) holds. Part (3) implies (2) in view of Lemma 84.3 part (1). As-
sume K• is as in (2) and N is an arbitrary R-module. Any element ξ of Ext1

R(K,N)
is given as the class of a map φ : K−1 → N . Then for a ∈ I by assumption we may
choose a map h as in the diagram above and we see that aφ = φ ◦ a = φ ◦ h ◦ d−1

K

which proves that aξ is zero in Ext1
R(K,N). Thus (1), (2), and (3) are equivalent.

Assume R is Noetherian and Hi(K) is a finite R-module for i = −1, 0. Part (3)
implies (5) in view of Lemma 84.3 part (2). It is clear that (5) implies (2). Trivially
(1) implies (4). Thus to finish the proof it suffices to show that (4) implies any of
the other conditions. Let K−1 → K0 be a complex representing K with K0 finite
free and K−1 finite as in Lemma 84.3 part (2). The argument given in the proof of
(2) ⇒ (1) shows that if Ext1

R(K,K−1) is annihilated by I, then (1) holds. In this
way we see that (4) implies (1) and the proof is complete. □

Lemma 84.6.0G9G Let R be a ring. Let K be an object of D(R) with Hi(K) = 0 for
i ̸∈ {−1, 0}. Let K−1 → K0 be a two term complex of R-modules representing K
such that K0 is a flat R-module (for example projective or free). Let R → R′ be a
ring map. Then the complex K• ⊗R R′ represents τ≥−1(K ⊗L

R R
′).

Proof. We have a distinguished triangle
K0 → K• → K−1[1]→ K0[1]

in D(R). This determines a map of distinguished triangles

K0 ⊗L
R R

′

��

// K• ⊗L
R R

′ //

��

K−1 ⊗L
R R

′[1] //

��

K0 ⊗L
R R

′[1]

��
K0 ⊗R R′ // K• ⊗R R′ // K−1 ⊗R R′[1] // K0 ⊗R R′[1]

The left and right vertical arrows are isomorphisms asK0 is flat. SinceK−1⊗L
RR

′ →
K−1 ⊗R R′ is an isomorphism on cohomology in degree 0 we conclude. □

Lemma 84.7.0G9H Let I be an ideal of a ring R. Let K be an object of D(R) with
Hi(K) = 0 for i ̸∈ {−1, 0}. Let R → R′ be a ring map. If K satisfies the
equivalent conditions (1), (2), and (3) of Lemma 84.5 with respect to (R, I), then
τ≥−1(K ⊗L

R R
′) satisfies the equivalent conditions (1), (2), and (3) of Lemma 84.5

with respect to (R′, IR′)

Proof. We may assume K is represented by a two term complex K−1 → K0 with
K0 free such that for any a ∈ I the map a : K−1 → K−1 is equal to ha◦d−1

K for some
map ha : K0 → K−1. By Lemma 84.6 we see that τ≥−1(K⊗L

RR
′) is represented by

K•⊗RR′. Then of course for every a ∈ I we see that a⊗1 : K−1⊗RR′ → K−1⊗RR′

is equal to (ha⊗1)◦(d−1
K ⊗1). Since the collection of maps K−1⊗RR′ → K−1⊗RR′

which factor through d−1
K ⊗ 1 forms an R′-module we conclude. □

Lemma 84.8.0G9I Let R be a ring. Let α : K → K ′ be a morphism of D(R). Assume

https://stacks.math.columbia.edu/tag/0G9G
https://stacks.math.columbia.edu/tag/0G9H
https://stacks.math.columbia.edu/tag/0G9I
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(1) Hi(K) = Hi(K ′) = 0 for i ̸∈ {−1, 0}
(2) H0(α) is an isomorphism and H−1(α) is surjective.

For any f ∈ R if f : K → K is 0, then f : K ′ → K ′ is 0.

Proof. Set M = Ker(H−1(α)). Then α fits into a distinguished triangle
M [1]→ K → K ′ →M [2]

Since K → K ′ f−→ K ′ is zero by our assumption, we see that f : K ′ → K ′ factors
over a map M [2] → K ′. However Hom(M [2],K ′) = 0 for example by Derived
Categories, Lemma 27.3. □

Lemma 84.9.0G9J Let I be an ideal of a ring R. Let α : K → K ′ be a morphism of
D(R). Assume

(1) Hi(K) = Hi(K ′) = 0 for i ̸∈ {−1, 0}
(2) H0(α) is an isomorphism and H−1(α) is surjective.

If K satisfies the equivalent conditions (1), (2), and (3) of Lemma 84.5, then K ′

does too.

Proof. Set M = Ker(H−1(α)). Then α fits into a distinguished triangle
M [1]→ K → K ′ →M [2]

For any R-module N this determines an exact sequence
Ext0

R(M [1], N)→ Ext1
R(K ′, N)→ Ext1

R(K,N)
Since Ext0

R(M [1], N) = Ext−1
R (M,N) = 0 we see that Ext1

R(K ′, N) is a submodule
of Ext1

R(K,N). Hence if Ext1
R(K,N) is annihilated by I so is Ext1

R(K ′, N). □

Lemma 84.10.0G9K Let R be ring and let I ⊂ R be an ideal. Let K ∈ D(R) with
Hi(K) = 0 for i ̸∈ {−1, 0}. The following are equivalent

(1) there exists a c ≥ 0 such that the equivalent conditions (1), (2), (3) of
Lemma 84.5 hold for K and the ideal Ic,

(2) there exists a c ≥ 0 such that (a) Ic annihilates H−1(K) and (b) H0(K) is
an Ic-projective module (see Section 70).

If R is Noetherian and Hi(K) is a finite R-module for i = −1, 0, then these are
also equivalent to

(3) there exists a c ≥ 0 such that the equivalent conditions (4), (5) of Lemma
84.5 hold for K and the ideal Ic,

(4) H−1(K) is I-power torsion and there exist f1, . . . , fs ∈ R with V (f1, . . . , fs) ⊂
V (I) such that the localizations H0(K)fi

are projective Rfi
-modules,

(5) H−1(K) is I-power torsion and there exist f1, . . . , fs ∈ I with V (f1, . . . , fs) =
V (I) such that the localizations H0(K)fi are projective Rfi-modules.

Proof. The distinguished triangle H−1(K)[1] → K → H0(K)[0] → H−1(K)[2]
determines an exact sequence
0→ Ext1

R(H0(K), N)→ Ext1
R(K,N)→ HomR(H−1(K), N)→ Ext2

R(H0(K), N)
Thus (2) implies that I2c annihilates Ext1

R(K,N) for every R-module N . Assuming
(1) we immediately see that H0(K) is Ic-projective. On the other hand, we may
choose an injective map H−1(K) → N for some injective R-module N . Then this
map is the image of an element of Ext1

R(K,N) by the vanishing of the Ext2 in the
sequence and we conclude H−1(K) is annihilated by Ic.

https://stacks.math.columbia.edu/tag/0G9J
https://stacks.math.columbia.edu/tag/0G9K
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Assume R is Noetherian and Hi(K) is a finite R-module for i = −1, 0. By Lemma
84.5 we see that (3) is equivalent to (1) and (2). Also, if (3) holds then for f ∈
I the multiplication by f on H0(K) factors through a projective module, which
implies that H0(K)f is a summand of a projective Rf -module and hence itself
a projective Rf -module. Choosing f1, . . . , fs to be generators of I we find the
equivalent conditions (1), (2), and (3) imply (5). Of course (5) trivially implies (4).

Assume (4). Since H−1(K) is a finite R-module and I-power torsion we see that
Ic1 annihilates H−1(K) for some c1 ≥ 0. Choose a short exact sequence

0→M → R⊕r → H0(K)→ 0

which determines an element ξ ∈ Ext1
R(H0(K),M). For any f ∈ I we have

Ext1
R(H0(K),M)f = Ext1

Rf
(H0(K)f ,Mf ) by Lemma 65.4. Hence if H0(K)f is

projective, then a power of f annihilates ξ. We conclude that ξ is annihilated
by (f1, . . . , fs)c2 for some c2 ≥ 0. Since V (f1, . . . , fs) ⊂ V (I) we have

√
I ⊂

(f1, . . . , fs) (Algebra, Lemma 17.2). Since R is Noetherian we find Ic3 ⊂ (f1, . . . , fs)
for some c3 ≥ 0 (Algebra, Lemma 32.5). Hence Ic2c3 annihilates ξ. This in turn
says that H0(K) is Ic2c3-projective (as multiplication by a ∈ I which annihilate ξ
factor through R⊕r). Hence taking c = max(c1, c2c3) we see that (2) holds. □

Lemma 84.11.0AJT Let R be a ring. Let Kj ∈ D(R), j = 1, 2, 3 with Hi(Kj) = 0 for
i ̸∈ {−1, 0}. Let φ : K1 → K2 and ψ : K2 → K3 be maps in D(R). If H0(φ) = 0
and H−1(ψ) = 0, then φ ◦ ψ = 0.

Proof. Apply Derived Categories, Lemma 12.5 to see that φ ◦ ψ factors through
τ≤−2K2 = 0. □

Lemma 84.12.0G9L Let R be a ring. Let K ∈ D(R) be given by a two term complex
of the form R⊕n → R⊕n. Denote A ∈ Mat(n× n,R) the matrix of the differential.
Then det(a) : K → K is zero in D(R).

Proof. Omitted. Good exercise. □

85. The naive cotangent complex

0FUX In this section we continue the discussion started in Algebra, Section 134. We
begin with a discussion of base change. The first lemma shows that taking the
naive tensor product of the naive cotangent complex with a ring extension isn’t
quite as naive as one might think.

Lemma 85.1.0FUY Let R → S and S → S′ be ring maps. The canonical map
NLS/R⊗L

SS
′ → NLS/R⊗SS′ induces an isomorphism τ≥−1(NLS/R⊗L

SS
′)→ NLS/R⊗SS′

in D(S′). Similarly, given a presentation α of S over R the canonical map NL(α)⊗L
S

S′ → NL(α)⊗S S′ induces an isomorphism τ≥−1(NL(α)⊗L
S S

′)→ NL(α)⊗S S′ in
D(S′).

Proof. Special case of Lemma 84.6. □

Lemma 85.2.0FUZ Let R → S and R → R′ be ring maps. Let α : P → S be a
presentation of S over R. Then α′ : P ⊗R R′ → S ⊗R R′ is a presentation of
S′ = S ⊗R R′ over R′. The canonical map

NL(α)⊗S S′ → NL(α′)

https://stacks.math.columbia.edu/tag/0AJT
https://stacks.math.columbia.edu/tag/0G9L
https://stacks.math.columbia.edu/tag/0FUY
https://stacks.math.columbia.edu/tag/0FUZ
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is an isomorphism on H0 and surjective on H−1. In particular, the canonical map

NLS/R⊗SS′ → NLS′/R′

is an isomorphism on H0 and surjective on H−1.

Proof. Denote I = Ker(P → S). Denote P ′ = P ⊗R R′ and I ′ = Ker(P ′ → S′).
Suppose P is a polynomial algebra on xj for j ∈ J . The map displayed in the
lemma becomes ⊕

j∈J S
′dxj //⊕

j∈J S
′dxj

I/I2 ⊗S S′ //

OO

I ′/(I ′)2

OO

where the left column is NL(α) ⊗S S′ and the right column is NL(α′). By right
exactness of tensor product we see that I ⊗R R′ → I ′ is surjective. Hence the
bottom arrow is a surjection. This proves the first statement of the lemma. The
statement for NLS/R⊗SS′ → NLS′/R′ follows as these complexes are homotopic to
NL(α)⊗S S′ and NL(α′). □

Lemma 85.3.0FJU Consider a cocartesian diagram of rings

B // B′

A //

OO

A′

OO

If B is flat over A, then the canonical map NLB/A⊗BB′ → NLB′/A′ is a quasi-
isomorphism. If in addition NLB/A has tor-amplitude in [−1, 0] then NLB/A⊗L

BB
′ →

NLB′/A′ is a quasi-isomorphism too.

Proof. Choose a presentation α : P → B as in Algebra, Section 134. Let I =
Ker(α). Set P ′ = P ⊗AA′ and denote α′ : P ′ → B′ the corresponding presentation
of B′ over A′. As B is flat over A we see that I ′ = Ker(α′) is equal to I ⊗A A′.
Hence

I ′/(I ′)2 = Coker(I2 ⊗A A′ → I ⊗A A′) = I/I2 ⊗A A′ = I/I2 ⊗B B′

We have ΩP ′/A′ = ΩP/A ⊗A A′ because both sides have the same basis. It follows
that ΩP ′/A′ ⊗P ′ B′ = ΩP/A⊗P B⊗B B′. This proves that NL(α)⊗B B′ → NL(α′)
is an isomorphism of complexes and hence the first statement holds.

We have
NL(α) = I/I2 −→ ΩP/A ⊗P B

as a complex of B-modules with I/I2 placed in degree −1. Since the term in degree
0 is free, this complex has tor-amplitude in [−1, 0] if and only if I/I2 is a flat B-
module, see Lemma 66.2. If this holds, then NL(α)⊗L

B B
′ = NL(α)⊗B B′ and we

get the second statement. □

Lemma 85.4.0FV0 Let A → B be a local complete intersection as in Definition 33.2.
Then NLB/A is a perfect object of D(B) with tor amplitude in [−1, 0].

https://stacks.math.columbia.edu/tag/0FJU
https://stacks.math.columbia.edu/tag/0FV0
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Proof. Write B = A[x1, . . . , xn]/I. Then NLB/A is represented by the complex

I/I2 −→
⊕

Bdxi

of B-modules with I/I2 placed in degree −1. Since the term in degree 0 is finite
free, this complex has tor-amplitude in [−1, 0] if and only if I/I2 is a flat B-module,
see Lemma 66.2. By definition I is a Koszul regular ideal and hence a quasi-regular
ideal, see Section 32. Thus I/I2 is a finite projective B-module (Lemma 32.3) and
we conclude both that NLB/A is perfect and that it has tor amplitude in [−1, 0]. □

Lemma 85.5.0FV1 Consider a cocartesian diagram of rings

B // B′

A //

OO

A′

OO

If A→ B and A′ → B′ are local complete intersections as in Definition 33.2, then
the kernel of H−1(NLB/A⊗BB′)→ H−1(NLB′/A′) is a finite projective B′-module.

Proof. By Lemma 85.4 the complexes NLB/A and NLB′/A′ are perfect of tor-
amplitude in [−1, 0]. Combining Lemmas 85.1, 74.9, and 66.13 we haveNLB/A⊗BB′ =
NLB/A⊗L

BB
′ and this complex is also perfect of tor-amplitude in [−1, 0]. Choose

a distinguished triangle
C → NLB/A⊗BB′ → NLB′/A′ → C[1]

in D(B′). By Lemmas 74.4 and 66.5 we conclude that C is perfect with tor-
amplitude in [−1, 1]. By Lemma 85.2 the complex C has only one nonzero co-
homology module, namely the module of the lemma sitting in degree −1. This
module is of finite presentation (Lemma 64.4) and flat (Lemma 66.6). Hence it is
finite projective by Algebra, Lemma 78.2. □

86. Rlim of abelian groups

07KV We briefly discuss R lim on abelian groups. In this section we will denote Ab(N) the
abelian category of inverse systems of abelian groups. The notation is compatible
with the notation for sheaves of abelian groups on a site, as an inverse system of
abelian groups is the same thing as a sheaf of groups on the category N (with a
unique morphism i→ j if i ≤ j), see Remark 86.6. Many of the arguments in this
section duplicate the arguments used to construct the cohomological machinery for
sheaves of abelian groups on sites.

Lemma 86.1.07KW The functor lim : Ab(N)→ Ab has a right derived functor

(86.1.1)08U4 R lim : D(Ab(N)) −→ D(Ab)
As usual we set Rp lim(K) = Hp(R lim(K)). Moreover, we have

(1) for any (An) in Ab(N) we have Rp limAn = 0 for p > 1,
(2) the object R limAn of D(Ab) is represented by the complex∏

An →
∏

An, (xn) 7→ (xn − fn+1(xn+1))

sitting in degrees 0 and 1,
(3) if (An) is ML, then R1 limAn = 0, i.e., (An) is right acyclic for lim,

https://stacks.math.columbia.edu/tag/0FV1
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(4) every K• ∈ D(Ab(N)) is quasi-isomorphic to a complex whose terms are
right acyclic for lim, and

(5) if each Kp = (Kp
n) is right acyclic for lim, i.e., of R1 limnK

p
n = 0, then

R limK is represented by the complex whose term in degree p is limnK
p
n.

Proof. Let (An) be an arbitrary inverse system. Let (Bn) be the inverse system
with

Bn = An ⊕An−1 ⊕ . . .⊕A1

and transition maps given by projections. Let An → Bn be given by (1, fn, fn−1 ◦
fn, . . . , f2 ◦ . . . ◦ fn) where fi : Ai → Ai−1 are the transition maps. In this way we
see that every inverse system is a subobject of a ML system (Homology, Section
31). It follows from Derived Categories, Lemma 15.6 using Homology, Lemma
31.3 that every ML system is right acyclic for lim, i.e., (3) holds. This already
implies that RF is defined on D+(Ab(N)), see Derived Categories, Proposition
16.8. Set Cn = An−1 ⊕ . . . ⊕ A1 for n > 1 and C1 = 0 with transition maps given
by projections as well. Then there is a short exact sequence of inverse systems
0→ (An)→ (Bn)→ (Cn)→ 0 where Bn → Cn is given by (xi) 7→ (xi−fi+1(xi+1)).
Since (Cn) is ML as well, we conclude that (2) holds (by proposition reference
above) which also implies (1). Finally, this implies by Derived Categories, Lemma
32.2 that R lim is in fact defined on all of D(Ab(N)). In fact, the proof of Derived
Categories, Lemma 32.2 proceeds by proving assertions (4) and (5). □

Lemma 86.2.0H31 Let
0→ (Ai)→ (Bi)→ (Ci)→ 0

be a short exact sequence of inverse systems of abelian groups. Then there is an
associated 6 term exact sequence 0 → limAi → limBi → limCi → R1 limAi →
R1 limBi → R1 limCi → 0.

Proof. Follows from the vanishing in Lemma 86.1. □

Here is the “correct” formulation of Homology, Lemma 31.7.

Lemma 86.3.0918 Let
(A−2

n → A−1
n → A0

n → A1
n)

be an inverse system of complexes of abelian groups and denote A−2 → A−1 →
A0 → A1 its limit. Denote (H−1

n ), (H0
n) the inverse systems of cohomologies, and

denote H−1, H0 the cohomologies of A−2 → A−1 → A0 → A1. If
(1) (A−2

n ) and (A−1
n ) have vanishing R1 lim,

(2) (H−1
n ) has vanishing R1 lim,

then H0 = limH0
n.

Proof. Let K ∈ D(Ab(N)) be the object represented by the system of complexes
whose nth constituent is the complex A−2

n → A−1
n → A0

n → A1
n. We will compute

H0(R limK) using both spectral sequences10 of Derived Categories, Lemma 21.3.
The first has E1-page

0 0 R1 limA0
n R1 limA1

n

A−2 A−1 A0 A1

10To use these spectral sequences we have to show that Ab(N) has enough injectives. A inverse
system (In) of abelian groups is injective if and only if each In is an injective abelian group and
the transition maps are split surjections. Every system embeds in one of these. Details omitted.

https://stacks.math.columbia.edu/tag/0H31
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with horizontal differentials and all higher differentials are zero. The second has
E2 page

R1 limH−2
n 0 R1 limH0

n R1 limH1
n

limH−2
n limH−1

n limH0
n limH1

n

and degenerates at this point. The result follows. □

Lemma 86.4.0919 Let D be a triangulated category. Let (Kn) be an inverse system
of objects of D. Let K be a derived limit of the system (Kn). Then for every L in
D we have a short exact sequence

0→ R1 lim HomD(L,Kn[−1])→ HomD(L,K)→ lim HomD(L,Kn)→ 0

Proof. This follows from Derived Categories, Definition 34.1 and Lemma 4.2, and
the description of lim and R1 lim in Lemma 86.1 above. □

Lemma 86.5.0CQX Let D be a triangulated category. Let (Kn) be a system of objects
of D. Let K be a derived colimit of the system (Kn). Then for every L in D we
have a short exact sequence

0→ R1 lim HomD(Kn, L[−1])→ HomD(K,L)→ lim HomD(Kn, L)→ 0

Proof. This follows from Derived Categories, Definition 33.1 and Lemma 4.2, and
the description of lim and R1 lim in Lemma 86.1 above. □

Remark 86.6 (Rlim as cohomology).091A Consider the category N whose objects are
natural numbers and whose morphisms are unique arrows i→ j if j ≥ i. Endow N
with the chaotic topology (Sites, Example 6.6) so that a sheaf F is the same thing
as an inverse system

F1 ← F2 ← F3 ← . . .

of sets over N. Note that Γ(N,F) = limFn. For an inverse system of abelian
groups Fn we have

Rp limFn = Hp(N,F)
because both sides are the higher right derived functors of F 7→ limFn = H0(N,F).
Thus the existence of R lim also follows from the general material in Cohomology
on Sites, Sections 2 and 19.

The products in the following lemma can be seen as termwise products of complexes
or as products in the derived category D(Ab), see Derived Categories, Lemma 34.2.

Lemma 86.7.07KX Let K = (K•
n) be an object of D(Ab(N)). There exists a canonical

distinguished triangle

R limK →
∏

n
K•
n →

∏
n
K•
n → R limK[1]

in D(Ab). In other words, R limK is a derived limit of the inverse system (K•
n) of

D(Ab), see Derived Categories, Definition 34.1.

Proof. Suppose that for each p the inverse system (Kp
n) is right acyclic for lim.

By Lemma 86.1 this gives a short exact sequence

0→ limnK
p
n →

∏
n
Kp
n →

∏
n
Kp
n → 0

for each p. Since the complex consisting of limnK
p
n computes R limK by Lemma

86.1 we see that the lemma holds in this case.

https://stacks.math.columbia.edu/tag/0919
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Next, assume K = (K•
n) is general. By Lemma 86.1 there is a quasi-isomorphism

K → L in D(Ab(N)) such that (Lpn) is acyclic for each p. Then
∏
K•
n is quasi-

isomorphic to
∏
L•
n as products are exact in Ab, whence the result for L (proved

above) implies the result for K. □

Lemma 86.8.07KY With notation as in Lemma 86.7 the long exact cohomology se-
quence associated to the distinguished triangle breaks up into short exact sequences

0→ R1 limnH
p−1(K•

n)→ Hp(R limK)→ limnH
p(K•

n)→ 0

Proof. The long exact sequence of the distinguished triangle is

. . .→ Hp(R limK)→
∏

n
Hp(K•

n)→
∏

n
Hp(K•

n)→ Hp+1(R limK)→ . . .

The map in the middle has kernel limnH
p(K•

n) by its explicit description given in
the lemma. The cokernel of this map is R1 limnH

p(K•
n) by Lemma 86.1. □

Warning. An object ofD(Ab(N)) is a complex of inverse systems of abelian groups.
You can also think of this as an inverse system (K•

n) of complexes. However, this is
not the same thing as an inverse system of objects of D(Ab); the following lemma
and remark explain the difference.

Lemma 86.9.0CQ9 Let (Kn) be an inverse system of objects of D(Ab). Then there
exists an object M = (M•

n) of D(Ab(N)) and isomorphisms M•
n → Kn in D(Ab)

such that the diagrams
M•
n+1

��

// M•
n

��
Kn+1 // Kn

commute in D(Ab).

Proof. Namely, let M•
1 be a complex of abelian groups representing K1. Suppose

we have constructed M•
e → M•

e−1 → . . . → M•
1 and maps ψi : M•

i → Ki such
that the diagrams in the statement of the lemma commute for all n < e. Then we
consider the diagram

M•
n

ψn

��
Kn+1 // Kn

in D(Ab). By the definition of morphisms in D(Ab) we can find a complex M•
n+1

of abelian groups, an isomorphism M•
n+1 → Kn+1 in D(Ab), and a morphism of

complexes M•
n+1 →M•

n representing the composition

Kn+1 → Kn
ψ−1

n−−−→M•
n

in D(Ab). Thus the lemma holds by induction. □

Remark 86.10.08U5 Let (Kn) be an inverse system of objects of D(Ab). Let K =
R limKn be a derived limit of this system (see Derived Categories, Section 34). Such
a derived limit exists because D(Ab) has countable products (Derived Categories,
Lemma 34.2). By Lemma 86.9 we can also lift (Kn) to an object M of D(N).
Then K ∼= R limM where R lim is the functor (86.1.1) because R limM is also a

https://stacks.math.columbia.edu/tag/07KY
https://stacks.math.columbia.edu/tag/0CQ9
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derived limit of the system (Kn) by Lemma 86.7. Thus, although there may be
many isomorphism classes of lifts M of the system (Kn), the isomorphism type of
R limM is independent of the choice because it is isomorphic to the derived limit
K = R limKn of the system. Thus we may apply results on R lim proved in this
section to derived limits. For example, for every p ∈ Z there is a canonical short
exact sequence

0→ R1 limHp−1(Kn)→ Hp(K)→ limHp(Kn)→ 0
because we may apply Lemma 86.8 to M . This can also been seen directly, without
invoking the existence of M , by applying the argument of the proof of Lemma 86.8
to the (defining) distinguished triangle K →

∏
Kn →

∏
Kn → K[1].

Lemma 86.11.091B Let E → D be a morphism of D(Ab(N)). Let (En), resp. (Dn)
be the system of objects of D(Ab) associated to E, resp. D. If (En) → (Dn) is an
isomorphism of pro-objects, then R limE → R limD is an isomorphism in D(Ab).

Proof. The assumption in particular implies that the pro-objects Hp(En) and
Hp(Dn) are isomorphic. By the short exact sequences of Lemma 86.8 it suffices to
show that given a map (An) → (Bn) of inverse systems of abelian groupsc which
induces an isomorphism of pro-objects, then limAn ∼= limBn and R1 limAn ∼=
R1 limBn.
The assumption implies there are 1 ≤ m1 < m2 < m3 < . . . and maps φn : Bmn

→
An such that (φn) : (Bmn)→ (An) is a map of systems which is inverse to the given
map ψ = (ψn) : (An) → (Bn) as a morphism of pro-objects. What this means
is that (after possibly replacing mn by larger integers) we may assume that the
compositions Amn

→ Bmn
→ An and Bmn

→ An → Bn are equal to the transition
maps of the inverse systems. Now, if (bn) ∈ limBn we can set an = φmn

(bmn
).

This defines an inverse limBn → limAn (computation omitted). Let us use the
cokernel of the map ∏

Bn −→
∏

Bn

as an avatar of R1 limBn (Lemma 86.1). Any element in this cokernel can be
represented by an element (bi) with bi = 0 if i ̸= mn for some n (computation
omitted). We can define a map R1 limBn → R1 limAn by mapping the class of
such a special element (bn) to the class of (φn(bmn)). We omit the verification this
map is inverse to the map R1 limAn → R1 limBn. □

Lemma 86.12 (Emmanouil).0CQA Taken from
[Emm96].

Let (An) be an inverse system of abelian groups.
The following are equivalent

(1) (An) is Mittag-Leffler,
(2) R1 limAn = 0 and the same holds for

⊕
i∈N(An).

Proof. Set B =
⊕

i∈N(An) and hence B = (Bn) with Bn =
⊕

i∈N An. If (An) is
ML, then B is ML and hence R1 limAn = 0 and R1 limBn = 0 by Lemma 86.1.
Conversely, assume (An) is not ML. Then we can pick an m and a sequence of
integers m < m1 < m2 < . . . and elements xi ∈ Ami

whose image yi ∈ Am is not
in the image of Ami+1 → Am. We will use the elements xi and yi to show that
R1 limBn ̸= 0 in two ways. This will finish the proof of the lemma.
First proof. Set C = (Cn) with Cn =

∏
i∈N An. There is a canonical injective map

Bn → Cn with cokernel Qn. Set Q = (Qn). We may and do think of elements qn of

https://stacks.math.columbia.edu/tag/091B
https://stacks.math.columbia.edu/tag/0CQA
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Qn as sequences of elements qn = (qn,1, qn,2, . . .) with qn,i ∈ An modulo sequences
whose tail is zero (in other words, we identify sequences which differ in finitely
many places). We have a short exact sequence of inverse systems

0→ (Bn)→ (Cn)→ (Qn)→ 0
Consider the element qn ∈ Qn given by

qn,i =
{

image of xi if mi ≥ n
0 else

Then it is clear that qn+1 maps to qn. Hence we obtain q = (qn) ∈ limQn. On
the other hand, we claim that q is not in the image of limCn → limQn. Namely,
say that c = (cn) maps to q. Then we can write cn = (cn,i) and since cn′,i 7→ cn,i
for n′ ≥ n, we see that cn,i ∈ Im(Cn′ → Cn) for all n, i, n′ ≥ n. In particular, the
image of cm,i in Am is in Im(Ami+1 → Am) whence cannot be equal to yi. Thus cm
and qm = (y1, y2, y3, . . .) differ in infinitely many spots, which is a contradiction.
Considering the long exact cohomology sequence

0→ limBn → limCn → limQn → R1 limBn

we conclude that the last group is nonzero as desired.
Second proof. For n′ ≥ n we denote An,n′ = Im(An′ → An). Then we have
yi ∈ Am, yi ̸∈ Am,mi+1. Let ξ = (ξn) ∈

∏
Bn be the element with ξn = 0

unless n = mi and ξmi
= (0, . . . , 0, xi, 0, . . .) with xi placed in the ith summand.

We claim that ξ is not in the image of the map
∏
Bn →

∏
Bn of Lemma 86.1.

This shows that R1 limBn is nonzero and finishes the proof. Namely, suppose
that ξ is the image of η = (z1, z2, . . .) with zn =

∑
zn,i ∈

⊕
iAn. Observe that

xi = zmi,i mod Ami,mi+1. Then zmi−1,i is the image of zmi,i under Ami → Ami−1,
and so on, and we conclude that zm,i is the image of zmi,i under Ami → Am. We
conclude that zm,i is congruent to yi modulo Am,mi+1. In particular zm,i ̸= 0.
This is impossible as

∑
zm,i ∈

⊕
iAm hence only a finite number of zm,i can be

nonzero. □

Lemma 86.13.0CQB Let
0→ (Ai)→ (Bi)→ (Ci)→ 0

be a short exact sequence of inverse systems of abelian groups. If (Ai) and (Ci) are
ML, then so is (Bi).

Proof. This follows from Lemma 86.12, the fact that taking infinite direct sums is
exact, and the long exact sequence of cohomology associated to R lim. □

Lemma 86.14.091C Let (An) be an inverse system of abelian groups. The following
are equivalent

(1) (An) is zero as a pro-object,
(2) limAn = 0 and R1 limAn = 0 and the same holds for

⊕
i∈N(An).

Proof. It follows from Lemma 86.11 that (1) implies (2). Assume (2). Then
(An) is ML by Lemma 86.12. For m ≥ n let An,m = Im(Am → An) so that
An = An,n ⊃ An,n+1 ⊃ . . .. Note that (An) is zero as a pro-object if and only if for
every n there is an m ≥ n such that An,m = 0. Note that (An) is ML if and only if
for every n there is an mn ≥ n such that An,m = An,m+1 = . . .. In the ML case it is
clear that limAn = 0 implies that An,mn

= 0 because the maps An+1,mn+1 → An,m
are surjective. This finishes the proof. □

https://stacks.math.columbia.edu/tag/0CQB
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87. Rlim of modules

0CQC We briefly discuss R lim on modules. Many of the arguments in this section dupli-
cate the arguments used to construct the cohomological machinery for modules on
ringed sites.

Let (An) be an inverse system of rings. We will denote Mod(N, (An)) the category
of inverse systems (Mn) of abelian groups such that each Mn is given the structure
of a An-module and the transition maps Mn+1 →Mn are An+1-module maps. This
is an abelian category. Set A = limAn. Given an object (Mn) of Mod(N, (An)) the
limit limMn is an A-module.

Lemma 87.1.091D In the situation above. The functor lim : Mod(N, (An)) → ModA
has a right derived functor

R lim : D(Mod(N, (An))) −→ D(A)

As usual we set Rp lim(K) = Hp(R lim(K)). Moreover, we have
(1) for any (Mn) in Mod(N, (An)) we have Rp limMn = 0 for p > 1,
(2) the object R limMn of D(ModA) is represented by the complex∏

Mn →
∏

Mn, (xn) 7→ (xn − fn+1(xn+1))

sitting in degrees 0 and 1,
(3) if (Mn) is ML, then R1 limMn = 0, i.e., (Mn) is right acyclic for lim,
(4) every K• ∈ D(Mod(N, (An))) is quasi-isomorphic to a complex whose terms

are right acyclic for lim, and
(5) if each Kp = (Kp

n) is right acyclic for lim, i.e., of R1 limnK
p
n = 0, then

R limK is represented by the complex whose term in degree p is limnK
p
n.

Proof. The proof of this is word for word the same as the proof of Lemma 86.1. □

Remark 87.2.091E This remark is a continuation of Remark 86.6. A sheaf of rings
on N is just an inverse system of rings (An). A sheaf of modules over (An) is
exactly the same thing as an object of the category Mod(N, (An)) defined above.
The derived functor R lim of Lemma 87.1 is simply RΓ(N,−) from the derived
category of modules to the derived category of modules over the global sections of
the structure sheaf. It is true in general that cohomology of groups and modules
agree, see Cohomology on Sites, Lemma 12.4.

The products in the following lemma can be seen as termwise products of complexes
or as products in the derived category D(A), see Derived Categories, Lemma 34.2.

Lemma 87.3.0CQD Let K = (K•
n) be an object of D(Mod(N, (An))). There exists a

canonical distinguished triangle

R limK →
∏

n
K•
n →

∏
n
K•
n → R limK[1]

in D(A). In other words, R limK is a derived limit of the inverse system (K•
n) of

D(A), see Derived Categories, Definition 34.1.

Proof. The proof is exactly the same as the proof of Lemma 86.7 using Lemma
87.1 in stead of Lemma 86.1. □

https://stacks.math.columbia.edu/tag/091D
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Lemma 87.4.0CQE With notation as in Lemma 87.3 the long exact cohomology se-
quence associated to the distinguished triangle breaks up into short exact sequences

0→ R1 limnH
p−1(K•

n)→ Hp(R limK)→ limnH
p(K•

n)→ 0

of A-modules.

Proof. The proof is exactly the same as the proof of Lemma 86.8 using Lemma
87.1 in stead of Lemma 86.1. □

Warning. As in the case of abelian groups an objectM = (M•
n) ofD(Mod(N, (An)))

is an inverse system of complexes of modules, which is not the same thing as an
inverse system of objects in the derived categories. In the following lemma we show
how an inverse system of objects in derived categories always lifts to an object of
D(Mod(N, (An))).

Lemma 87.5.091I Let (An) be an inverse system of rings. Suppose that we are given
(1) for every n an object Kn of D(An), and
(2) for every n a map φn : Kn+1 → Kn of D(An+1) where we think of Kn as

an object of D(An+1) by restriction via An+1 → An.
There exists an object M = (M•

n) ∈ D(Mod(N, (An))) and isomorphisms ψn :
M•
n → Kn in D(An) such that the diagrams

M•
n+1

ψn+1

��

// M•
n

ψn

��
Kn+1

φn // Kn

commute in D(An+1).

Proof. We write out the proof in detail. For an An-module T we write TAn+1

for the same module viewd as an An+1-module. Suppose that K•
n is a complex of

An-modules representing Kn. Then K•
n,An+1

is the same complex, but viewed as a
complex of An+1-modules. By the construction of the derived category, the map
ψn can be given as

ψn = τn ◦ σ−1
n

where σn : L•
n+1 → K•

n+1 is a quasi-isomorphism of complexes of An+1-modules
and τn : L•

n+1 → K•
n,An+1

is a map of complexes of An+1-modules.

Now we construct the complexes M•
n by induction. As base case we let M•

1 = K•
1 .

Suppose we have already constructed M•
e → M•

e−1 → . . . → M•
1 and maps of

complexes ψi : M•
i → K•

i such that the diagrams

M•
n+1

ψn+1

��

// M•
n,An+1

ψn,An+1

��
K•
n+1 L•

n+1
σnoo τn // K•

n,An+1

https://stacks.math.columbia.edu/tag/0CQE
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above commute in D(An+1) for all n < e. Then we consider the diagram

M•
e,Ae+1

ψe,Ae+1

��
K•
e+1 L•

e+1
τe //σeoo K•

e,Ae+1

in D(Ae+1). Because ψe is a quasi-isomorphism, we see that ψe,Ae+1 is a quasi-
isomorphism too. By the definition of morphisms in D(Ae+1) we can find a quasi-
isomorphism ψe+1 : M•

e+1 → K•
e+1 of complexes of Ae+1-modules such that there

exists a morphism of complexes M•
e+1 →M•

e,Ae+1
of Ae+1-modules representing the

composition ψ−1
e,Ae+1

◦τe ◦σ−1
e in D(Ae+1). Thus the lemma holds by induction. □

Remark 87.6.07KZ With assumptions as in Lemma 87.5. A priori there are many
isomorphism classes of objects M of D(Mod(N, (An))) which give rise to the system
(Kn, φn) of the lemma. For each such M we can consider the complex R limM ∈
D(A) where A = limAn. By Lemma 87.3 we see that R limM is a derived limit
of the inverse system (Kn) of D(A). Hence we see that the isomorphism class
of R limM in D(A) is independent of the choices made in constructing M . In
particular, we may apply results on R lim proved in this section to derived limits
of inverse systems in D(A). For example, for every p ∈ Z there is a canonical short
exact sequence

0→ R1 limHp−1(Kn)→ Hp(R limKn)→ limHp(Kn)→ 0
because we may apply Lemma 87.3 to M . This can also been seen directly, without
invoking the existence of M , by applying the argument of the proof of Lemma 87.3
to the (defining) distinguished triangleR limKn →

∏
Kn →

∏
Kn → (R limKn)[1]

of the derived limit.

Lemma 87.7.091F Let (An) be an inverse system of rings. Every K ∈ D(Mod(N, (An)))
can be represented by a system of complexes (M•

n) such that all the transition maps
M•
n+1 →M•

n are surjective.

Proof. Let K be represented by the system (K•
n). Set M•

1 = K•
1 . Suppose we have

constructed surjective maps of complexes M•
n →M•

n−1 → . . .→M•
1 and homotopy

equivalences ψe : K•
e →M•

e such that the diagrams

K•
e+1

��

// K•
e

��
M•
e+1

// M•
e

commute for all e < n. Then we consider the diagram
K•
n+1

// K•
n

��
M•
n

By Derived Categories, Lemma 9.8 we can factor the composition K•
n+1 → M•

n as
K•
n+1 →M•

n+1 →M•
n such that the first arrow is a homotopy equivalence and the

second a termwise split surjection. The lemma follows from this and induction. □

https://stacks.math.columbia.edu/tag/07KZ
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Lemma 87.8.091G Let (An) be an inverse system of rings. Every K ∈ D(Mod(N, (An)))
can be represented by a system of complexes (K•

n) such that each K•
n is K-flat.

Proof. First use Lemma 87.7 to represent K by a system of complexes (M•
n) such

that all the transition maps M•
n+1 → M•

n are surjective. Next, let K•
1 → M•

1
be a quasi-isomorphism with K•

1 a K-flat complex of A1-modules (Lemma 59.10).
Suppose we have constructed K•

n → K•
n−1 → . . . → K•

1 and maps of complexes
ψe : K•

e →M•
e such that

K•
e+1

��

// K•
e

��
M•
e+1

// M•
e

commutes for all e < n. Then we consider the diagram

C•

��

// K•
n

ψn

��
M•
n+1

φn // M•
n

in D(An+1). As M•
n+1 → M•

n is termwise surjective, the complex C• fitting into
the left upper corner with terms

Cp = Mp
n+1 ×Mp

n
Kp
n

is quasi-isomorphic toM•
n+1 (details omitted). Choose a quasi-isomorphismK•

n+1 →
C• with K•

n+1 K-flat. Thus the lemma holds by induction. □

Lemma 87.9.091H Let (An) be an inverse system of rings. Given K,L ∈ D(Mod(N, (An)))
there is a canonical derived tensor product K ⊗L L in D(N, (An)) compatible with
the maps to D(An). The construction is symmetric in K and L and an exact
functor of triangulated categories in each variable.

Proof. Choose a representative (K•
n) for K such that each K•

n is a K-flat complex
(Lemma 87.8). Then you can define K⊗LL as the object represented by the system
of complexes

(Tot(K•
n ⊗An

L•
n))

for any choice of representative (L•
n) for L. This is well defined in both variables by

Lemmas 59.2 and 59.12. Compatibility with the map to D(An) is clear. Exactness
follows exactly as in Lemma 58.4. □

Remark 87.10.091J Let A be a ring. Let (En) be an inverse system of objects of
D(A). We’ve seen above that a derived limit R limEn exists. Thus for every object
K of D(A) also the derived limit R lim(K ⊗L

A En) exists. It turns out that we can
construct these derived limits functorially in K and obtain an exact functor

R lim(−⊗L
A En) : D(A) −→ D(A)

of triangulated categories. Namely, we first lift (En) to an object E of D(N, A),
see Lemma 87.5. (The functor will depend on the choice of this lift.) Next, observe
that there is a “diagonal” or “constant” functor

∆ : D(A) −→ D(N, A)

https://stacks.math.columbia.edu/tag/091G
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mapping the complex K• to the constant inverse system of complexes with value
K•. Then we simply define

R lim(K ⊗L
A En) = R lim(∆(K)⊗L E)

where on the right hand side we use the functor R lim of Lemma 87.1 and the
functor −⊗L − of Lemma 87.9.

Lemma 87.11.091K Let A be a ring. Let E → D → F → E[1] be a distinguished
triangle of D(N, A). Let (En), resp. (Dn), resp. (Fn) be the system of objects of
D(A) associated to E, resp. D, resp. F . Then for every K ∈ D(A) there is a
canonical distinguished triangle

R lim(K ⊗L
A En)→ R lim(K ⊗L

A Dn)→ R lim(K ⊗L
A Fn)→ R lim(K ⊗L

A En)[1]

in D(A) with notation as in Remark 87.10.

Proof. This is clear from the construction in Remark 87.10 and the fact that ∆ :
D(A)→ D(N, A), −⊗L−, and R lim are exact functors of triangulated categories.

□

Lemma 87.12.091L Let A be a ring. Let E → D be a morphism of D(N, A). Let
(En), resp. (Dn) be the system of objects of D(A) associated to E, resp. D. If
(En) → (Dn) is an isomorphism of pro-objects, then for every K ∈ D(A) the
corresponding map

R lim(K ⊗L
A En) −→ R lim(K ⊗L

A Dn)

in D(A) is an isomorphism (notation as in Remark 87.10).

Proof. Follows from the definitions and Lemma 86.11. □

88. Torsion modules

0ALX In this section “torsion modules” will refer to modules supported on a given closed
subset V (I) of an affine scheme Spec(R). This is different, but analogous to, the
notion of a torsion module over a domain (Definition 22.1).

Definition 88.1.05E6 Let R be a ring. Let M be an R-module.
(1) Let I ⊂ R be an ideal. We say M is an I-power torsion module if for every

m ∈M there exists an n > 0 such that Inm = 0.
(2) Let f ∈ R. We say M is an f -power torsion module if for each m ∈ M ,

there exists an n > 0 such that fnm = 0.

Thus an f -power torsion module is the same thing as an I-power torsion module
for I = (f). We will use the notation

M [In] = {m ∈M | Inm = 0}

and
M [I∞] =

⋃
M [In]

for an R-module M . Thus M is I-power torsion if and only if M = M [I∞] if and
only if M =

⋃
M [In].

https://stacks.math.columbia.edu/tag/091K
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Lemma 88.2.05E8 Let R be a ring. Let I be an ideal of R. Let M be an I-power
torsion module. Then M admits a resolution

. . .→ K2 → K1 → K0 →M → 0
with each Ki a direct sum of copies of R/In for n variable.

Proof. There is a canonical surjection
⊕m∈MR/I

nm →M → 0
where nm is the smallest positive integer such that Inm ·m = 0. The kernel of the
preceding surjection is also an I-power torsion module. Proceeding inductively, we
construct the desired resolution of M . □

Lemma 88.3.05EA Let R be a ring. Let I be an ideal of R. For any R-module M
set M [In] = {m ∈ M | Inm = 0}. If I is finitely generated then the following are
equivalent

(1) M [I] = 0,
(2) M [In] = 0 for all n ≥ 1, and
(3) if I = (f1, . . . , ft), then the map M →

⊕
Mfi is injective.

Proof. This follows from Algebra, Lemma 24.4. □

Lemma 88.4.05EB Let R be a ring. Let I be a finitely generated ideal of R.
(1) For any R-module M we have (M/M [I∞])[I] = 0.
(2) An extension of I-power torsion modules is I-power torsion.

Proof. Let m ∈M . If m maps to an element of (M/M [I∞])[I] then Im ⊂M [I∞].
Write I = (f1, . . . , ft). Then we see that fim ∈ M [I∞], i.e., Inifim = 0 for some
ni > 0. Thus we see that INm = 0 with N =

∑
ni + 2. Hence m maps to zero in

(M/M [I∞]) which proves the first statement of the lemma.
For the second, suppose that 0 → M ′ → M → M ′′ → 0 is a short exact sequence
of modules with M ′ and M ′′ both I-power torsion modules. Then M [I∞] ⊃ M ′

and hence M/M [I∞] is a quotient of M ′′ and therefore I-power torsion. Combined
with the first statement and Lemma 88.3 this implies that it is zero. □

Lemma 88.5.0A6K Let I be a finitely generated ideal of a ring R. The I-power torsion
modules form a Serre subcategory of the abelian category ModR, see Homology,
Definition 10.1.

Proof. It is clear that a submodule and a quotient module of an I-power torsion
module is I-power torsion. Moreover, the extension of two I-power torsion modules
is I-power torsion by Lemma 88.4. Hence the statement of the lemma by Homology,
Lemma 10.2. □

Lemma 88.6.0953 Let R be a ring and let I ⊂ R be a finitely generated ideal. The
subcategory I∞-torsion ⊂ ModR depends only on the closed subset Z = V (I) ⊂
Spec(R). In fact, an R-module M is I-power torsion if and only if its support is
contained in Z.

Proof. Let M be an R-module. Let x ∈ M . If x ∈ M [I∞], then x maps to zero
in Mf for all f ∈ I. Hence x maps to zero in Mp for all p ̸⊃ I. Conversely, if x
maps to zero in Mp for all p ̸⊃ I, then x maps to zero in Mf for all f ∈ I. Hence
if I = (f1, . . . , fr), then fni

i x = 0 for some ni ≥ 1. It follows that x ∈ M [I
∑

ni ].

https://stacks.math.columbia.edu/tag/05E8
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Thus M [I∞] is the kernel of M →
∏

p̸∈ZMp. The second statement of the lemma
follows and it implies the first. □

The next lemma should probably go somewhere else.

Lemma 88.7.0G1T Let R be a ring. Let I ⊂ R be an ideal. Let K be an object of
D(R) such that K ⊗L

R R/I = 0 in D(R). Then
(1) K ⊗L

R R/I
n = 0 for all n ≥ 1,

(2) K ⊗L
R N = 0 for any I-power torsion R-module N ,

(3) K ⊗L
R M = 0 for any M ∈ Db(R) whose cohomology modules are I-power

torsion.

Proof. Proof of (2). We can writeN =
⋃
N [In]. We haveK⊗L

RN = hocolimnK⊗L
R

N [In] as tensor products commute with colimits (details omitted; hint: represent
K by a K-flat complex and compute directly). Hence we may assume N is annihi-
lated by In. Consider the R-algebra R′ = R/In ⊕N where N is an ideal of square
zero. It suffices to show that K ′ = K ⊗L

R R
′ is 0 in D(R′). We have a surjection

R′ → R/I of R-algebras whose kernel J is nilpotent (any product of n elements in
the kernel is zero). We have

0 = K ⊗L
R R/I = (K ⊗L

R R
′)⊗L

R′ R/I = K ′ ⊗L
R′ R/I

by Lemma 60.5. Hence by Lemma 78.4 we find that K ′ is a perfect complex
of R′-modules. In particular K ′ is bounded above and if Hb(K ′) is the right-
most nonvanishing cohomology module (if it exists), then Hb(K ′) is a finite R′-
module (use Lemmas 74.2 and 64.3) with Hb(K ′)⊗R′R′/J = Hb(K ′)/JHb(K ′) = 0
(because K ′⊗L

R′ R′/J = 0). By Nakayama’s lemma (Algebra, Lemma 20.1) we find
Hb(K ′) = 0, i.e., K ′ = 0 as desired.
Part (1) follows trivially from part (2). Part (3) follows from part (2), induction on
the number of nonzero cohomology modules of M , and the distinguished triangles
of truncation from Derived Categories, Remark 12.4. Details omitted. □

Lemma 88.8.0BNK Slight generalization
of [BL95, Lemme 1].

Let R → R′ be a ring map. Let I ⊂ R be an ideal such that
R/In → R′/InR′ is an isomorphism for n > 0. For any I-power torsion R-module
M the map M →M⊗RR′ is an isomorphism. For example, if I is finitely generated
and R∧ is the completion of R with respect to I, then we have M ∼= M ⊗R R∧.

Proof. If M is annihilated by In, then
M ⊗R R′ ∼= M ⊗R/In R′/InR′ ∼= M ⊗R/In R/In ∼= M.

If M is I-power torsion, then M =
⋃
M [In]. Since tensor products commute with

direct limits (Algebra, Lemma 12.9), we obtain the desired isomorphism. The last
statement is a special case of the first statement by Algebra, Lemma 96.3. □

89. Formal glueing of module categories

05E5 Fix a Noetherian scheme X, and a closed subscheme Z with complement U . Our
goal is to explain how coherent sheaves on X can be constructed (uniquely) from
coherent sheaves on the formal completion of X along Z, and those on U with
a suitable compatibility on the overlap. We first do this using only commutative
algebra (this section) and later we explain this in the setting of algebraic spaces
(Pushouts of Spaces, Section 10).

https://stacks.math.columbia.edu/tag/0G1T
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Here are some references treating some of the material in this section: [Art70,
Section 2], [FR70, Appendix], [BL95], [MB96], and [dJ95, Section 4.6].

Lemma 89.1.05E7 Let φ : R→ S be a ring map. Let I ⊂ R be an ideal. The following
are equivalent

(1) φ is flat and R/I → S/IS is faithfully flat,
(2) φ is flat, and the map Spec(S/IS)→ Spec(R/I) is surjective.
(3) φ is flat, and the base change functor M 7→M ⊗R S is faithful on modules

annihilated by I, and
(4) φ is flat, and the base change functor M 7→M ⊗R S is faithful on I-power

torsion modules.

Proof. If R → S is flat, then R/In → S/InS is flat for every n, see Algebra,
Lemma 39.7. Hence (1) and (2) are equivalent by Algebra, Lemma 39.16. The
equivalence of (1) with (3) follows by identifying I-torsion R-modules with R/I-
modules, using that

M ⊗R S = M ⊗R/I S/IS
for R-modules M annihilated by I, and Algebra, Lemma 39.14. The implication (4)
⇒ (3) is immediate. Assume (3). We have seen above that R/In → S/InS is flat,
and by assumption it induces a surjection on spectra, as Spec(R/In) = Spec(R/I)
and similarly for S. Hence the base change functor is faithful on modules annihilated
by In. Since any I-power torsion module M is the union M =

⋃
Mn where Mn is

annihilated by In we see that the base change functor is faithful on the category of
all I-power torsion modules (as tensor product commutes with colimits). □

Lemma 89.2.05E9 Assume (φ : R→ S, I) satisfies the equivalent conditions of Lemma
89.1. The following are equivalent

(1) for any I-power torsion module M , the natural map M → M ⊗R S is an
isomorphism, and

(2) R/I → S/IS is an isomorphism.

Proof. The implication (1) ⇒ (2) is immediate. Assume (2). First assume that
M is annihilated by I. In this case, M is an R/I-module. Hence, we have an
isomorphism

M ⊗R S = M ⊗R/I S/IS = M ⊗R/I R/I = M

proving the claim. Next we prove by induction that M →M⊗RS is an isomorphism
for any module M is annihilated by In. Assume the induction hypothesis holds for
n and assume M is annihilated by In+1. Then we have a short exact sequence

0→ InM →M →M/InM → 0
and as R→ S is flat this gives rise to a short exact sequence

0→ InM ⊗R S →M ⊗R S →M/InM ⊗R S → 0
Using that the canonical map is an isomorphism for M ′ = InM and M ′′ = M/InM
(by induction hypothesis) we conclude the same thing is true for M . Finally,
suppose that M is a general I-power torsion module. Then M =

⋃
Mn where Mn

is annihilated by In and we conclude using that tensor products commute with
colimits. □

Lemma 89.3.05EC Assume φ : R → S is a flat ring map and I ⊂ R is a finitely
generated ideal such that R/I → S/IS is an isomorphism. Then

https://stacks.math.columbia.edu/tag/05E7
https://stacks.math.columbia.edu/tag/05E9
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(1) for any R-module M the map M → M ⊗R S induces an isomorphism
M [I∞]→ (M ⊗R S)[(IS)∞] of I-power torsion submodules,

(2) the natural map
HomR(M,N) −→ HomS(M ⊗R S,N ⊗R S)

is an isomorphism if either M or N is I-power torsion, and
(3) the base change functor M 7→M ⊗R S defines an equivalence of categories

between I-power torsion modules and IS-power torsion modules.

Proof. Note that the equivalent conditions of both Lemma 89.1 and Lemma 89.2
are satisfied. We will use these without further mention. We first prove (1). Let
M be any R-module. Set M ′ = M/M [I∞] and consider the exact sequence

0→M [I∞]→M →M ′ → 0
As M [I∞] = M [I∞]⊗RS we see that it suffices to show that (M ′⊗RS)[(IS)∞] = 0.
Write I = (f1, . . . , ft). By Lemma 88.4 we see that M ′[I∞] = 0. Hence for every
n > 0 the map

M ′ −→
⊕

i=1,...t
M ′, x 7−→ (fn1 x, . . . , fnt x)

is injective. As S is flat overR also the corresponding mapM ′⊗RS →
⊕

i=1,...tM
′⊗R

S is injective. This means that (M ′ ⊗R S)[In] = 0 as desired.
Next we prove (2). If N is I-power torsion, then N ⊗R S = N and the displayed
map of (2) is an isomorphism by Algebra, Lemma 14.3. If M is I-power torsion,
then the image of any map M → N factors through N [I∞] and the image of any
map M ⊗R S → N ⊗R S factors through (N ⊗R S)[(IS)∞]. Hence in this case part
(1) guarantees that we may replace N by N [I∞] and the result follows from the
case where N is I-power torsion we just discussed.
Next we prove (3). The functor is fully faithful by (2). For essential surjectivity, we
simply note that for any IS-power torsion S-module N , the natural map N⊗RS →
N is an isomorphism. □

Lemma 89.4.091M Assume φ : R → S is a flat ring map and I ⊂ R is a finitely
generated ideal such that R/I → S/IS is an isomorphism. For any f1, . . . , fr ∈ R
such that V (f1, . . . , fr) = V (I)

(1) the map of Koszul complexes K(R, f1, . . . , fr)→ K(S, f1, . . . , fr) is a quasi-
isomorphism, and

(2) The map of extended alternating Čech complexes

R→
∏
i0
Rfi0

→
∏
i0<i1

Rfi0fi1
→ . . .→ Rf1...fr

��
S →

∏
i0
Sfi0

→
∏
i0<i1

Sfi0fi1
→ . . .→ Sf1...fr

is a quasi-isomorphism.

Proof. In both cases we have a complex K• of R modules and we want to show
that K• → K• ⊗R S is a quasi-isomorphism. By Lemma 89.2 and the flatness
of R → S this will hold as soon as all homology groups of K are I-power torsion.
This is true for the Koszul complex by Lemma 28.6 and for the extended alternating
Čech complex by Lemma 29.5. □

https://stacks.math.columbia.edu/tag/091M
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Lemma 89.5.05ED Let R be a ring. Let I = (f1, . . . , fn) be a finitely generated ideal of
R. Let M be the R-module generated by elements e1, . . . , en subject to the relations
fiej − fjei = 0. There exists a short exact sequence

0→ K →M → I → 0

such that K is annihilated by I.

Proof. This is just a truncation of the Koszul complex. The map M → I is
determined by the rule ei 7→ fi. If m =

∑
aiei is in the kernel of M → I, i.e.,∑

aifi = 0, then fjm =
∑
fjaiei = (

∑
fiai)ej = 0. □

Lemma 89.6.05EE Let R be a ring. Let I = (f1, . . . , fn) be a finitely generated ideal
of R. For any R-module N set

H1(N, f•) = {(x1, . . . , xn) ∈ N⊕n | fixj = fjxi}
{f1x, . . . , fnx) | x ∈ N}

For any R-module N there exists a canonical short exact sequence

0→ ExtR(R/I,N)→ H1(N, f•)→ HomR(K,N)

where K is as in Lemma 89.5.

Proof. The notation above indicates the Ext-groups in ModR as defined in Ho-
mology, Section 6. These are denoted ExtR(M,N). Using the long exact sequence
of Homology, Lemma 6.4 associated to the short exact sequence 0 → I → R →
R/I → 0 and the fact that ExtR(R,N) = 0 we see that

ExtR(R/I,N) = Coker(N −→ Hom(I,N))

Using the short exact sequence of Lemma 89.5 we see that we get a complex

N → Hom(M,N)→ HomR(K,N)

whose homology in the middle is canonically isomorphic to ExtR(R/I,N). The
proof of the lemma is now complete as the cokernel of the first map is canonically
isomorphic to H1(N, f•). □

Lemma 89.7.05EF Let R be a ring. Let I = (f1, . . . , fn) be a finitely generated ideal of
R. For any R-module N the Koszul homology group H1(N, f•) defined in Lemma
89.6 is annihilated by I.

Proof. Let (x1, . . . , xn) ∈ N⊕n with fixj = fjxi. Then we have fi(x1, . . . , xn) =
(fixi, . . . , fixn). In other words fi annihilates H1(N, f•). □

We can improve on the full faithfulness of Lemma 89.3 by showing that Ext-groups
whose source is I-power torsion are insensitive to passing to S as well. See Dualizing
Complexes, Lemma 9.8 for a derived version of the following lemma.

Lemma 89.8.05EG Assume φ : R → S is a flat ring map and I ⊂ R is a finitely
generated ideal such that R/I → S/IS is an isomorphism. Let M , N be R-modules.
Assume M is I-power torsion. Given an short exact sequence

0→ N ⊗R S → Ẽ →M ⊗R S → 0

https://stacks.math.columbia.edu/tag/05ED
https://stacks.math.columbia.edu/tag/05EE
https://stacks.math.columbia.edu/tag/05EF
https://stacks.math.columbia.edu/tag/05EG
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there exists a commutative diagram

0 // N //

��

E //

��

M //

��

0

0 // N ⊗R S // Ẽ // M ⊗R S // 0
with exact rows.

Proof. As M is I-power torsion we see that M ⊗R S = M , see Lemma 89.2. We
will use this identification without further mention. As R → S is flat, the base
change functor is exact and we obtain a functorial map of Ext-groups

ExtR(M,N) −→ ExtS(M ⊗R S,N ⊗R S),
see Homology, Lemma 7.3. The claim of the lemma is that this map is surjective
when M is I-power torsion. In fact we will show that it is an isomorphism. By
Lemma 88.2 we can find a surjection M ′ →M with M ′ a direct sum of modules of
the form R/In. Using the long exact sequence of Homology, Lemma 6.4 and using
Lemma 89.3 we see that it suffices to prove the lemma for M ′. Using compatibility
of Ext with direct sums (details omitted) we reduce to the case where M = R/In

for some n.
Let f1, . . . , ft be generators for In. By Lemma 89.6 we have a commutative diagram

0 // ExtR(R/In, N) //

��

H1(N, f•) //

��

HomR(K,N)

��
0 // ExtS(S/InS,N ⊗ S) // H1(N ⊗ S, f•) // HomS(K ⊗ S,N ⊗ S)

with exact rows where K is as in Lemma 89.5. Hence it suffices to prove that the
two right vertical arrows are isomorphisms. Since K is annihilated by In we see
that HomR(K,N) = HomS(K ⊗R S,N ⊗R S) by Lemma 89.3. As R → S is flat
we have H1(N, f•)⊗R S = H1(N ⊗R S, f•). As H1(N, f•) is annihilated by In, see
Lemma 89.7 we have H1(N, f•)⊗R S = H1(N, f•) by Lemma 89.2. □

Let R → S be a ring map. Let f1, . . . , ft ∈ R and I = (f1, . . . , ft). Then for any
R-module M we can define a complex

(89.8.1)05EJ 0→M
α−→M ⊗R S ×

∏
Mfi

β−→
∏

(M ⊗R S)fi ×
∏

Mfifj

where α(m) = (m⊗ 1,m/1, . . . ,m/1) and
β(m′,m1, . . . ,mt) = ((m′/1−m1⊗1, . . . ,m′/1−mt⊗1), (m1−m2, . . . ,mt−1−mt).
We would like to know when this complex is exact.

Lemma 89.9.05EK Assume φ : R → S is a flat ring map and I = (f1, . . . , ft) ⊂ R is
an ideal such that R/I → S/IS is an isomorphism. Let M be an R-module. Then
the complex (89.8.1) is exact.

Proof. First proof. Denote ČR → ČS the quasi-isomorphism of extended alternat-
ing Čech complexes of Lemma 89.4. Since these complexes are bounded with flat
terms, we see that M ⊗R ČR → M ⊗R ČS is a quasi-isomorphism too (Lemmas
59.7 and 59.12). Now the complex (89.8.1) is a truncation of the cone of the map
M ⊗R ČR →M ⊗R ČS and we win.

https://stacks.math.columbia.edu/tag/05EK
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Second computational proof. Let m ∈ M . If α(m) = 0, then m ∈ M [I∞], see
Lemma 88.3. Pick n such that Inm = 0 and consider the map φ : R/In → M . If
m ⊗ 1 = 0, then φ ⊗ 1S = 0, hence φ = 0 (see Lemma 89.3) hence m = 0. In this
way we see that α is injective.
Let (m′,m′

1, . . . ,m
′
t) ∈ Ker(β). Write m′

i = mi/f
n
i for some n > 0 and mi ∈ M .

We may, after possibly enlarging n assume that fni m′ = mi ⊗ 1 in M ⊗R S and
fnj mi − fni mj = 0 in M . In particular we see that (m1, . . . ,mt) defines an element
ξ of H1(M, (fn1 , . . . , fnt )). Since H1(M, (fn1 , . . . , fnt )) is annihilated by Itn+1 (see
Lemma 89.7) and since R→ S is flat we see that
H1(M, (fn1 , . . . , fnt )) = H1(M, (fn1 , . . . , fnt ))⊗R S = H1(M ⊗R S, (fn1 , . . . , fnt ))

by Lemma 89.2 The existence of m′ implies that ξ maps to zero in the last group,
i.e., the element ξ is zero. Thus there exists an m ∈M such that mi = fni m. Then
(m′,m′

1, . . . ,m
′
t) − α(m) = (m′′, 0, . . . , 0) for some m′′ ∈ (M ⊗R S)[(IS)∞]. By

Lemma 89.3 we conclude that m′′ ∈M [I∞] and we win. □

Remark 89.10.05EL In this remark we define a category of glueing data. Let R→ S
be a ring map. Let f1, . . . , ft ∈ R and I = (f1, . . . , ft). Consider the category
Glue(R→ S, f1, . . . , ft) as the category whose

(1) objects are systems (M ′,Mi, αi, αij), where M ′ is an S-module, Mi is an
Rfi-module, αi : (M ′)fi →Mi⊗R S is an isomorphism, and αij : (Mi)fj →
(Mj)fi are isomorphisms such that
(a) αij ◦ αi = αj as maps (M ′)fifj

→ (Mj)fi
, and

(b) αjk ◦ αij = αik as maps (Mi)fjfk
→ (Mk)fifj

(cocycle condition).
(2) morphisms (M ′,Mi, αi, αij) → (N ′, Ni, βi, βij) are given by maps φ′ :

M ′ → N ′ and φi : Mi → Ni compatible with the given maps αi, βi, αij , βij .
There is a canonical functor

Can : ModR −→ Glue(R→ S, f1, . . . , ft), M 7−→ (M ⊗R S,Mfi
, cani, canij)

where cani : (M ⊗R S)fi
→ Mfi

⊗R S and canij : (Mfi
)fj
→ (Mfj

)fi
are the

canonical isomorphisms. For any object M = (M ′,Mi, αi, αij) of the category
Glue(R→ S, f1, . . . , ft) we define

H0(M) = {(m′,mi) | αi(m′) = mi ⊗ 1, αij(mi) = mj}

in other words defined by the exact sequence

0→ H0(M)→M ′ ×
∏

Mi →
∏

M ′
fi
×

∏
(Mi)fj

similar to (89.8.1). We think of H0(M) as an R-module. Thus we also get a functor

H0 : Glue(R→ S, f1, . . . , ft) −→ ModR
Our next goal is to show that the functors Can and H0 are sometimes quasi-inverse
to each other.

Lemma 89.11.0H77 In Remark 89.10 the functor H0 : Glue(R → S, f1, . . . , ft) →
ModR is a right adjoint to the functor Can : ModR → Glue(R→ S, f1, . . . , ft).

Proof. Let M = (M ′,Mi, αi, αij) be an object of Glue(R→ S, f1, . . . , ft). For any
R-module N there is a map

HomGlue(R→S,f1,...,ft)(Can(N),M)→ HomR(N,H0(M))

https://stacks.math.columbia.edu/tag/05EL
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sending ψ to H0(ψ) composed with the obvious map N → H0(Can(N)). By con-
struction the displayed map is an isomorphism for N = R (even if R→ H0(Can(R))
is not an isomorphism in general). The category Glue(R→ S, f1, . . . , ft) has direct
sums and cokernels. The functor Can commutes with direct sums and cokernels.
From these observations we find the displayed map is bijective by writing N as a
cokernel of a map between free R-modules. We omit the details. □

Lemma 89.12.05EM Assume φ : R→ S is a flat ring map and I = (f1, . . . , ft) ⊂ R is
an ideal such that R/I → S/IS is an isomorphism. Then the functor H0 is a left
quasi-inverse to the functor Can of Remark 89.10.

Proof. This is a reformulation of Lemma 89.9. □

Lemma 89.13.05EN Assume φ : R→ S is a flat ring map and let I = (f1, . . . , ft) ⊂ R
be an ideal. Then Glue(R → S, f1, . . . , ft) is an abelian category, and the functor
Can is exact and commutes with arbitrary colimits.

Proof. Given a morphism (φ′, φi) : (M ′,Mi, αi, αij) → (N ′, Ni, βi, βij) of the
category Glue(R → S, f1, . . . , ft) we see that its kernel exists and is equal to the
object (Ker(φ′),Ker(φi), αi, αij) and its cokernel exists and is equal to the object
(Coker(φ′),Coker(φi), βi, βij). This works because R → S is flat, hence taking
kernels/cokernels commutes with − ⊗R S. Details omitted. The exactness follows
from the R-flatness of Rfi

and S, while commuting with colimits follows as tensor
products commute with colimits. □

Lemma 89.14.05EP Let φ : R → S be a flat ring map and (f1, . . . , ft) = R. Then
Can and H0 are quasi-inverse equivalences of categories

ModR = Glue(R→ S, f1, . . . , ft)

Proof. Consider an object M = (M ′,Mi, αi, αij) of Glue(R → S, f1, . . . , ft). By
Algebra, Lemma 24.5 there exists a unique module M and isomorphisms Mfi →Mi

which recover the glueing data αij . Then both M ′ and M⊗RS are S-modules which
recover the modules Mi ⊗R S upon localizing at fi. Whence there is a canonical
isomorphism M ⊗R S → M ′. This shows that M is in the essential image of Can.
Combined with Lemma 89.12 the lemma follows. □

Lemma 89.15.05EQ Let φ : R → S be a flat ring map and I = (f1, . . . , ft) and
ideal. Let R → R′ be a flat ring map, and set S′ = S ⊗R R′. Then we obtain a
commutative diagram of categories and functors

ModR Can
//

−⊗RR
′

��

Glue(R→ S, f1, . . . , ft)
H0
//

−⊗RR
′

��

ModR

−⊗RR
′

��
ModR′

Can // Glue(R′ → S′, f1, . . . , ft)
H0
// ModR′

Proof. Omitted. □

Proposition 89.16.05ER Assume φ : R→ S is a flat ring map and I = (f1, . . . , ft) ⊂
R is an ideal such that R/I → S/IS is an isomorphism. Then Can and H0 are
quasi-inverse equivalences of categories

ModR = Glue(R→ S, f1, . . . , ft)

https://stacks.math.columbia.edu/tag/05EM
https://stacks.math.columbia.edu/tag/05EN
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Proof. We have already seen thatH0◦Can is isomorphic to the identity functor, see
Lemma 89.12. Consider an object M = (M ′,Mi, αi, αij) of Glue(R→ S, f1, . . . , ft).
We get a natural morphism

Ψ : (H0(M)⊗R S,H0(M)fi
, cani, canij) −→ (M ′,Mi, αi, αij).

Namely, by definition H0(M) comes equipped with compatible R-module maps
H0(M) → M ′ and H0(M) → Mi. We have to show that this map is an isomor-
phism.
Pick an index i and set R′ = Rfi

. Combining Lemmas 89.15 and 89.14 we see that
Ψ ⊗R R′ is an isomorphism. Hence the kernel, resp. cokernel of Ψ is a system of
the form (K, 0, 0, 0), resp. (Q, 0, 0, 0). Note that H0((K, 0, 0, 0)) = K, that H0 is
left exact, and that by construction H0(Ψ) is bijective. Hence we see K = 0, i.e.,
the kernel of Ψ is zero.
The conclusion of the above is that we obtain a short exact sequence

0→ H0(M)⊗R S →M ′ → Q→ 0
and that Mi = H0(M)fi

. Note that we may think of Q as an R-module which is
I-power torsion so that Q = Q ⊗R S. By Lemma 89.8 we see that there exists a
commutative diagram

0 // H0(M) //

��

E //

��

Q //

��

0

0 // H0(M)⊗R S // M ′ // Q // 0

with exact rows. This clearly determines an isomorphism Can(E)→ (M ′,Mi, αi, αij)
in the category Glue(R → S, f1, . . . , ft) and we win. (Of course, a posteriori we
have Q = 0.) □

Lemma 89.17.0ALK Let φ : R → S be a flat ring map and let I ⊂ R be a finitely
generated ideal such that R/I → S/IS is an isomorphism.

(1) Given an R-module N , an S-module M ′ and an S-module map φ : M ′ →
N ⊗R S whose kernel and cokernel are I-power torsion, there exists an R-
module map ψ : M → N and an isomorphism M ⊗R S = M ′ compatible
with φ and ψ.

(2) Given an R-module M , an S-module N ′ and an S-module map φ : M ⊗R
S → N ′ whose kernel and cokernel are I-power torsion, there exists an
R-module map ψ : M → N and an isomorphism N ⊗R S = N ′ compatible
with φ and ψ.

In both cases we have Ker(φ) ∼= Ker(ψ) and Coker(φ) ∼= Coker(ψ).

Proof. Proof of (1). Say I = (f1, . . . , ft). It is clear that the localization φfi
is

an isomorphism. Thus we see that (M ′, Nfi
, φfi

, canij) is an object of Glue(R →
S, f1, . . . , ft), see Remark 89.10. By Proposition 89.16 we conclude that there
exists an R-module M such that M ′ = M ⊗R S and Nfi = Mfi compatibly with
the isomorphisms φfi and canij . There is a morphism

(M ⊗R S,Mfi
, cani, canij) = (M ′, Nfi

, φfi
, canij)→ (N ⊗R S,Nfi

, cani, canij)
of Glue(R → S, f1, . . . , ft) which uses φ in the first component. This corresponds
to an R-module map ψ : M → N (by the equivalence of categories of Proposition

https://stacks.math.columbia.edu/tag/0ALK
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89.16). The composition of the base change of M → N with the isomorphism
M ′ ∼= M ⊗R S is φ, in other words M → N is compatible with φ.

Proof of (2). This is just the dual of the argument above. Namely, the localization
φfi

is an isomorphism. Thus we see that (N ′,Mfi
, φ−1

fi
, canij) is an object of

Glue(R→ S, f1, . . . , ft), see Remark 89.10. By Proposition 89.16 we conclude that
there exists an R-module N such that N ′ = N ⊗R S and Nfi

= Mfi
compatibly

with the isomorphisms φ−1
fi

and canij . There is a morphism

(M ⊗R S,Mfi , cani, canij)→ (N ′,Mfi , φfi , canij) = (N ⊗R S,Nfi , cani, canij)

of Glue(R → S, f1, . . . , ft) which uses φ in the first component. This corresponds
to an R-module map ψ : M → N (by the equivalence of categories of Proposition
89.16). The composition of the base change of M → N with the isomorphism
N ′ ∼= N ⊗R S is φ, in other words M → N is compatible with φ.

The final statement follows for example from Lemma 89.3. □

Next, we specialize Proposition 89.16 to get something more usable. Namely, if
I = (f) is a principal ideal then the objects of Glue(R → S, f) are simply triples
(M ′,M1, α1) and there is no cocycle condition to check!

Theorem 89.18.05ES Let R be a ring, and let f ∈ R. Let φ : R → S be a flat ring
map inducing an isomorphism R/fR→ S/fS. Then the functor

ModR −→ ModS ×ModSf
ModRf

, M 7−→ (M ⊗R S,Mf , can)

is an equivalence.

Proof. The category appearing on the right side of the arrow is the category of
triples (M ′,M1, α1) where M ′ is an S-module, M1 is a Rf -module, and α1 : M ′

f →
M1 ⊗R S is a Sf -isomorphism, see Categories, Example 31.3. Hence this theorem
is a special case of Proposition 89.16. □

A useful special case of Theorem 89.18 is when R is Noetherian, and S is a com-
pletion of R at an element f . The completion R → S is flat, and the functor
M 7→ M ⊗R S can be identified with the f -adic completion functor when M is
finitely generated. To state this more precisely, let ModfgR denote the category of
finitely generated R-modules.

Proposition 89.19.05ET Let R be a Noetherian ring. Let f ∈ R be an element. Let
R∧ be the f -adic completion of R. Then the functor M 7→ (M∧,Mf , can) defines
an equivalence

ModfgR −→ ModfgR∧ ×Modfg

(R∧)f

ModfgRf

Proof. The ring map R → R∧ is flat by Algebra, Lemma 97.2. It is clear that
R/fR = R∧/fR∧. By Algebra, Lemma 97.1 the completion of a finite R-module
M is equal to M ⊗R R∧. Hence the displayed functor of the proposition is equal
to the functor occurring in Theorem 89.18. In particular it is fully faithful. Let
(M1,M2, ψ) be an object of the right hand side. By Theorem 89.18 there exists
an R-module M such that M1 = M ⊗R R∧ and M2 = Mf . As R → R∧ × Rf is
faithfully flat we conclude from Algebra, Lemma 23.2 that M is finitely generated,
i.e., M ∈ ModfgR . This proves the proposition. □

https://stacks.math.columbia.edu/tag/05ES
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Remark 89.20.05EU The equivalences of Proposition 89.16, Theorem 89.18, and
Proposition 89.19 preserve properties of modules. For example if M corresponds to
M = (M ′,Mi, αi, αij) then M is finite, or finitely presented, or flat, or projective
over R if and only if M ′ and Mi have the corresponding property over S and Rfi

.
This follows from the fact that R → S ×

∏
Rfi

is faithfully flat and descend and
ascent of these properties along faithfully flat maps, see Algebra, Lemma 83.2 and
Theorem 95.6. These functors also preserve the ⊗-structures on either side. Thus,
it defines equivalences of various categories built out of the pair (ModR,⊗), such
as the category of algebras.

Remark 89.21.05EV Given a differential manifold X with a compact closed subman-
ifold Z having complement U , specifying a sheaf on X is the same as specifying a
sheaf on U , a sheaf on an unspecified tubular neighbourhood T of Z in X, and an
isomorphism between the two resulting sheaves along T ∩ U . Tubular neighbour-
hoods do not exist in algebraic geometry as such, but results such as Proposition
89.16, Theorem 89.18, and Proposition 89.19 allow us to work with formal neigh-
bourhoods instead.

90. The Beauville-Laszlo theorem

0BNI Let R be a ring and let f be an element of R. Denote R∧ = limR/fnR the f -adic
completion of R. In this section we discuss and slightly generalize a theorem of
Beauville and Laszlo, see [BL95]. The theorem asserts that under suitable condi-
tions, a module over R can be constructed by “glueing together” modules over R∧

and Rf along an isomorphism between the base extensions to (R∧)f .
In [BL95] it is assumed that f is a nonzerodivisor on both R and M . In fact, one
only needs to assume that

R[f∞] −→ R∧[f∞]
is bijective and that

M [f∞] −→M ⊗R R∧

is injective. This optimization was partly inspired by an alternate approach to
glueing introduced in [KL15, §1.3] for use in the theory of nonarchimedean analytic
spaces.
In fact, we will establish the Beauville-Laszlo theorem in the more general setting
of a ring map

R −→ R′

which induces isomorphisms R/fnR → R′/fnR′ for every n > 0 and an isomor-
phism R[f∞]→ R′[f∞]. This is better suited for globalizing and does not formally
follow from the case when R′ is the completion of R because, for instance, the con-
dition that R[f∞] → R′[f∞] is a bijection does not imply that R[f∞] → R∧[f∞]
is a bijection.
The theorem of Beauville and Laszlo as proved in this section can be viewed as a
non-flat version of Theorem 89.18 and in the case where R′ = R∧ can be viewed as
a non-Noetherian version of Proposition 89.19. For a comparison with flat descent,
please see Remark 90.5.
One can establish even stronger results (without imposing restrictions on M for
example) but for this one must work at the level of derived categories. See [Bha16,
§5] for more details.
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Lemma 90.1.0BNJ Let R be a ring and let f ∈ R. For every positive integer n the
map R/fnR→ R∧/fnR∧ is an isomorphism.

Proof. This is a special case of Algebra, Lemma 96.3. □

We will use the notation introduced in Section 88. Thus for an R-module M , we
denote M [fn] the submodule of M annihilated by fn and we put

M [f∞] =
⋃∞

n=1
M [fn] = Ker(M →Mf ).

If M = M [f∞], we say that M is an f -power torsion module.

Lemma 90.2.0BNL Let R be a ring, let f ∈ R, and let R → R′ be a ring map which
induces isomorphisms R/fnR → R′/fnR′ for n > 0. The R-module R′ ⊕ Rf is
faithful: for every nonzero R-module M , the module M⊗R(R′⊕Rf ) is also nonzero.
For example, if M is nonzero, then M ⊗R (R∧ ⊕Rf ) is nonzero.

However, the map M →M ⊗R (R′ ⊕Rf ) need not be injective; see Example 90.9.

Proof. If M ̸= 0 but M ⊗R Rf = 0, then M is f -power torsion. By Lemma 88.8
we find that M ⊗R R′ ∼= M ̸= 0. The last statement is a special case of the first
statement by Lemma 90.1. □

Lemma 90.3.0BNM Let R be a ring, let f ∈ R, and let R → R′ be a ring map
which induces an isomorphism R/fR→ R′/fR′. The map Spec(R′)⨿Spec(Rf )→
Spec(R) is surjective. For example, the map Spec(R∧) ⨿ Spec(Rf ) → Spec(R) is
surjective.

Proof. Recall that Spec(R) = V (f)⨿D(f) where V (f) = Spec(R/fR) andD(f) =
Spec(Rf ), see Algebra, Section 17 and especially Lemmas 17.7 and 17.6. Thus the
lemma follows as the map R→ R/fR factors through R′. The last statement is a
special case of the first statement by Lemma 90.1. □

Lemma 90.4.0BNN Slight generalization
of [BL95,
Lemme 2(a)].

Let R be a ring, let f ∈ R, and let R → R′ be a ring map which
induces isomorphisms R/fnR → R′/fnR′ for n > 0. An R-module M is finitely
generated if and only if the (R′⊕Rf )-module M ⊗R (R′⊕Rf ) is finitely generated.
For example, if M ⊗R (R∧ ⊕ Rf ) is finitely generated as a module over R∧ ⊕ Rf ,
then M is a finitely generated R-module.

Proof. The ‘only if’ is clear, so we assume that M⊗R(R′⊕Rf ) is finitely generated.
In this case, by writing each generator as a sum of simple tensors, M ⊗R (R′⊕Rf )
admits a finite generating set consisting of elements of M . That is, there exists a
morphism from a finite free R-module to M whose cokernel is killed by tensoring
with R′⊕Rf ; we may thus deduce M is finite generated by applying Lemma 90.2 to
this cokernel. The last statement is a special case of the first statement by Lemma
90.1. □

Remark 90.5.0BNP While R→ Rf is always flat, R→ R∧ is typically not flat unless
R is Noetherian (see Algebra, Lemma 97.2 and the discussion in Examples, Section
12). Consequently, we cannot in general apply faithfully flat descent as discussed
in Descent, Section 3 to the morphism R → R∧ ⊕ Rf . Moreover, even in the
Noetherian case, the usual definition of a descent datum for this morphism refers
to the ring R∧ ⊗R R∧, which we will avoid considering in this section.
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Glueing pairs. Let R→ R′ be a ring map that induces isomorphisms R/fnR→
R′/fnR′ for n > 0. Consider the sequence

(90.5.1)0F1Q 0→ R→ R′ ⊕Rf → R′
f → 0,

in which the map on the right is the difference between the two canonical homo-
morphisms. If this sequence is exact, then we say that (R → R′, f) is a glueing
pair. We will say that (R, f) is a glueing pair if (R → R∧, f) is a glueing pair;
this makes sense by Lemma 90.1. Thus (R, f) is a glueing pair if and only if the
sequence

(90.5.2)0BNQ 0→ R→ R∧ ⊕Rf → (R∧)f → 0,

is exact.

Lemma 90.6.0BNR Let R be a ring, let f ∈ R, and let R → R′ be a ring map which
induces isomorphisms R/fnR→ R′/fnR′ for n > 0. The sequence (90.5.1) is

(1) exact on the right,
(2) exact on the left if and only if R[f∞]→ R′[f∞] is injective, and
(3) exact in the middle if and only if R[f∞]→ R′[f∞] is surjective.

In particular, (R → R′, f) is a glueing pair if and only if R[f∞] → R′[f∞] is
bijective. For example, (R, f) is a glueing pair if and only if R[f∞] → R∧[f∞] is
bijective.

Proof. Let x ∈ R′
f . Write x = x′/fn with x′ ∈ R′. Write x′ = x′′ + fny with

x′′ ∈ R and y ∈ R′. Then we see that (y,−x′′/fn) maps to x. Thus (1) holds.

Part (2) follows from the fact that Ker(R→ Rf ) = R[f∞].

If the sequence is exact in the middle, then elements of the form (x, 0) with x ∈
R′[f∞] are in the image of the first arrow. This implies that R[f∞] → R′[f∞] is
surjective. Conversely, assume that R[f∞]→ R′[f∞] is surjective. Let (x, y) be an
element in the middle which maps to zero on the right. Write y = y′/fn for some
y′ ∈ R. Then we see that fnx − y′ is annihilated by some power of f in R′. By
assumption we can write fnx− y′ = z for some z ∈ R[f∞]. Then y = y′′/fn where
y′′ = y′ + z is in the kernel of R→ R/fnR. Hence we see that y can be represented
as y′′′/1 for some y′′′ ∈ R. Then x− y′′′ is in R′[f∞]. Thus x− y′′′ = z′ ∈ R[f∞].
Then (x, y′′′/1) = (y′′′ + z′, (y′′′ + z′)/1) as desired.

The last statement of the lemma is a special case of the penultimate statement by
Lemma 90.1. □

Remark 90.7.0BNS Suppose that f is a nonzerodivisor. Then Algebra, Lemma 96.4
shows that f is a nonzerodivisor in R∧. Hence (R, f) is a glueing pair.

Remark 90.8.0BNT If R → R∧ is flat, then for each positive integer n tensoring the
sequence 0 → R[fn] → R → R with R∧ gives the sequence 0 → R[fn] ⊗R R∧ →
R∧ → R∧. Combined with Lemma 88.8 we conclude that R[fn] → R∧[fn] is
an isomorphism. Thus (R, f) is a glueing pair. This holds in particular if R is
Noetherian, see Algebra, Lemma 97.2.

Example 90.9.0BNU Let k be a field and put

R = k[f, T1, T2, . . .]/(fT1, fT2 − T1, fT3 − T2, . . .).

https://stacks.math.columbia.edu/tag/0BNR
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Then (R, f) is not a glueing pair because the map R[f∞]→ R∧[f∞] is not injective
as the image of T1 is f -divisible in R∧. For

R = k[f, T1, T2, . . .]/(fT1, f
2T2, . . .),

the map R[f∞] → R∧[f∞] is not surjective as the element T1 + fT2 + f2T3 + . . .
is not in the image. In particular, by Remark 90.8, these are both examples where
R→ R∧ is not flat.

Glueable modules. Let R → R′ be a ring map which induces isomorphisms
R/fnR → R′/fnR′ for n > 0. For any R-module M , we may tensor (90.5.1) with
M to obtain a sequence

(90.9.1)0F1R 0→M → (M ⊗R R′)⊕ (M ⊗R Rf )→M ⊗R R′
f → 0

Observe that M ⊗RRf = Mf and that M ⊗RR′
f = (M ⊗RR′)f . If this sequence is

exact, we say that M is glueable for (R→ R′, f). If R is a ring and f ∈ R, then we
say an R-module is glueable if M is glueable for (R→ R∧, f). Thus M is glueable
if and only if the sequence

(90.9.2)0BNV 0→M → (M ⊗R R∧)⊕ (M ⊗R Rf )→M ⊗R (R∧)f → 0

is exact.

Lemma 90.10.0BNW Let R be a ring, let f ∈ R, and let R→ R′ be a ring map which
induces isomorphisms R/fnR→ R′/fnR′ for n > 0. The sequence (90.9.1) is

(1) exact on the right,
(2) exact on the left if and only if M [f∞]→ (M ⊗R R′)[f∞] is injective, and
(3) exact in the middle if and only if M [f∞]→ (M ⊗R R′)[f∞] is surjective.

Thus M is glueable for (R → R′, f) if and only if M [f∞] → (M ⊗R R′)[f∞] is
bijective. If (R → R′, f) is a glueing pair, then M is glueable for (R → R′, f) if
and only if M [f∞]→ (M⊗RR′)[f∞] is injective. For example, if (R, f) is a glueing
pair, then M is glueable if and only if M [f∞]→ (M ⊗R R∧)[f∞] is injective.

Proof. We will use the results of Lemma 90.6 without further mention. The functor
M ⊗R − is right exact (Algebra, Lemma 12.10) hence we get (1).

The kernel of M →M ⊗R Rf = Mf is M [f∞]. Thus (2) follows.

If the sequence is exact in the middle, then elements of the form (x, 0) with x ∈
(M ⊗R R′)[f∞] are in the image of the first arrow. This implies that M [f∞] →
(M ⊗R R′)[f∞] is surjective. Conversely, assume that M [f∞]→ (M ⊗R R′)[f∞] is
surjective. Let (x, y) be an element in the middle which maps to zero on the right.
Write y = y′/fn for some y′ ∈ M . Then we see that fnx − y′ is annihilated by
some power of f in M ⊗R R′. By assumption we can write fnx− y′ = z for some
z ∈M [f∞]. Then y = y′′/fn where y′′ = y′ + z is in the kernel of M →M/fnM .
Hence we see that y can be represented as y′′′/1 for some y′′′ ∈M . Then x−y′′′ is in
(M⊗RR′)[f∞]. Thus x−y′′′ = z′ ∈M [f∞]. Then (x, y′′′/1) = (y′′′+z′, (y′′′+z′)/1)
as desired.

If (R → R′, f) is a glueing pair, then (90.9.1) is exact in the middle for any M by
Algebra, Lemma 12.10. This gives the penultimate statement of the lemma. The
final statement of the lemma follows from this and the fact that (R, f) is a glueing
pair if and only if (R→ R∧, f) is a glueing pair. □

https://stacks.math.columbia.edu/tag/0BNW
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Remark 90.11.0BNX Let (R → R′, f) be a glueing pair and let M be an R-module.
Here are some observations which can be used to determine whether M is glueable
for (R→ R′, f).

(1) By Lemma 90.10 we see that M is glueable for (R → R∧, f) if and only if
M [f∞]→M ⊗RR∧ is injective. This holds if M [f ]→M∧ is injective, i.e.,
when M [f ] ∩

⋂∞
n=1 f

nM = 0.
(2) If TorR1 (M,R′

f ) = 0, then M is glueable for (R → R′, f) (use Algebra,
Lemma 75.2). This is equivalent to saying that TorR1 (M,R′) is f -power
torsion. In particular, any flat R-module is glueable for (R→ R′, f).

(3) If R → R′ is flat, then TorR1 (M,R′) = 0 for every R-module so every R-
module is glueable for (R → R′, f). This holds in particular when R is
Noetherian and R′ = R∧, see Algebra, Lemma 97.2

Example 90.12 (Non glueable module).0BNY [BL95, §4,
Remarques]

Let R be the ring of germs at 0 of C∞

functions on R. Let f ∈ R be the function f(x) = x. Then f is a nonzerodivisor
in R, so (R, f) is a glueing pair and R∧ ∼= R[[x]]. Let φ ∈ R be the function
φ(x) = exp(−1/x2). Then φ has zero Taylor series, so φ ∈ Ker(R → R∧). Since
φ(x) ̸= 0 for x ̸= 0, we see that φ is a nonzerodivisor in R. The function φ/f also
has zero Taylor series, so its image in M = R/φR is a nonzero element of M [f ]
which maps to zero in M ⊗R R∧ = R∧/φR∧ = R∧. Hence M is not glueable.

We next make some calculations of Tor groups.

Lemma 90.13.0BNZ Let (R → R′, f) be a glueing pair. Then TorR1 (R′, fnR) = 0 for
each n > 0.

Proof. From the exact sequence 0 → R[fn] → R → fnR → 0 we see that it
suffices to check that R[fn] ⊗R R′ → R′ is injective. By Lemma 88.8 we have
R[fn] ⊗R R′ = R[fn] and by Lemma 90.6 we see that R[fn] → R′ is injective as
(R→ R′, f) is a glueing pair. □

Lemma 90.14.0BP0 Let (R→ R′, f) be a glueing pair. Then TorR1 (R′, R/R[f∞]) = 0.

Proof. We have R/R[f∞] = colimR/R[fn] = colim fnR. As formation of Tor
groups commutes with filtered colimits (Algebra, Lemma 76.2) we may apply
Lemma 90.13. □

Lemma 90.15.0BP1 Slight generalization
of [BL95, Lemme
3(a)]

Let (R → R′, f) be a glueing pair. For every R-module M , we
have TorR1 (R′,Coker(M →Mf )) = 0.

Proof. Set M = M/M [f∞]. Then Coker(M → Mf ) ∼= Coker(M → Mf ) hence
we may and do assume that f is a nonzerodivisor on M . In this case M ⊂Mf and
Mf/M = colimM/fnM where the transition maps are given by multiplication by
f . Since formation of Tor groups commutes with colimits (Algebra, Lemma 76.2)
it suffices to show that TorR1 (R′,M/fnM) = 0.

We first treat the case M = R/R[f∞]. By Lemma 90.6 we have M ⊗R R′ =
R′/R′[f∞]. From the short exact sequence 0 → M → M → M/fnM → 0 we

https://stacks.math.columbia.edu/tag/0BNX
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obtain the exact sequence

TorR1 (R′, R/R[f∞]) // TorR1 (R′,M/fnM) // R′/R′[f∞]
fn

rr
R′/R′[f∞] // (R′/R′[f∞])/(fn(R′/R′[f∞])) // 0

by Algebra, Lemma 75.2. Here the diagonal arrow is injective. Since the first group
TorR1 (R′, R/R[f∞]) is zero by Lemma 90.14, we deduce that TorR1 (R′,M/fnM) = 0
as desired.
To treat the general case, choose a surjection F → M with F a free R/R[f∞]-
module, and form an exact sequence

0→ N → F/fnF →M/fnM → 0.
By Lemma 88.8 this sequence remains unchanged, and hence exact, upon tensoring
with R′. Since TorR1 (R′, F/fnF ) = 0 by the previous paragraph, we deduce that
TorR1 (R′,M/fnM) = 0 as desired. □

Let (R → R′, f) be a glueing pair. This means that R/fnR → R′/fnR′ is an
isomorphism for n > 0 and the sequence

0→ R→ R′ ⊕Rf → R′
f → 0

is exact. Consider the category Glue(R→ R′, f) introduced in Remark 89.10. We
will call an object (M ′,M1, α1) of Glue(R→ R′, f) a glueing datum. It consists of
an R′-module M ′, an Rf -module M1, and an isomorphism α1 : (M ′)f →M1⊗RR′.
There is an obvious functor

Can : ModR −→ Glue(R→ R′, f), M 7−→ (M ⊗R R′,Mf , can),
and there is a functor
H0 : Glue(R→ R′, f) −→ ModR, (M ′,M1, α1) 7−→ Ker(M ′ ⊕M1 → (M ′)f )

in the reverse direction, see Remark 89.10 for the precise definition.

Theorem 90.16.0BP2 Slight generalization
of the main theorem
of [BL95].

Let (R→ R′, f) be a glueing pair. The functor Can : ModR −→
Glue(R → R′, f) determines an equivalence of the category of R-modules glueable
for (R→ R′, f) and the category Glue(R→ R′, f) of glueing data.

Proof. Let (M ′,M1, α1) be a glueing datum. We will show thatM = H0((M ′,M1, α1))
is a glueable for (R→ R′, f) and that (M ′,M1, α1) ∼= Can(M).
We first check that the map d : M ′ ⊕ M1 → (M ′)f used in the definition of
the functor H0 is surjective. Observe that (x, y) ∈ M ′ ⊕M1 maps to d(x, y) =
x/1−α−1

1 (y⊗ 1) in (M ′)f . If z ∈ (M ′)f , then we can write α1(z) =
∑
yi⊗ gi with

gi ∈ R′ and yi ∈ M1. Write α−1
1 (yi ⊗ 1) = y′

i/f
n for some y′

i ∈ M ′ and n ≥ 0 (we
can pick the same n for all i). Write gi = ai + fnbi with ai ∈ R and bi ∈ R′. Then
with y =

∑
aiyi ∈M1 and x =

∑
biy

′
i ∈M ′ we have d(x,−y) = z as desired.

Since M = H0((M ′,M1, α1)) = Ker(d) we obtain an exact sequence of R-modules
(90.16.1)0BP3 0→M →M ′ ⊕M1 → (M ′)f → 0.
We will prove that the maps M → M ′ and M → M1 induce isomorphisms M ⊗R
R′ →M ′ and M ⊗R Rf →M1. This will imply that M is glueable for (R→ R′, f)
and Can(M) ∼= (M ′,M1, α1) as desired.

https://stacks.math.columbia.edu/tag/0BP2
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Since f is a nonzerodivisor on M1, we have M [f∞] ∼= M ′[f∞]. This yields an exact
sequence

(90.16.2)0BP4 0→M/M [f∞]→M1 → (M ′)f/M ′ → 0.

Since R → Rf is flat, we may tensor this exact sequence with Rf to deduce that
M ⊗R Rf = (M/M [f∞])⊗R Rf →M1 is an isomorphism.

By Lemma 90.15 we have TorR1 (R′,Coker(M ′ → (M ′)f )) = 0. The sequence
(90.16.2) thus remains exact upon tensoring over R with R′. Using α1 and Lemma
88.8 the resulting exact sequence can be written as

(90.16.3)0BP5 0→ (M/M [f∞])⊗R R′ → (M ′)f → (M ′)f/M ′ → 0

This yields an isomorphism (M/M [f∞]) ⊗R R′ ∼= M ′/M ′[f∞]. This implies that
in the diagram

M [f∞]⊗R R′ //

��

M ⊗R R′ //

��

(M/M [f∞])⊗R R′ //

��

0

0 // M ′[f∞] // M ′ // M ′/M ′[f∞] // 0,

the third vertical arrow is an isomorphism. Since the rows are exact and the first
vertical arrow is an isomorphism by Lemma 88.8 and M [f∞] = M ′[f∞], the five
lemma implies that M ⊗R R′ →M ′ is an isomorphism.

The above shows that Can is essentially surjective and that the functor H0 maps
into the category of glueable modules. Due to the exactness of (90.9.1) for glueable
modules we have H0 ◦Can = id on the category of glueable modules. This implies
Can is fully faithful by Lemma 89.11 combined with Categories, Lemma 24.4. This
finishes the proof. □

Remark 90.17.0BP9 Let (R→ R′, f) be a glueing pair. Let M be an R-module that is
not necessarily glueable for (R→ R′, f). Setting M ′ = M ⊗R R′ and M1 = Mf we
obtain the glueing datum Can(M) = (M ′,M1, can). Then M̃ = H0(M ′,M1, can)
is an R-module that is glueable for (R → R′, f) and the canonical map M → M̃
gives isomorphisms M⊗RR′ → M̃⊗RR′ and Mf → M̃f , see Theorem 90.16. From
the exactness of the sequences

M → (M ⊗R R′)⊕Mf →M ⊗R (R′)f → 0

and
0→ M̃ → (M̃ ⊗R R′)⊕ M̃f → M̃ ⊗R (R′)f → 0

we conclude that the map M → M̃ is surjective.

Recall that flat R-modules over a glueing pair (R → R′, f) are glueable (Remark
90.11). Hence the following lemma shows that Theorem 90.16 determines an equiv-
alence between the category of flat R-modules and the category of glueing data
(M ′,M1, α1) where M ′ and M1 are flat over R′ and Rf .

Lemma 90.18.0BP7 Let (R→ R′, f) be a glueing pair. Let M be an R-module which
is not necessarily glueable for (R → R′, f). Then M is flat over R if and only if
M ⊗R R′ is flat over R′ and Mf is flat over Rf .

https://stacks.math.columbia.edu/tag/0BP9
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Proof. One direction of the lemma follows from Algebra, Lemma 39.7. For the
other direction, assume M ⊗R R′ is flat over R′ and Mf is flat over Rf . Let
M̃ be as in Remark 90.17. If M̃ is flat over R, then applying Algebra, Lemma
39.12 to the short exact sequence 0→ Ker(M → M̃)→M → M̃ → 0 we find that
Ker(M → M̃)⊗R(R′⊕Rf ) is zero. Hence M = M̃ by Lemma 90.2 and we conclude.
In other words, we may replace M by M̃ and assume M is glueable for (R→ R′, f).
Let N be a second R-module. It suffices to prove that TorR1 (M,N) = 0, see Algebra,
Lemma 75.8.

The long the exact sequence of Tors associated to the short exact sequence 0 →
R→ R′ ⊕Rf → (R′)f → 0 and N gives an exact sequence

0→ TorR1 (R′, N)→ TorR1 ((R′)f , N)

and isomorphisms TorRi (R′, N) = TorRi ((R′)f , N) for i ≥ 2. Since TorRi ((R′)f , N) =
TorRi (R′, N)f we conclude that f is a nonzerodivisor on TorR1 (R′, N) and invertible
on TorRi (R′, N) for i ≥ 2. Since M ⊗R R′ is flat over R′ we have

TorRi (M ⊗R R′, N) = (M ⊗R R′)⊗R′ TorRi (R′, N)

by the spectral sequence of Example 62.2. Writing M ⊗R R′ as a filtered colimit
of finite free R′-modules (Algebra, Theorem 81.4) we conclude that f is a nonze-
rodivisor on TorR1 (M ⊗R R′, N) and invertible on TorRi (M ⊗R R′, N). Next, we
consider the exact sequence 0→M →M ⊗R R′ ⊕Mf →M ⊗R (R′)f → 0 coming
from the fact that M is glueable and the associated long exact sequence of Tor.
The relevant part is

TorR1 (M,N) // TorR1 (M ⊗R R′, N) // TorR1 (M ⊗R (R′)f , N)

TorR2 (M ⊗R R′, N) // TorR2 (M ⊗R (R′)f , N)

ll

We conclude that TorR1 (M,N) = 0 by our remarks above on the action on f on
TorRi (M ⊗R R′, N). □

Observe that we have seen the result of the following lemma for “finitely generated”
in Lemma 90.4.

Lemma 90.19.0BP6 Let (R→ R′, f) be a glueing pair. Let M be an R-module which
is not necessarily glueable for (R→ R′, f). Then M is a finite projective R-module
if and only if M ⊗R R′ is finite projective over R′ and Mf is finite projective over
Rf .

Proof. Assume that M ⊗RR′ is a finite projective module over R′ and that Mf is
a finite projective module over Rf . Our task is to prove that M is finite projective
over R. We will use Algebra, Lemma 78.2 without further mention. By Lemma
90.18 we see that M is flat. By Lemma 90.4 we see that M is finite. Choose a
short exact sequence 0→ K → R⊕n →M → 0. Since a finite projective module is
of finite presentation and since the sequence remains exact after tensoring with R′

(by Algebra, Lemma 39.12) and Rf , we conclude that K ⊗R R′ and Kf are finite
modules. Using the lemma above we conclude that K is finitely generated. Hence
M is finitely presented and hence finite projective. □
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Remark 90.20.0BP8 In [BL95] it is assumed that f is a nonzerodivisor in R and
R′ = R∧, which gives a glueing pair by Lemma 90.6. Even in this setting Theorem
90.16 says something new: the results of [BL95] only apply to modules on which
f is a nonzerodivisor (and hence glueable in our sense, see Lemma 90.10). Lemma
90.19 also provides a slight extension of the results of [BL95]: not only can we allow
M to have nonzero f -power torsion, we do not even require it to be glueable.

91. Derived Completion

091N Some references for the material in this section are [DG02], [GM92], [PSY14],
[Lur11] (especially Chapter 4). Our exposition follows [BS13]. The analogue (or
“dual”) of this section for torsion modules is Dualizing Complexes, Section 9. The
relationship between the derived category of complexes with torsion cohomology
and derived complete complexes can be found in Dualizing Complexes, Section 12.
Let K ∈ D(A). Let f ∈ A. We denote T (K, f) a derived limit of the system

. . .→ K
f−→ K

f−→ K

in D(A).

Lemma 91.1.091P Let A be a ring. Let f ∈ A. Let K ∈ D(A). The following are
equivalent

(1) ExtnA(Af ,K) = 0 for all n,
(2) HomD(A)(E,K) = 0 for all E in D(Af ),
(3) T (K, f) = 0,
(4) for every p ∈ Z we have T (Hp(K), f) = 0,
(5) for every p ∈ Z we have HomA(Af , Hp(K)) = 0 and Ext1

A(Af , Hp(K)) = 0,
(6) RHomA(Af ,K) = 0,
(7) the map

∏
n≥0 K →

∏
n≥0 K, (x0, x1, . . .) 7→ (x0− fx1, x1− fx2, . . .) is an

isomorphism in D(A), and
(8) add more here.

Proof. It is clear that (2) implies (1) and that (1) is equivalent to (6). Assume
(1). Let I• be a K-injective complex of A-modules representing K. Condition
(1) signifies that HomA(Af , I•) is acyclic. Let M• be a complex of Af -modules
representing E. Then

HomD(A)(E,K) = HomK(A)(M•, I•) = HomK(Af )(M•,HomA(Af , I•))
by Algebra, Lemma 14.4. As HomA(Af , I•) is a K-injective complex of Af -modules
by Lemma 56.3 the fact that it is acyclic implies that it is homotopy equivalent to
zero (Derived Categories, Lemma 31.2). Thus we get (2).
A free resolution of the A-module Af is given by

0→
⊕

n∈N
A→

⊕
n∈N

A→ Af → 0

where the first map sends the (a0, a1, a2, . . .) to (a0, a1− fa0, a2− fa1, . . .) and the
second map sends (a0, a1, a2, . . .) to a0 +a1/f+a2/f

2 + . . .. Applying HomA(−, I•)
we get

0→ HomA(Af , I•)→
∏

I• →
∏

I• → 0
Since

∏
I• represents

∏
n≥0 K this proves the equivalence of (1) and (7). On

the other hand, by construction of derived limits in Derived Categories, Section
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34 the displayed exact sequence shows the object T (K, f) is a representative of
RHomA(Af ,K) in D(A). Thus the equivalence of (1) and (3).
There is a spectral sequence

Ep,q2 = ExtpA(Af , Hq(K))⇒ Extp+q
A (Af ,K)

See Equation (67.0.1). This spectral sequence degenerates at E2 because Af has
a length 1 resolution by projective A-modules (see above) hence the E2-page has
only 2 nonzero columns. Thus we obtain short exact sequences

0→ Ext1
A(Af , Hp−1(K))→ ExtpA(Af ,K)→ HomA(Af , Hp(K))→ 0

This proves (4) and (5) are equivalent to (1). □

Lemma 91.2.091Q Let A be a ring. Let K ∈ D(A). The set I of f ∈ A such that
T (K, f) = 0 is a radical ideal of A.

Proof. We will use the results of Lemma 91.1 without further mention. If f ∈ I,
and g ∈ A, then Agf is an Af -module hence ExtnA(Agf ,K) = 0 for all n, hence
gf ∈ I. Suppose f, g ∈ I. Then there is a short exact sequence

0→ Af+g → Af(f+g) ⊕Ag(f+g) → Agf(f+g) → 0
because f, g generate the unit ideal in Af+g. This follows from Algebra, Lemma
24.2 and the easy fact that the last arrow is surjective. From the long exact
sequence of Ext and the vanishing of ExtnA(Af(f+g),K), ExtnA(Ag(f+g),K), and
ExtnA(Agf(f+g),K) for all n we deduce the vanishing of ExtnA(Af+g,K) for all n.
Finally, if fn ∈ I for some n > 0, then f ∈ I because T (K, f) = T (K, fn) or
because Af ∼= Afn . □

Lemma 91.3.091R Let A be a ring. Let I ⊂ A be an ideal. Let M be an A-module.
(1) If M is I-adically complete, then T (M,f) = 0 for all f ∈ I.
(2) Conversely, if T (M,f) = 0 for all f ∈ I and I is finitely generated, then

M → limM/InM is surjective.

Proof. Proof of (1). Assume M is I-adically complete. By Lemma 91.1 it suffices
to prove Ext1

A(Af ,M) = 0 and HomA(Af ,M) = 0. Since M = limM/InM and
since HomA(Af ,M/InM) = 0 it follows that HomA(Af ,M) = 0. Suppose we have
an extension

0→M → E → Af → 0
For n ≥ 0 pick en ∈ E mapping to 1/fn. Set δn = fen+1 − en ∈ M for n ≥ 0.
Replace en by

e′
n = en + δn + fδn+1 + f2δn+2 + . . .

The infinite sum exists as M is complete with respect to I and f ∈ I. A simple
calculation shows that fe′

n+1 = e′
n. Thus we get a splitting of the extension by

mapping 1/fn to e′
n.

Proof of (2). Assume that I = (f1, . . . , fr) and that T (M,fi) = 0 for i = 1, . . . , r.
By Algebra, Lemma 96.7 we may assume I = (f) and T (M,f) = 0. Let xn ∈ M
for n ≥ 0. Consider the extension

0→M → E → Af → 0
given by

E = M ⊕
⊕

Aen

/
⟨xn − fen+1 + en⟩
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mapping en to 1/fn in Af (see above). By assumption and Lemma 91.1 this
extension is split, hence we obtain an element x+ e0 which generates a copy of Af
in E. Then

x+ e0 = x− x0 + fe1 = x− x0 − fx1 + f2e2 = . . .

Since M/fnM = E/fnE by the snake lemma, we see that x = x0 + fx1 + . . . +
fn−1xn−1 modulo fnM . In other words, the map M → limM/fnM is surjective
as desired. □

Motivated by the results above we make the following definition.

Definition 91.4.091S Let A be a ring. Let K ∈ D(A). Let I ⊂ A be an ideal. We say
K is derived complete with respect to I if for every f ∈ I we have T (K, f) = 0. If M
is an A-module, then we say M is derived complete with respect to I if M [0] ∈ D(A)
is derived complete with respect to I.

The full subcategory Dcomp(A) = Dcomp(A, I) ⊂ D(A) consisting of derived com-
plete objects is a strictly full, saturated triangulated subcategory, see Derived Cat-
egories, Definitions 3.4 and 6.1. By Lemma 91.2 the subcategory Dcomp(A, I) de-
pends only on the radical

√
I of I, in other words it depends only on the closed

subset Z = V (I) of Spec(A). The subcategory Dcomp(A, I) is preserved under
products and homotopy limits in D(A). But it is not preserved under countable
direct sums in general. We will often simply say M is a derived complete module
if the choice of the ideal I is clear from the context.

Proposition 91.5.091T Let I ⊂ A be a finitely generated ideal of a ring A. Let M be
an A-module. The following are equivalent

(1) M is I-adically complete, and
(2) M is derived complete with respect to I and

⋂
InM = 0.

Proof. This is clear from the results of Lemma 91.3. □

The next lemma shows that the category C of derived complete modules is abelian.
It turns out that C is not a Grothendieck abelian category, see Examples, Section
11.

Lemma 91.6.091U Let I be an ideal of a ring A.
(1) The derived complete A-modules form a weak Serre subcategory C of ModA.
(2) DC(A) ⊂ D(A) is the full subcategory of derived complete objects.

Proof. Part (2) is immediate from Lemma 91.1 and the definitions. For part (1),
suppose thatM → N is a map of derived complete modules. DenoteK = (M → N)
the corresponding object of D(A). Pick f ∈ I. Then ExtnA(Af ,K) is zero for all
n because ExtnA(Af ,M) and ExtnA(Af , N) are zero for all n. Hence K is derived
complete. By (2) we see that Ker(M → N) and Coker(M → N) are objects of
C. Finally, suppose that 0 → M1 → M2 → M3 → 0 is a short exact sequence of
A-modules and M1, M3 are derived complete. Then it follows from the long exact
sequence of Ext’s that M2 is derived complete. Thus C is a weak Serre subcategory
by Homology, Lemma 10.3. □

We will generalize the following lemma in Lemma 91.19.

Lemma 91.7.09B9 Let I be a finitely generated ideal of a ring A. Let M be a derived
complete A-module. If M/IM = 0, then M = 0.
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Proof. Assume that M/IM is zero. Let I = (f1, . . . , fr). Let i < r be the largest
integer such that N = M/(f1, . . . , fi)M is nonzero. If i does not exist, then M = 0
which is what we want to show. Then N is derived complete as a cokernel of a map
between derived complete modules, see Lemma 91.6. By our choice of i we have
that fi+1 : N → N is surjective. Hence

lim(. . .→ N
fi+1−−−→ N

fi+1−−−→ N)
is nonzero, contradicting the derived completeness of N . □

If the ring is I-adically complete, then one obtains an ample supply of derived
complete complexes.

Lemma 91.8.0A05 Let A be a ring and I ⊂ A an ideal. If A is derived complete (eg.
I-adically complete) then any pseudo-coherent object of D(A) is derived complete.

Proof. (Lemma 91.3 explains the parenthetical statement of the lemma.) Let K
be a pseudo-coherent object of D(A). By definition this means K is represented by
a bounded above complex K• of finite free A-modules. Since A is derived complete
it follows that Hn(K) is derived complete for all n, by part (1) of Lemma 91.6.
This in turn implies that K is derived complete by part (2) of the same lemma. □

Lemma 91.9.0A6C Let A be a ring. Let f, g ∈ A. Then for K ∈ D(A) we have
RHomA(Af , RHomA(Ag,K)) = RHomA(Afg,K).

Proof. This follows from Lemma 73.1. □

Lemma 91.10.091V Let I be a finitely generated ideal of a ring A. The inclusion
functor Dcomp(A, I) → D(A) has a left adjoint, i.e., given any object K of D(A)
there exists a map K → K∧ of K into a derived complete object of D(A) such that
the map

HomD(A)(K∧, E) −→ HomD(A)(K,E)
is bijective whenever E is a derived complete object of D(A). In fact, if I is gener-
ated by f1, . . . , fr ∈ A, then we have

K∧ = RHom
(

(A→
∏

i0
Afi0

→
∏

i0<i1
Afi0fi1

→ . . .→ Af1...fr
),K

)
functorially in K.

Proof. Define K∧ by the last displayed formula of the lemma. There is a map of
complexes

(A→
∏

i0
Afi0

→
∏

i0<i1
Afi0fi1

→ . . .→ Af1...fr
) −→ A

which induces a map K → K∧. It suffices to prove that K∧ is derived complete
and that K → K∧ is an isomorphism if K is derived complete.
Let f ∈ A. By Lemma 91.9 the object RHomA(Af ,K∧) is equal to

RHom
(

(Af →
∏

i0
Affi0

→
∏

i0<i1
Affi0fi1

→ . . .→ Aff1...fr ),K
)

If f ∈ I, then f1, . . . , fr generate the unit ideal in Af , hence the extended alternat-
ing Čech complex

Af →
∏

i0
Affi0

→
∏

i0<i1
Affi0fi1

→ . . .→ Aff1...fr
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is zero in D(A) by Lemma 29.5. (In fact, if f = fi for some i, then this com-
plex is homotopic to zero by Lemma 29.4; this is the only case we need.) Hence
RHomA(Af ,K∧) = 0 and we conclude that K∧ is derived complete by Lemma
91.1.
Conversely, if K is derived complete, then RHomA(Af ,K) is zero for all f =
fi0 . . . fip , p ≥ 0. Thus K → K∧ is an isomorphism in D(A). □

Remark 91.11.0G3E Let A be a ring and let I ⊂ A be a finitely generated ideal. The
left adjoint to the inclusion functor Dcomp(A, I) → D(A) which exists by Lemma
91.10 is called the derived completion. To indicate this we will say “let K∧ be the
derived completion of K”. Please keep in mind that the unit of the adjunction is a
functorial map K → K∧.

Lemma 91.12.0A6D Let A be a ring and let I ⊂ A be a finitely generated ideal. Let
K• be a complex of A-modules such that f : K• → K• is an isomorphism for some
f ∈ I, i.e., K• is a complex of Af -modules. Then the derived completion of K• is
zero.

Proof. Indeed, in this case the RHomA(K,L) is zero for any derived complete
complex L, see Lemma 91.1. Hence K∧ is zero by the universal property in Lemma
91.10. □

Lemma 91.13.0A6E Let A be a ring and let I ⊂ A be a finitely generated ideal. Let
K,L ∈ D(A). Then

RHomA(K,L)∧ = RHomA(K,L∧) = RHomA(K∧, L∧)

Proof. By Lemma 91.10 we know that derived completion is given byRHomA(C,−)
for some C ∈ D(A). Then

RHomA(C,RHomA(K,L)) = RHomA(C ⊗L
A K,L)

= RHomA(K,RHomA(C,L))
by Lemma 73.1. This proves the first equation. The map K → K∧ induces a map

RHomA(K∧, L∧)→ RHomA(K,L∧)
which is an isomorphism in D(A) by definition of the derived completion as the left
adjoint to the inclusion functor. □

Lemma 91.14.091W Let A be a ring and let I ⊂ A be an ideal. Let (Kn) be an inverse
system of objects of D(A) such that for all f ∈ I and n there exists an e = e(n, f)
such that fe is zero on Kn. Then for K ∈ D(A) the object K ′ = R lim(K ⊗L

A Kn)
is derived complete with respect to I.

Proof. Since the category of derived complete objects is preserved under R lim it
suffices to show that each K ⊗L

A Kn is derived complete. By assumption for all
f ∈ I there is an e such that fe is zero on K ⊗L

A Kn. Of course this implies that
T (K ⊗L

A Kn, f) = 0 and we win. □

Situation 91.15.0BKC Let A be a ring. Let I = (f1, . . . , fr) ⊂ A. Let K•
n =

K•(A, fn1 , . . . , fnr ) be the Koszul complex on fn1 , . . . , f
n
r viewed as a cochain com-

plex in degrees −r,−r+ 1, . . . , 0. Using the functoriality of Lemma 28.3 we obtain
an inverse system

. . .→ K•
3 → K•

2 → K•
1

https://stacks.math.columbia.edu/tag/0G3E
https://stacks.math.columbia.edu/tag/0A6D
https://stacks.math.columbia.edu/tag/0A6E
https://stacks.math.columbia.edu/tag/091W
https://stacks.math.columbia.edu/tag/0BKC
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compatible with the inverse system H0(K•
n) = A/(fn1 , . . . , fnr ) and compatible with

the maps A→ K•
n.

A key feature of the discussion below will use that for m > n the map

K−p
m = ∧p(A⊕r)→ ∧p(A⊕r) = K−p

n

is given by multiplication by fm−n
i1

. . . fm−n
ip

on the basis element ei1 ∧ . . . ∧ eip .

Lemma 91.16.091Y In Situation 91.15. For K ∈ D(A) the object K ′ = R lim(K ⊗L
A

K•
n) is derived complete with respect to I.

Proof. This is a special case of Lemma 91.14 because fni acts by an endomorphism
of K•

n which is homotopic to zero by Lemma 28.6. □

Lemma 91.17.091Z In Situation 91.15. Let K ∈ D(A). The following are equivalent
(1) K is derived complete with respect to I, and
(2) the canonical map K → R lim(K ⊗L

A K
•
n) is an isomorphism of D(A).

Proof. If (2) holds, then K is derived complete with respect to I by Lemma 91.16.
Conversely, assume that K is derived complete with respect to I. Consider the
filtrations

K•
n ⊃ σ≥−r+1K

•
n ⊃ σ≥−r+2K

•
n ⊃ . . . ⊃ σ≥−1K

•
n ⊃ σ≥0K

•
n = A

by stupid truncations (Homology, Section 15). Because the construction R lim(K⊗
E) is exact in the second variable (Lemma 87.11) we see that it suffices to show

R lim
(
K ⊗L

A (σ≥pK
•
n/σ≥p+1K

•
n)

)
= 0

for p < 0. The explicit description of the Koszul complexes above shows that

R lim
(
K ⊗L

A (σ≥pK
•
n/σ≥p+1K

•
n)

)
=

⊕
i1,...,i−p

T (K, fi1 . . . fi−p
)

which is zero for p < 0 by assumption on K. □

Lemma 91.18.0920 In Situation 91.15. The functor which sends K ∈ D(A) to the
derived limit K ′ = R lim(K ⊗L

A K•
n) is the left adjoint to the inclusion functor

Dcomp(A)→ D(A) constructed in Lemma 91.10.

First proof. The assignment K ⇝ K ′ is a functor and K ′ is derived complete
with respect to I by Lemma 91.16. By a formal argument (omitted) we see that it
suffices to show K → K ′ is an isomorphism if K is derived complete with respect
to I. This is Lemma 91.17. □

Second proof. Denote K 7→ K∧ the adjoint constructed in Lemma 91.10. By
that lemma we have

K∧ = RHom
(

(A→
∏

i0
Afi0

→
∏

i0<i1
Afi0fi1

→ . . .→ Af1...fr
),K

)
In Lemma 29.6 we have seen that the extended alternating Čech complex

A→
∏

i0
Afi0

→
∏

i0<i1
Afi0fi1

→ . . .→ Af1...fr

is a colimit of the Koszul complexes Kn = K(A, fn1 , . . . , fnr ) sitting in degrees
0, . . . , r. Note that Kn is a finite chain complex of finite free A-modules with

https://stacks.math.columbia.edu/tag/091Y
https://stacks.math.columbia.edu/tag/091Z
https://stacks.math.columbia.edu/tag/0920
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dual (as in Lemma 74.15) RHomA(Kn, A) = Kn where Kn is the Koszul cochain
complex sitting in degrees −r, . . . , 0 (as usual). Thus it suffices to show that

RHomA(hocolimKn,K) = R lim(K ⊗L
A Kn)

This follows from Lemma 74.16. □

Lemma 91.19.0G1U A related result is
[DG02, Proposition
6.5]. The derived
Nakayama lemma
can for example be
found in Bhatt’s 3rd
lecture on Prismatic
cohomology at
Columbia University
in Fall 2018 as
Section 2 property
(2). Leonid
Positselski proposed
a proof in https:
//mathoverflow.
net/a/331501.
However, we follow
the proof suggested
by Anonymous in
the comments.

Let I be a finitely generated ideal of a ring A. Let K be a derived
complete object of D(A). If K ⊗L

A A/I = 0, then K = 0.

Proof. Choose generators f1, . . . , fr of I. Denote Kn the Koszul complex on
fn1 , . . . , f

n
r over A. Recall that Kn is bounded and that the cohomology mod-

ules of Kn are annihilated by fn1 , . . . , f
n
r and hence by Inr. By Lemma 88.7 we

see that K ⊗L
A Kn = 0. Since K is derived complete by Lemma 91.18 we have

K = R limK ⊗L
A Kn = 0 as desired. □

As an application of the relationship with the Koszul complex we obtain that derived
completion has finite cohomological dimension.

Lemma 91.20.0AAJ Let A be a ring and let I ⊂ A be an ideal which can be generated
by r elements. Then derived completion has finite cohomological dimension:

(1) Let K → L be a morphism in D(A) such that Hi(K) → Hi(L) is an
isomorphism for i ≥ 1 and surjective for i = 0. Then Hi(K∧) → Hi(L∧)
is an isomorphism for i ≥ 1 and surjective for i = 0.

(2) Let K → L be a morphism of D(A) such that Hi(K) → Hi(L) is an
isomorphism for i ≤ −1 and injective for i = 0. Then Hi(K∧) → Hi(L∧)
is an isomorphism for i ≤ −r − 1 and injective for i = −r.

Proof. Say I is generated by f1, . . . , fr. For any K ∈ D(A) by Lemma 91.18 we
have K∧ = R limK ⊗L

A Kn where Kn is the Koszul complex on fn1 , . . . , f
n
r and

hence we obtain a short exact sequence

0→ R1 limHi−1(K ⊗L
A Kn)→ Hi(K∧)→ limHi(K ⊗L

A Kn)→ 0

by Lemma 87.4.

Proof of (1). Pick a distinguished triangle K → L→ C → K[1]. Then Hi(C) = 0
for i ≥ 0. Since Kn is sitting in degrees ≤ 0 we see that Hi(C⊗L

AKn) = 0 for i ≥ 0
and that H−1(C ⊗L

AKn) = H−1(C)⊗A A/(fn1 , . . . , fnr ) is a system with surjective
transition maps. The displayed equation above shows that Hi(C∧) = 0 for i ≥ 0.
Applying the distinguished triangle K∧ → L∧ → C∧ → K∧[1] we get (1).

Proof of (2). Pick a distinguished triangle K → L→ C → K[1]. Then Hi(C) = 0
for i < 0. Since Kn is sitting in degrees −r, . . . , 0 we see that Hi(C⊗L

AKn) = 0 for
i < −r. The displayed equation above shows that Hi(C∧) = 0 for i < r. Applying
the distinguished triangle K∧ → L∧ → C∧ → K∧[1] we get (2). □

Lemma 91.21.0BKD Let A be a ring and let I ⊂ A be a finitely generated ideal. Let
K• be a filtered complex of A-modules. There exists a canonical spectral sequence
(Er, dr)r≥1 of bigraded derived complete A-modules with dr of bidegree (r,−r + 1)
and with

Ep,q1 = Hp+q((grpK•)∧)
If the filtration on each Kn is finite, then the spectral sequence is bounded and
converges to H∗((K•)∧).

https://stacks.math.columbia.edu/tag/0G1U
https://mathoverflow.net/a/331501
https://mathoverflow.net/a/331501
https://mathoverflow.net/a/331501
https://stacks.math.columbia.edu/tag/0AAJ
https://stacks.math.columbia.edu/tag/0BKD
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Proof. By Lemma 91.10 we know that derived completion is given byRHomA(C,−)
for some C ∈ Db(A). By Lemmas 91.20 and 68.2 we see that C has finite projec-
tive dimension. Thus we may choose a bounded complex of projective modules P •

representing C. Then
M• = Hom•(P •,K•)

is a complex of A-modules representing (K•)∧. It comes with a filtration given
by F pM• = Hom•(P •, F pK•). We see that F pM• represents (F pK•)∧ and hence
grpM• represents (grK•)∧. Thus we find our spectral sequence by taking the
spectral sequence of the filtered complex M•, see Homology, Section 24. If the
filtration on each Kn is finite, then the filtration on each Mn is finite because P •

is a bounded complex. Hence the final statement follows from Homology, Lemma
24.11. □

Example 91.22.0BKE Let A be a ring and let I ⊂ A be a finitely generated ideal. Let
K• be a complex of A-modules. We can apply Lemma 91.21 with F pK• = τ≤−pK

•.
Then we get a bounded spectral sequence

Ep,q1 = Hp+q(H−p(K•)∧[p]) = H2p+q(H−p(K•)∧)
converging to Hp+q((K•)∧). After renumbering p = −j and q = i+2j we find that
for any K ∈ D(A) there is a bounded spectral sequence (E′

r, d
′
r)r≥2 of bigraded

derived complete modules with d′
r of bidegree (r,−r + 1), with

(E′
2)i,j = Hi(Hj(K)∧)

and converging to Hi+j(K∧).

Lemma 91.23.0924 Let A → B be a ring map. Let I ⊂ A be an ideal. The inverse
image of Dcomp(A, I) under the restriction functor D(B)→ D(A) is Dcomp(B, IB).

Proof. Using Lemma 91.2 we see that L ∈ D(B) is in Dcomp(B, IB) if and only
if T (L, f) is zero for every local section f ∈ I. Observe that the cohomology of
T (L, f) is computed in the category of abelian groups, so it doesn’t matter whether
we think of f as an element of A or take the image of f in B. The lemma follows
immediately from this and the definition of derived complete objects. □

Lemma 91.24.0925 Let A→ B be a ring map. Let I ⊂ A be a finitely generated ideal.
If A → B is flat and A/I ∼= B/IB, then the restriction functor D(B) → D(A)
induces an equivalence Dcomp(B, IB)→ Dcomp(A, I).

Proof. Choose generators f1, . . . , fr of I. Denote Č•
A → Č•

B the quasi-isomorphism
of extended alternating Čech complexes of Lemma 89.4. Let K ∈ Dcomp(A, I). Let
I• be a K-injective complex of A-modules representing K. Since ExtnA(Af ,K) and
ExtnA(Bf ,K) are zero for all f ∈ I and n ∈ Z (Lemma 91.1) we conclude that
Č•
A → A and Č•

B → B induce quasi-isomorphisms

I• = HomA(A, I•) −→ Tot(HomA(Č•
A, I

•))
and

HomA(B, I•) −→ Tot(HomA(Č•
B , I

•))
Some details omitted. Since Č•

A → Č•
B is a quasi-isomorphism and I• is K-injective

we conclude that HomA(B, I•) → I• is a quasi-isomorphism. As the complex
HomA(B, I•) is a complex of B-modules we conclude that K is in the image of the
restriction map, i.e., the functor is essentially surjective

https://stacks.math.columbia.edu/tag/0BKE
https://stacks.math.columbia.edu/tag/0924
https://stacks.math.columbia.edu/tag/0925
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In fact, the argument shows that F : Dcomp(A, I)→ Dcomp(B, IB), K 7→ HomA(B, I•)
is a left inverse to restriction. Finally, suppose that L ∈ Dcomp(B, IB). Represent
L by a K-injective complex J• of B-modules. Then J• is also K-injective as a com-
plex of A-modules (Lemma 56.1) hence F (restriction of L) = HomA(B, J•). There
is a map J• → HomA(B, J•) of complexes of B-modules, whose composition with
HomA(B, J•) → J• is the identity. We conclude that F is also a right inverse to
restriction and the proof is finished. □

92. The category of derived complete modules

0GLN Let A be a ring and let I be an ideal. Denote C the category of derived complete
modules, see Definition 91.4. In this section we discuss some properties of this
category. In Examples, Section 11 we show that C isn’t a Grothendieck abelian
category in general.

By Lemma 91.6 the category C is abelian and the inclusion functor C → ModA is
exact.

Since Dcomp(A) ⊂ D(A) is closed under products (see discussion following Defi-
nition 91.4) and since products in D(A) are computed on the level of complexes,
we see that C has products which agree with products in ModA. Thus C in fact
has arbitrary limits and the inclusion functor C → ModA commutes with them, see
Categories, Lemma 14.11.

Assume I is finitely generated. Let ∧ : D(A)→ D(A) denote the derived completion
functor of Lemma 91.10. Let us show the functor

ModA −→ C, M 7−→ H0(M∧)

is a left adjoint to the inclusion functor C → ModA. Note that Hi(M∧) = 0 for
i > 0 for example by Lemma 91.20. Hence, if N is a derived complete A-module,
then we have

HomC(H0(M∧), N) = HomDcomp(A)(M∧, N)
= HomD(A)(M,N)
= HomA(M,N)

as desired.

Let T be a preordered set and let t 7→ Mt be a system of derived complete A-
modules, i.e., a system over T in C, see Categories, Section 21. Denote colimt∈T Mt

the colimit of the system in ModA. It follows formally from the above that

H0((colimt∈T Mt)∧)

is the colimit of the system in C. In this way we see that C has all colimits.
In general the inclusion functor C → ModA will not commute with colimits, see
Examples, Section 11.

Lemma 92.1.0GLP Let A be a ring and let I ⊂ A be an ideal. The category C of
derived complete modules is abelian, has arbitrary limits, and the inclusion functor
F : C → ModA is exact and commutes with limits. If I is finitely generated, then C
has arbitrary colimits and F has a left adjoint

Proof. This summarizes the discussion above. □

https://stacks.math.columbia.edu/tag/0GLP
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93. Derived completion for a principal ideal

0BKF In this section we discuss what happens with derived completion when the ideal is
generated by a single element.

Lemma 93.1.091X Let A be a ring. Let f ∈ A. If there exists an integer c ≥ 1 such
that A[f c] = A[f c+1] = A[f c+2] = . . . (for example if A is Noetherian), then for all
n ≥ 1 there exist maps

(A fn

−−→ A) −→ A/(fn), and A/(fn+c) −→ (A fn

−−→ A)

in D(A) inducing an isomorphism of the pro-objects {A/(fn)} and {(fn : A→ A)}
in D(A).

Proof. The first displayed arrow is obvious. We can define the second arrow of
the lemma by the diagram

A/A[f c]
fn+c

//

fc

��

A

1
��

A
fn

// A

Since the top horizontal arrow is injective the complex in the top row is quasi-
isomorphic to A/fn+cA. We omit the calculation of compositions needed to show
the statement on pro objects. □

Lemma 93.2.0923 Let A be a ring and f ∈ A. Set I = (f). In this situation we
have the naive derived completion K 7→ K ′ = R lim(K ⊗L

A A/f
nA) and the derived

completion
K 7→ K∧ = R lim(K ⊗L

A (A fn

−−→ A))
of Lemma 91.18. The natural transformation of functors K∧ → K ′ is an isomor-
phism if and only if the f -power torsion of A is bounded.

Proof. If the f -power torsion is bounded, then the pro-objects {(fn : A→ A)} and
{A/fnA} are isomorphic by Lemma 93.1. Hence the functors are isomorphic by
Lemma 86.11. Conversely, we see from Lemma 87.11 that the condition is exactly
that

R lim(K ⊗L
A A[fn])

is zero for all K ∈ D(A). Here the maps of the system (A[fn]) are given by
multiplication by f . Taking K = A and K =

⊕
i∈N A we see from Lemma 86.14

this implies (A[fn]) is zero as a pro-object, i.e., fn−1A[fn] = 0 for some n, i.e.,
A[fn−1] = A[fn], i.e., the f -power torsion is bounded. □

Example 93.3.09AT Let A be a ring. Let f ∈ A be a nonzerodivisor. An example to
keep in mind is A = Zp and f = p. Let M be an A-module. Claim: M is derived
complete with respect to f if and only if there exists a short exact sequence

0→ K → L→M → 0

where K,L are f -adically complete modules whose f -torsion is zero. Namely, if
there is a such a short exact sequence, then

M ⊗L
A (A fn

−−→ A) = (K/fnK → L/fnL)

https://stacks.math.columbia.edu/tag/091X
https://stacks.math.columbia.edu/tag/0923
https://stacks.math.columbia.edu/tag/09AT
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because f is a nonzerodivisor on K and L and we conclude that R lim(M⊗L
A (A fn

−−→
A)) is quasi-isomorphic to K → L, i.e., M . This shows that M is derived complete
by Lemma 91.17. Conversely, suppose that M is derived complete. Choose a
surjection F → M where F is a free A-module. Since f is a nonzerodivisor on F
the derived completion of F is L = limF/fnF . Note that L is f -torsion free: if
(xn) with xn ∈ F represents an element ξ of L and fξ = 0, then xn = xn+1 + fnzn
and fxn = fnyn for some zn, yn ∈ F . Then fnyn = fxn = fxn+1 + fn+1zn =
fn+1yn+1 +fn+1zn and since f is a nonzerodivisor on F we see that yn ∈ fF which
implies that xn ∈ fnF , i.e., ξ = 0. Since L is the derived completion, the universal
property gives a map L → M factoring F → M . Let K = Ker(L → M) be the
kernel. Again K is f -torsion free, hence the derived completion of K is limK/fnK.
On the other hand, both M and L are derived complete, hence K is too by Lemma
91.6. It follows that K = limK/fnK and the claim is proved.

Example 93.4.0G3F Let p be a prime number. Consider the map Zp[x] → Zp[y] of
polynomial algebras sending x to py. Consider the cokernel M = Coker(Zp[x]∧ →
Zp[y]∧) of the induced map on (ordinary) p-adic completions. Then M is a derived
complete Zp-module by Proposition 91.5 and Lemma 91.6; see also discussion in
Example 93.3. However, M is not p-adically complete as 1 + py + p2y2 + . . . maps
to a nonzero element of M which is contained in

⋂
pnM .

Example 93.5.0BKG Let A be a ring and let f ∈ A. Denote K 7→ K∧ the derived
completion with respect to (f). Let M be an A-module. Using that

M∧ = R lim(M fn

−−→M)

by Lemma 91.18 and using Lemma 87.4 we obtain

H−1(M∧) = limM [fn] = Tf (M)

the f -adic Tate module of M . Here the maps M [fn] → M [fn−1] are given by
multiplication by f . Then there is a short exact sequence

0→ R1 limM [fn]→ H0(M∧)→ limM/fnM → 0

describing H0(M∧). We have H1(M∧) = R1 limM/fnM = 0 as the transition
maps are surjective (Lemma 87.1). All the other cohomologies of M∧ are zero for
trivial reasons. Finally, for K ∈ D(A) and p ∈ Z there is a short exact sequence

0→ H0(Hp(K)∧)→ Hp(K∧)→ Tf (Hp+1(K))→ 0

This follows from the spectral sequence of Example 91.22 because it degenerates at
E2 (as only i = −1, 0 give nonzero terms); the next lemma gives more information.

https://stacks.math.columbia.edu/tag/0G3F
https://stacks.math.columbia.edu/tag/0BKG
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Lemma 93.6.0H32 Let A be a ring and let f ∈ A. Let K be an object of D(A). Denote
Kn = K ⊗L

A (A fn

−−→ A). For all p ∈ Z there is a commutative diagram

0 0

0 // Ĥp(K) //

OO

limHp(Kn) //

OO

Tf (Hp+1(K)) // 0

0 // H0(Hp(K)∧) //

OO

Hp(K∧) //

OO

Tf (Hp+1(K)) // 0

R1 limHp(K)[fn]

OO

∼= // R1 limHp−1(Kn)

OO

0

OO

0

OO

with exact rows and columns where Ĥp(K) = limHp(K)/fnHp(K) is the usual
f -adic completion. The left vertical short exact sequence and the middle horizontal
short exact sequence are taken from Example 93.5 The middle vertical short exact
sequence is the one from Lemma 87.4.

Proof. To construct the top horizontal short exact sequence, observe that we have
the following inverse system short exact sequences

0→ Hp(K)/fnHp(K)→ Hp(Kn)→ Hp+1(K)[fn]→ 0

coming from the construction of Kn as a shift of the cone on fn : K → K. Taking
the inverse limit of these we obtain the top horizontal short exact sequence, see
Homology, Lemma 31.3.

Let us prove that we have a commutative diagram as in the lemma. We consider the
map L = τ≤pK → K. Setting Ln = L⊗L

A (A fn

−−→ A) we obtain a map (Ln)→ (Kn)
of inverse systems which induces a map of short exact sequences

0 0

limHp(Ln) //

OO

limHp(Kn)

OO

Hp(L∧) //

OO

Hp(K∧)

OO

R1 limHp−1(Ln) //

OO

R1 limHp−1(Kn)

OO

0

OO

0

OO

https://stacks.math.columbia.edu/tag/0H32
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Since Hi(L) = 0 for i > p and Hp(L) = Hp(K), a computation using the refer-
ences in the statement of the lemma shows that Hp(L∧) = H0(Hp(K)∧) and that
Hp(Ln) = Hp(K)/fnHp(K). On the other hand, we have Hp−1(Ln) = Hp−1(Kn)
and hence we see that we get the isomorphism as indicated in the statement of
the lemma since we already know the kernel of H0(Hp(K)∧)→ Ĥp(K) is equal to
R1 limHp(K)[fn]. We omit the verification that the rightmost square in the dia-
gram commutes if we define the top row by the construction in the first paragraph
of the proof. □

Remark 93.7.0H33 With notation as in Lemma 93.6 we also see that the inverse
system Hp(Kn) has ML if and only if the inverse system Hp+1(K)[fn] has ML. This
follows from the inverse system of short exact sequences 0→ Hp(K)/fnHp(K)→
Hp(Kn) → Hp+1(K)[fn] → 0 (see proof of the lemma) combined with Homology,
Lemma 31.3 and Lemma 86.13.

Lemma 93.8 (Bhatt).0CQY Let I be a finitely generated ideal in a ring A. Let M be a
derived complete A-module. If M is an I-power torsion module, then InM = 0 for
some n.

Proof. Say I = (f1, . . . , fr). It suffices to show that for each i there is an ni such
that fni

i M = 0. Hence we may assume that I = (f) is a principal ideal. Let
B = Z[x] → A be the ring map sending x to f . By Lemma 91.23 we see that M
is derived complete as a B-module with respect to the ideal (x). After replacing A
by B, we may assume that f is a nonzerodivisor in A.

Assume I = (f) with f ∈ A a nonzerodivisor. According to Example 93.3 there
exists a short exact sequence

0→ K
u−→ L→M → 0

where K and L are I-adically complete A-modules whose f -torsion is zero11. Con-
sider K and L as topological modules with the I-adic topology. Then u is contin-
uous. Let

Ln = {x ∈ L | fnx ∈ u(K)}
Since M is f -power torsion we see that L =

⋃
Ln. Let Nn be the closure of Ln

in L. By Lemma 36.4 we see that Nn is open in L for some n. Fix such an n.
Since fn+m : L → L is a continuous open map, and since fn+mLn ⊂ u(fmK) we
conclude that the closure of u(fmK) is open for all m ≥ 1. Thus by Lemma 36.5
we conclude that u is open. Hence f tL ⊂ Im(u) for some t and we conclude that
f t annihilates M as desired. □

Lemma 93.9.0G3G Let f ∈ A be an element of a ring. Set J =
⋂
fnA. Let M be an

A-module derived complete with respect to f . Then JM ′ = 0 where M ′ = Ker(M →
limM/fnM). In particular, if A is derived complete then J is an ideal of square
zero.

11For the proof it is enough to show that there exists a sequence K
u−→ L → M → 0 where

K and L are I-adically complete A-modules. This can be shown by choosing a presentation
F1 → F0 →M → 0 with Fi free and then setting K and L equal to the f -adic completions of F1
and F0. Namely, as f is a nonzerodivisor these completions will be the derived completions and
the sequence will remain exact.

https://stacks.math.columbia.edu/tag/0H33
https://stacks.math.columbia.edu/tag/0CQY
https://stacks.math.columbia.edu/tag/0G3G
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Proof. Take x ∈ M ′ and g ∈ J . For every n ≥ 1 we may write x = fnxn. Since
g is in fnA we see that the element yn = gxn in M ′ is independent of the choice
of xn. In particular, we may take xn = fxn+1 and we find that yn = fyn+1. Thus
we obtain a map Af → M sending 1/fn to yn. This map has to be zero as M is
derived complete (Lemma 91.1) and hence yn = 0 for all n. Since gx = gfx1 = fy1
this completes the proof. □

Lemma 93.10.0G3H Let A be a ring derived complete with respect to an ideal I. Then
(A, I) is a henselian pair.

Proof. Let f ∈ I. By Lemma 11.15 it suffices to show that (A, fA) is a henselian
pair. Observe that A is derived complete with respect to fA (follows immediately
from Definition 91.4). By Lemma 91.3 the map from A to the f -adic completion A′

of A is surjective. By Lemma 11.4 the pair (A′, fA′) is henselian. Thus it suffices
to show that (A,

⋂
fnA) is a henselian pair, see Lemma 11.9. This follows from

Lemmas 93.9 and 11.2. □

Lemma 93.11.0G3I Let A be a ring derived complete with respect to an ideal I. Set
J =

⋂
In. If I can be generated by r elements then JN = 0 where N = 2r.

Proof. When r = 1 this is Lemma 93.9. Say I = (f1, . . . , fr) with r > 1. By
Lemma 91.6 the ring At = A/f trA is derived complete with respect to I and hence
a fortiori derived complete with respect to It = (f1, . . . , fr−1)At. Observe that
A → At sends J into Jt =

⋂
Int . By induction J

N/2
t = 0 with N = 2r. The ideal⋂

Ker(A → At) =
⋂
f trA has square zero by the case r = 1. This finishes the

proof. □

Lemma 93.12.0G5V Let A be a reduced ring derived complete with respect to a finitely
generated ideal I. Then A is I-adically complete.

Proof. Follows from Lemma 93.11 and Proposition 91.5. □

94. Derived completion for Noetherian rings

0BKH Let A be a ring and let I ⊂ A be an ideal. For any K ∈ D(A) we can consider the
derived limit

K ′ = R lim(K ⊗L
A A/I

n)
This is a functor in K, see Remark 87.10. The system of maps A→ A/In induces
a map K → K ′ and K ′ is derived complete with respect to I (Lemma 91.14). This
“naive” derived completion construction does not agree with the adjoint of Lemma
91.10 in general. For example, if A = Zp ⊕Qp/Zp with the second summand an
ideal of square zero, K = A[0], and I = (p), then the naive derived completion gives
Zp[0], but the construction of Lemma 91.10 gives K∧ ∼= Zp[1]⊕Zp[0] (computation
omitted). Lemma 93.2 characterizes when the two functors agree in the case I is
generated by a single element.
The main goal of this section is the show that the naive derived completion is equal
to derived completion if A is Noetherian.

Lemma 94.1.0921 In Situation 91.15. If A is Noetherian, then the pro-objects {K•
n}

and {A/(fn1 , . . . , fnr )} of D(A) are isomorphic12.
12In particular, for every n there exists an m ≥ n such that K•

m → K•
n factors through the

map K•
m → A/(fm

1 , . . . , fm
r ).

https://stacks.math.columbia.edu/tag/0G3H
https://stacks.math.columbia.edu/tag/0G3I
https://stacks.math.columbia.edu/tag/0G5V
https://stacks.math.columbia.edu/tag/0921
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Proof. We have an inverse system of distinguished triangles
τ≤−1K

•
n → K•

n → A/(fm1 , . . . , fmr )→ (τ≤−1K
•
n)[1]

See Derived Categories, Remark 12.4. By Derived Categories, Lemma 42.4 it
suffices to show that the inverse system τ≤−1K

•
n is pro-zero. Recall that K•

n

has nonzero terms only in degrees i with −r ≤ i ≤ 0. Thus by Derived Cate-
gories, Lemma 42.3 it suffices to show that Hp(K•

n) is pro-zero for p ≤ −1. In
other words, for every n ∈ N we have to show there exists an m ≥ n such that
Hp(K•

m)→ Hp(K•
n) is zero. Since A is Noetherian, we see that

Hp(K•
n) = Ker(Kp

n → Kp+1
n )

Im(Kp−1
n → Kp

n)
is a finite A-module. Moreover, the map Kp

m → Kp
n is given by a diagonal matrix

whose entries are in the ideal (fm−n
1 , . . . , fm−n

r ) as p < 0. Note that Hp(K•
n) is

annihilated by J = (fn1 , . . . , fnr ), see Lemma 28.6. Now (fm−n
1 , . . . , fm−n

r ) ⊂ J t

for m − n ≥ tn. Thus by Algebra, Lemma 51.2 (Artin-Rees) applied to the ideal
J and the module M = Kp

n with submodule N = Ker(Kp
n → Kp+1

n ) for m large
enough the image of Kp

m → Kp
n intersected with Ker(Kp

n → Kp+1
n ) is contained in

J Ker(Kp
n → Kp+1

n ). For such m we get the zero map. □

Proposition 94.2.0922 Let A be a Noetherian ring. Let I ⊂ A be an ideal. The
functor which sends K ∈ D(A) to the derived limit K ′ = R lim(K ⊗L

A A/I
n) is

the left adjoint to the inclusion functor Dcomp(A) → D(A) constructed in Lemma
91.10.

Proof. Say (f1, . . . , fr) = I and let K•
n be the Koszul complex with respect to

fn1 , . . . , f
n
r . By Lemma 91.18 it suffices to prove that

R lim(K ⊗L
A K

•
n) = R lim(K ⊗L

A A/(fn1 , . . . , fnr )) = R lim(K ⊗L
A A/I

n).
By Lemma 94.1 the pro-objects {K•

n} and {A/(fn1 , . . . , fnr )} ofD(A) are isomorphic.
It is clear that the pro-objects {A/(fn1 , . . . , fnr )} and {A/In} are isomorphic. Thus
the map from left to right is an isomorphism by Lemma 87.12. □

Lemma 94.3.0EET Let I be an ideal of a Noetherian ring A. Let M be an A-module
with derived completion M∧. Then there are short exact sequences

0→ R1 lim TorAi+1(M,A/In)→ H−i(M∧)→ lim TorAi (M,A/In)→ 0
A similar result holds for M ∈ D−(A).

Proof. Immediate consequence of Proposition 94.2 and Lemma 87.4. □

As an application of the proposition above we identify the derived completion in
the Noetherian case for pseudo-coherent complexes.

Lemma 94.4.0A06 Let A be a Noetherian ring and I ⊂ A an ideal. Let K be an object
of D(A) such that Hn(K) a finite A-module for all n ∈ Z. Then the cohomol-
ogy modules Hn(K∧) of the derived completion are the I-adic completions of the
cohomology modules Hn(K).

Proof. The complex τ≤mK is pseudo-coherent for all m by Lemma 64.17. Thus
τ≤mK is represented by a bounded above complex P • of finite free A-modules.
Then τ≤mK⊗L

AA/I
n = P •/InP •. Hence (τ≤mK)∧ = R limP •/InP • (Proposition

94.2) and since the R lim is just given by termwise lim (Lemma 87.1) and since

https://stacks.math.columbia.edu/tag/0922
https://stacks.math.columbia.edu/tag/0EET
https://stacks.math.columbia.edu/tag/0A06


MORE ON ALGEBRA 266

I-adic completion is an exact functor on finite A-modules (Algebra, Lemma 97.2)
we conclude the result holds for τ≤mK. Hence the result holds for K as derived
completion has finite cohomological dimension, see Lemma 91.20. □

Lemma 94.5.09BA Let I be an ideal of a Noetherian ring A. Let M be a derived
complete A-module. If M/IM is a finite A/I-module, then M = limM/InM and
M is a finite A∧-module.

Proof. Assume M/IM is finite. Pick x1, . . . , xt ∈ M which map to generators
of M/IM . We obtain a map A⊕t → M mapping the ith basis vector to xi. By
Proposition 94.2 the derived completion of A is A∧ = limA/In. As M is derived
complete, we see that our map factors through a map q : (A∧)⊕t → M . The
module Coker(q) is zero by Lemma 91.7. Thus M is a finite A∧-module. Since A∧

is Noetherian and complete with respect to IA∧, it follows that M is I-adically
complete (use Algebra, Lemmas 97.5, 96.11, and 51.2). □

Lemma 94.6.0EEU Let I be an ideal in a Noetherian ring A.
(1) If M is a finite A-module and N is a flat A-module, then the derived I-adic

completion of M ⊗A N is the usual I-adic completion of M ⊗A N .
(2) If M is a finite A-module and f ∈ A, then the derived I-adic completion of

Mf is the usual I-adic completion of Mf .

Proof. For an A-module M denote M∧ the derived completion and limM/InM

the usual completion. Assume M is finite. The system TorAi (M,A/In) is pro-zero
for i > 0, see Lemma 27.3. Since TorAi (M ⊗AN,A/In) = TorAi (M,A/In)⊗AN as
N is flat, the same is true for the system TorAi (M ⊗A N,A/In). By Lemma 94.3
we conclude R lim(M ⊗A N) ⊗L

A A/I
n only has cohomology in degree 0 given by

the usual completion limM ⊗A N/In(M ⊗A N). This proves (1). Part (2) follows
from (1) and the fact that Mf = M ⊗A Af . □

Lemma 94.7.0EEV Let I be an ideal in a Noetherian ring A. Let ∧ denote derived
completion with respect to I. Let K ∈ D−(A).

(1) If M is a finite A-module, then (K ⊗L
AM)∧ = K∧ ⊗L

AM .
(2) If L ∈ D(A) is pseudo-coherent, then (K ⊗L

A L)∧ = K∧ ⊗L
A L.

Proof. Let L be as in (2). We may represent K by a bounded above complex P •

of free A-modules. We may represent L by a bounded above complex F • of finite
free A-modules. Since Tot(P •⊗A F •) represents K ⊗L

A L we see that (K ⊗L
A L)∧ is

represented by
Tot((P •)∧ ⊗A F •)

where (P •)∧ is the complex whose terms are the usual = derived completions (Pn)∧,
see for example Proposition 94.2 and Lemma 94.6. This proves (2). Part (1) is a
special case of (2). □

95. An operator introduced by Berthelot and Ogus

0F7N In this section we discuss a construction introduced in [BO78, Section 8] and gen-
eralized in [BMS18, Section 6]. We urge the reader to look at the original papers
discussing this notion.
Let A be a ring and let f ∈ A be a nonzerodivisor. If M is a A-module then by
Lemma 88.3 following are equivalent

https://stacks.math.columbia.edu/tag/09BA
https://stacks.math.columbia.edu/tag/0EEU
https://stacks.math.columbia.edu/tag/0EEV
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(1) f is a nonzerodivisor on M ,
(2) M [f ] = 0,
(3) M [fn] = 0 for all n ≥ 1, and
(4) the map M →Mf is injective.

If these equivalent conditions hold, then (in this section) we will say M is f -torsion
free. If so, then we denote f iM ⊂Mf the submodule consisting of elements of the
form f ix with x ∈ M . Of course f iM is isomorphic to M as an A-module. Let
M• be a complex of f -torsion free A-modules with differentials di : M i → M i+1.
In this case we define ηfM• to be the complex with terms

(ηfM)i = {x ∈ f iM i | di(x) ∈ f i+1M i+1}
and differential induced by di. Observe that ηfM• is another complex of f -torsion
free A-modules. If a• : M• → N• is a map of complexes of f -torsion free A-modules,
then we obtain a map of complexes

ηfa
• : ηfM• −→ ηfN

•

induced by the maps f iM i → f iN i. The reader checks that we obtain an endo-
functor on the category of complexes of f -torsion free A-modules. If a•, b• : M• →
N• are two maps of complexes of f -torsion free A-modules and h = {hi : M i →
N i−1} is a homotopy between a• and b•, then we define ηfh to be the family of
maps (ηfh)i : (ηfM)i → (ηfN)i−1 which sends x to hi(x); this makes sense as
x ∈ f iM i implies hi(x) ∈ f iN i−1 which is certainly contained in (ηfN)i−1. The
reader checks that ηfh is a homotopy between ηfa• and ηfb•. All in all we see that
we obtain a functor

ηf : K(f -torsion free A-modules) −→ K(f -torsion free A-modules)
on the homotopy category (Derived Categories, Section 8) of the additive category
of f -torsion free A-modules. There is no sense in which ηf is an exact functor of
triangulated categories, see Example 95.1.

Example 95.1.0GSN Let A be a ring. Let f ∈ A be a nonzerodivisor. Consider
the functor ηf : K(f -torsion free A-modules)→ K(f -torsion free A-modules). Let
M• be a complex of f -torsion free A-modules. Multiplication by f defines an
isomorphism ηf (M•[1])→ (ηfM•)[1], so in this sense ηf is compatible with shifts.
However, consider the diagram

A
f
// A

1
// A // 0

0 //

OO

0 //

OO

A
−1 //

f

OO

A

OO

Think of each column as a complex of f -torsion free A-modules with the module on
top in degree 1 and the module under it in degree 0. Then this diagram provides
us with a distinguished triangle in K(f -torsion free A-modules) with triangulated
structure as given in Derived Categories, Section 10. Namely the third complex is
the cone of the map between the first two complexes. However, applying ηf to each
column we obtain

fA
f
// fA

1
// fA // 0

0 //

OO

0 //

OO

A
−1 //

f

OO

A

OO

https://stacks.math.columbia.edu/tag/0GSN
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However, the third complex is acyclic and even homotopic to zero. Hence if this
were a distinguished triangle, then the first arrow would have to be an isomorphism
in the homotopy category, which is not true unless f is a unit.

Lemma 95.2.0F7P Let A be a ring and let f ∈ A be a nonzerodivisor. Let M• be a
complex of f -torsion free A-modules. There is a canonical isomorphism

f i : Hi(M•)/Hi(M•)[f ] −→ Hi(ηfM•)
given by multiplication by f i.

Proof. Observe that Ker(di : (ηfM)i → (ηfM)i+1) is equal to Ker(di : f iM i →
f iM i+1) = f i Ker(di : M i → M i+1). This we get a surjection f i : Hi(M•) →
Hi(ηfM•) by sending the class of z ∈ Ker(di : M i →M i+1) to the class of f iz. If
we obtain the zero class in Hi(ηfM•) then we see that f iz = di−1(f i−1y) for some
y ∈ M i−1. Since f is a nonzerodivisor on all the modules involved, this means
fz = di−1(y) which exactly means that the class of z is f -torsion as desired. □

Lemma 95.3.0F7Q Let A be a ring and let f ∈ A be a nonzerodivisor. If M• → N•

is a quasi-isomorphism of complexes of f -torsion free A-modules, then the induced
map ηfM• → ηfN

• is a quasi-isomorphism too.

Proof. This is true because the isomorphisms of Lemma 95.2 are compatible with
maps of complexes. □

Lemma 95.4.0F7R Let A be a ring and let f ∈ A be a nonzerodivisor. There is an
additive functor13 Lηf : D(A) → D(A) such that if M ∈ D(A) is represented by
a complex M• of f -torsion free A-modules, then LηfM = ηfM

• and similarly for
morphisms.

Proof. Denote T ⊂ ModA the full subcategory of f -torsion free A-modules. We
have a corresponding inclusion

K(T ) ⊂ K(ModA) = K(A)
of K(T ) as a full triangulated subcategory of K(A). Let S ⊂ Arrows(K(T )) be the
quasi-isomorphisms. We will apply Derived Categories, Lemma 5.8 to show that
the map

S−1K(T ) −→ D(A)
is an equivalence of triangulated categories. The lemma shows that it suffices
to prove: given a complex M• of A-modules, there exists a quasi-isomorphism
K• →M• with K• a complex of f -torsion free modules. By Lemma 59.10 we can
find a quasi-isomorphism K• →M• such that the complex K• is K-flat (we won’t
use this) and consists of flat A-modules Ki. In particular, f is a nonzerodivisor on
Ki for all i as desired.
With these preliminaries out of the way we can define Lηf . Namely, by the discus-
sion at the start of this section we have already a well defined functor

K(T ) ηf−→ K(T )→ K(A)→ D(A)
which according to Lemma 95.3 sends quasi-isomorphisms to quasi-isomorphisms.
Hence this functor factors over S−1K(T ) = D(A) by Categories, Lemma 27.8. □

13Beware that this functor isn’t exact, i.e., does not transform distinguished triangles into
distinguished triangles. See Example 95.1.
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Remark 95.5.0F7S Let A be a ring and let f ∈ A be a nonzerodivisor. Let M• be
a complex of f -torsion free A-modules. For every i set M i = M i/fM i. Denote
Bi ⊂ Zi ⊂ M

i the boundaries and cocycles for the differentials on the complex
M

• = M• ⊗A A/fA. We claim that there exists a commutative diagram

0 // Bi+1 // Bi+1 ⊕Bi //

s,s′

��

Bi //

��

0

0 // Bi+1 s // (ηfM)i/f(ηfM)i t // Zi // 0

with exact rows. Here are the constructions of the maps
(1) If x ∈ (ηfM)i then x = f ix′ with di(x′) = 0 in M i+1. Hence we can define

the map t by sending x to the class of x′.
(2) If y ∈M i+1 has class y in Bi+1 ⊂M i+1 then we can write y = fy′ + di(x)

for y′ ∈ M i+1 and x ∈ M i. Hence we can define the map s sending y to
the class of f i+1x in (ηfM)i/f(ηfM)i; we omit the verification that this is
well defined.

(3) If x ∈ M i has class x in Bi ⊂ M
i then we can write x = fx′ + di−1(z)

for x′ ∈ M i and z ∈ M i−1. We define the map s′ by sending x to the
class of f idi−1(z) in (ηfM)i/f(ηfM)i. This is well defined because if
fx′ + di−1(z) = 0, then f ix′ is in (ηfM)i and consequently f idi−1(z) is
in f(ηfM)i.

We omit the verification that the lower row in the displayed diagram is a short
exact sequence of modules. It is immediately clear from these constructions that
we have commutative diagrams

Bi+1 ⊕Bi

s,s′

��

// Bi+2 ⊕Bi+1

s,s′

��
(ηfM)i/f(ηfM)i // (ηfM)i+1/f(ηfM)i+1

where the upper horizontal arrow is given by the identification of the summands
Bi+1 in source and target. In other words, we have found an acyclic subcomplex
of ηfM•/f(ηfM•) = ηfM

• ⊗A A/fA and the quotient by this subcomplex is a
complex whose terms Zi/Bi are the cohomology modules of the complex M

• =
M• ⊗A A/fA.

To explain the phenomenon observed in Remark 95.5 in a more canonical manner,
we are going to construct the Bockstein operators. Let A be a ring and let f ∈ A
be a nonzerodivisor. Let M• be a complex of f -torsion free A-modules. For every
i ∈ Z there is a commutative diagram (with tensor products over A)

0 // M• ⊗ f i+1A //

��

M• ⊗ f iA //

��

M• ⊗ f iA/f i+1A // 0

0 // M• ⊗ f i+1A/f i+2A // M• ⊗ f iA/f i+2A // M• ⊗ f iA/f i+1A // 0

whose rows are short exact sequences of complexes. Of course these short exact
sequences for different i are all isomorphic to each other by suitably multiplying

https://stacks.math.columbia.edu/tag/0F7S
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with powers of f . The long exact sequence of cohomology of the bottom sequence
in particular determines the Bockstein operator

β = βi : Hi(M• ⊗ f iA/f i+1A)→ Hi+1(M• ⊗ f i+1A/f i+2A)

for all i ∈ Z. For later use we record here that by the commutative diagram above
there is a factorization

(95.5.1)0GSP

Hi(M• ⊗ f iA/f i+1A)
δ

//

β **

Hi+1(M• ⊗ f i+1A)

��
Hi+1(M• ⊗ f i+1A/f i+2A)

of the Bockstein operator where δ is the boundary operator coming from the top
row in the commutative diagram above. Let us show that we obtain a complex

(95.5.2)0GSQ H•(M•/f) =



. . .
↓

Hi−1(M• ⊗ f i−1A/f iA)
↓ β

Hi(M• ⊗ f iA/f i+1A)
↓ β

Hi+1(M• ⊗ f i+1A/f i+2A)
↓
. . .


i.e., that β ◦β = 014. Namely, using the factorization (95.5.1) we see that it suffices
to show that

Hi+1(M•⊗ f i+1A)→ Hi+1(M•⊗ f i+1A/f i+2A) βi+1

−−−→ Hi+2(M•⊗ f i+2A/f i+3A)

is zero. This is true because the kernel of βi+1 consists of the cohomology classes
which can be lifted to Hi+1(M•⊗f i+1A/f i+3A) and those in the image of the first
map certainly can!

Lemma 95.6.0F7T Let A be a ring and let f ∈ A be a nonzerodivisor. Let M• be a
complex of f -torsion free A-modules. There is a canonical map of complexes

ηfM
• ⊗A A/fA −→ H•(M•/f)

which is a quasi-isomorphism where the right hand side is the complex (95.5.2).

Proof. Let x ∈ (ηfM)i. Then x = f ix′ ∈ f iM and di(x) = f i+1y ∈ f i+1M i+1.
Thus di maps x′⊗f i to zero in M i+1⊗f iA/f i+1A. All tensor products are over A

14An alternative is to argue that β occurs as the differential for the spectral sequence for
the complex (M•)f filtered by the subcomplexes f iM•. Yet another argument, which proves
something stronger, is to first consider the case M• = A. Here the short exact sequences 0 →
f i+1A/f i+2A→ f iA/f i+2A→ f iA/f i+1A→ 0 define maps βi : f iA/f i+1A→ f i+1A/f i+2A[1]
in D(A). Then one computes (arguing similarly to the text) that the composition f iA/f i+1A→
f i+1A/f i+2A[1]→ f i+2A/f i+3A[2] is zero in D(A). Since M•⊗f iA/f i+1A = M•⊗Lf iA/f i+1A

by our assumption on M• having f -torsion free terms, we conclude the compostion

(M• ⊗ f iA/f i+1A)→ (M• ⊗ f i+1A/f i+2A)[1]→ (M• ⊗ f i+2A/f i+3A)[2]

in D(A) is zero as well.

https://stacks.math.columbia.edu/tag/0F7T
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in this proof. Hence we may map x to the class of x′⊗ f i in Hi(M•⊗ f iA/f i+1A).
It is clear that this rule defines a map

(ηfM)i ⊗A/fA −→ Hi(M• ⊗ f iA/f i+1A)
of A/fA-modules. Observe that in the situation above, we may view x′ ⊗ f i as
an element of M i ⊗ f iA/f i+2A with differential di(x′ ⊗ f i) = y ⊗ f i+1. By the
construction of β above we find that β(x′ ⊗ f i) = y ⊗ f i+1 and we conclude that
our maps are compatible with differentials, i.e., we have a map of complexes.
To finish the proof, we observe that the construction given in the previous paragraph
agrees with the maps (ηfM)i⊗A/fA→ Zi/Bi discussed in Remark 95.5. Since we
have seen that the kernel of these maps is an acyclic subcomplex of ηfM•⊗A/fA,
the lemma is proved. □

Lemma 95.7.0F7Y Let A be a ring and let f ∈ A be a nonzerodivisor. Let M• be a
complex of f -torsion free A-modules. For i ∈ Z the following are equivalent

(1) Ker(di mod f2) surjects onto Ker(di mod f),
(2) β : Hi(M• ⊗A f iA/f i+1A)→ Hi+1(M• ⊗A f i+1A/f i+2A) is zero.

These equivalent conditions are implied by the condition Hi+1(M•)[f ] = 0.

Proof. The equivalence of (1) and (2) follows from the definition of β as the bound-
ary map on cohomology of a short exact sequence of complexes isomorphic to the
short exact sequence of complexes 0 → fM•/f2M• → M•/f2M• → M•/fM• →
0. If β ̸= 0, then Hi+1(M•)[f ] ̸= 0 because of the factorization (95.5.1). □

Lemma 95.8.0F7Z Let A be a ring and let f ∈ A be a nonzerodivisor. Let M• be a
complex of f -torsion free A-modules. If Ker(di mod f2) surjects onto Ker(di mod
f), then the canonical map

(1, di) : (ηfM)i/f(ηfM)i −→ f iM i/f i+1M i ⊕ f i+1M i+1/f i+2M i+1

identifies the left hand side with a direct sum of submodules of the right hand side.

Proof. With notation as in Remark 95.5 we define a map t−1 : Zi → (ηfM)i/f(ηfM)i.
Namely, for x ∈ M i with di(x) = f2y we send the class of x in Zi to the class of
f ix in (ηfM)i/f(ηfM)i. We omit the verification that this is well defined; the
assumption of the lemma exactly signifies that the domain of this operation is all of
Zi. Then t ◦ t−1 = idZi . Hence t−1 defines a splitting of the short exact sequence
in Remark 95.5 and the resulting direct sum decomposition

(ηfM)i/f(ηfM)i = Zi ⊕Bi+1

is compatible with the map displayed in the lemma. □

Lemma 95.9.0F7U Let A be a ring and let f, g ∈ A be nonzerodivisors. Let M•

be a complex of A-modules such that fg is a nonzerodivisor on all M i. Then
ηfηgM

• = ηfgM
•.

Proof. The statement means that in degree i we obtain the same submodule of
the localization M i

fg = (M i
g)f . We omit the details. □

Lemma 95.10.0GSR Let A be a ring and let f ∈ A be a nonzerodivisor. Let A → B
be a flat ring map and let g ∈ B the image of f . Let M• be a complex of f -torsion
free A-modules. Then g is a nonzerodivisor, M• ⊗A B is a complex of g-torsion
free modules, and ηfM• ⊗A B = ηg(M• ⊗A B).

https://stacks.math.columbia.edu/tag/0F7Y
https://stacks.math.columbia.edu/tag/0F7Z
https://stacks.math.columbia.edu/tag/0F7U
https://stacks.math.columbia.edu/tag/0GSR
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Proof. Omitted. □

96. Perfect complexes and the eta operator

0F7V In this section we do some algebra to prepare for our version of Macpherson’s
graph construction, see More on Flatness, Section 44. We will use the ηf operator
introduced in Section 95.
Let A be a ring and let f ∈ A be a nonzerodivisor. Let M• be a bounded complex
of finite free A-modules. For each i let ri be the rank of M i and set
Ii(M•, f) = ideal generated by the ri × ri-minors of (f, di) : M i →M i ⊕M i+1

Observe that fri ∈ Ii(M•, f).

Lemma 96.1.0GSS Let A be a ring and let f ∈ A be a nonzerodivisor. Let M• and
N• be two bounded complexes of finite free A-modules representing the same object
of D(A). Then

fmIi(M•, f) = fnIi(N•, f)
as ideals of A for integers n,m ≥ 0 such that

m+
∑

j≥i
(−1)j−irk(M j) = n+

∑
j≥i

(−1)j−irk(N j)

Proof. It suffices to prove the equality after localization at every prime ideal of
A. Thus by Lemma 75.8 and an induction argument we omit we may assume
N• = M• ⊕Q• for some trivial complex Q•, i.e.,

Q• = . . .→ 0→ A
1−→ A→ 0→ . . .

where A is placed in degree j and j + 1. If j ̸= i − 1, i, i + 1 then we clearly have
equality Ii(M•, f) = Ii(N•, f) and m = n and we have the desired equality. If
j = i+ 1 then the maps

(f, di) : M i →M i ⊕M i+1 and (f, di, 0) : M i →M i ⊕M i+1 ⊕A
have the same nonzero minors hence in this case we also have Ii(M•, f) = Ii(N•, f)
and m = n. If j = i, then Ii(M•, f) is the ideal generated by the ri × ri-minors of

(f, di) : M i →M i ⊕M i+1

and Ii(N•, f) is the ideal generated by the (ri + 1)× (ri + 1)-minors of
(f ⊕ f, di ⊕ 1) : (M i ⊕A)→ (M i ⊕A)⊕ (M i+1 ⊕A)

With suitable choice of coordinates we see that the matrix of the second map is in
block form

T =
(
T1 0
0 T2

)
, T1 = matrix of first map, T2 =

(
f
1

)
With notation as in Lemma 8.1 we have I0(T2) = A, I1(T2) = A, Ip(T2) = 0
for p ≥ 2 and hence Iri+1(T ) = Iri+1(T1) + Iri

(T1) = Iri
(T1) which means that

Ii(M•, f) = Ii(N•, f). We also have m = n so this finishes the case j = i. Finally,
say j = i−1. Then we see that m = n+1, thus we have to show that fIi(M•, f) =
Ii(N•, f). In this case Ii(M•, f) is the ideal generated by the ri × ri-minors of

(f, di) : M i →M i ⊕M i+1

and Ii(N•, f) is the ideal generated by the (ri + 1)× (ri + 1)-minors of
(f ⊕ f, di) : (M i ⊕A)→ (M i ⊕A)⊕M i+1

https://stacks.math.columbia.edu/tag/0GSS
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With suitable choice of coordinates we see that the matrix of the second map is in
block form

T =
(
T1 0
0 T2

)
, T1 = matrix of first map, T2 =

(
f

)
Arguing as above we find that indeed fIi(M•, f) = Ii(N•, f). □

Lemma 96.2.0GST Let f ∈ A be a nonzerodivisor of a ring A. Let u ∈ A be a unit. Let
M• be a bounded complex of finite free A-modules. Then Ii(M•, f) = Ii(M•, uf).
Proof. Omitted. □

Lemma 96.3.0GSU Let A→ B be a ring map. Let f ∈ A be a nonzerodivisor. Let M•

be a bounded complex of finite free A-modules. Assume f maps to a nonzerodivisor
g in B. Then Ii(M•, f)B = Ii(M• ⊗A B, g).
Proof. The minors of (f, di) : M i →M i⊕M i+1 map to the corresponding minors
of (g, di) : M i ⊗A B →M i ⊗A B ⊕M i+1 ⊗A B. □

Lemma 96.4.0GSV Let A be a ring, let p ⊂ A be a prime ideal, and let f ∈ A be a
nonzerodivisor. Let M• be a bounded complex of finite free A-modules. If Hi(M•)p
is free for all i, then Ii(M•, f)p is a principal ideal and in fact generated by a power
of f for all i.
Proof. We may assume A is local with maximal ideal p by Lemma 96.3. We may
also replace M• with a quasi-isomorphic complex by Lemma 96.1. By our assump-
tion on the freeness of cohomology modules we see that M• is quasi-isomorphic
to the complex whose term in degree i is Hi(M•) with vanishing differentials,
see for example Derived Categories, Lemma 27.9. In other words, we may as-
sume the differentials in the complex M• are all zero. In this case it is clear that
Ii(M•, f) = (fri) is principal. □

Lemma 96.5.0F7W Let A be a ring and let f ∈ A be a nonzerodivisor. Let M•

be a bounded complex of finite free A-modules. Assume Ii(M•, f) is a principal
ideal. Then (ηfM)i is locally free of rank ri and the map (1, di) : (ηfM)i →
f iM i ⊕ f i+1M i+1 is the inclusion of a direct summand.
Proof. Choose a generator g for Ii(M•, f). Since fri ∈ Ii(M•, f) we see that
g divides a power of f . In particular g is a nonzerodivisor in A. The ri × ri-
minors of the map (f, di) : M i →M i ⊕M i+1 generate the ideal Ii(M•, f) and the
(ri + 1) × (ri + 1)-minors of (f, di) are zero: we may check this after localizing at
f where the rank of the map is equal to ri. Consider the surjection

M i ⊕M i+1 −→ Q = Coker(f, di)/g-torsion
By Lemma 8.10 the module Q is finite locally free of rank ri+1. Hence Q is f -torsion
free and we conclude the cokernel of (f, di) modulo f -power torsion is Q as well.
Consider the complex of finite free A-modules

0→ f i+1M i 1,di

−−→ f iM i ⊕ f i+1M i+1 di,−1−−−→ f iM i+1 → 0
which becomes split exact after localizing at f . The map (1, di) : f i+1M i →
f iM i ⊕ f i+1M i+1 is isomorphic to the map (f, di) : M i →M i ⊕M i+1 we studied
above. Hence the image

Q′ = Im(f iM i ⊕ f i+1M i+1 di,−1−−−→ f iM i+1)

https://stacks.math.columbia.edu/tag/0GST
https://stacks.math.columbia.edu/tag/0GSU
https://stacks.math.columbia.edu/tag/0GSV
https://stacks.math.columbia.edu/tag/0F7W
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is isomorphic to Q in particular projective. On the other hand, by construction of
ηf in Section 95 the image of the injective map (1, di) : (ηfM)i → f iM i⊕f i+1M i+1

is the kernel of (di,−1). We conclude that we obtain an isomorphism (ηfM)i⊕Q′ =
f iM i ⊕ f i+1M i+1 and we see that indeed ηfM i is finite locally free of rank ri and
that (1, di) is the inclusion of a direct summand. □

Lemma 96.6.0F7X Let A→ B be a ring map. Let f ∈ A be a nonzerodivisor. Let M•

be a bounded complex of finite free A-modules. Assume f maps to a nonzerodivisor
g in B and Ii(M•, f) is a principal ideal for all i ∈ Z. Then there is a canonical
isomorphism ηfM

• ⊗A B = ηg(M• ⊗A B).

Proof. Set N i = M i ⊗A B. Observe that f iM i ⊗A B = giN i as submodules of
(N i)g. The maps

(ηfM)i ⊗A B → giN i ⊗ gi+1N i+1 and (ηgN)i → giN i ⊗ gi+1N i+1

are inclusions of direct summands by Lemma 96.5. Since their images agree after
localizing at g we conclude. □

Lemma 96.7.0F80 Let A be a ring. Let M , N1, N2 be finite projective A-modules. Let
s : M → N1 ⊕N2 be a split injection. There exists a finitely generated ideal J ⊂ A
with the following property: a ring map A→ B factors through A/J if and only if
s⊗ idB identifies M ⊗AB with a direct sum of submodules of N1⊗AB⊕N2⊗AB.

Proof. Choose a splitting π : N1⊕N2 →M of s. Denote qi : N1⊕N2 → N1⊕N2
the projector onto Ni. Set pi = π ◦ qi ◦ s. Observe that p1 + p2 = idM . We claim
M is a direct sum of submodules of N1⊕N2 if and only if p1 and p2 are orthogonal
projectors. Thus J is the smallest ideal of A such that p1 ◦ p1 − p1, p2 ◦ p2 − p2,
p1 ◦ p2, and p2 ◦ p1 are contained in J ⊗A EndA(M). Some details omitted. □

Let A be a ring and let f ∈ A be a nonzerodivisor. Let M• be a bounded complex
of finite free A-modules. Assume the ideals Ii(M•, f) are principal for all i ∈ Z.
Then the maps

(1, di) : (ηfM)i/f(ηfM)i −→ f iM i/f i+1M i ⊕ f i+1M i+1/f i+2M i+1

are split injections by Lemma 96.5. Denote Ji(M•, f) ⊂ A/fA the finitely gen-
erated ideal of Lemma 96.7 corresponding to the split injection (1, di) displayed
above.

Lemma 96.8.0GSW Let A be a ring and let f ∈ A be a nonzerodivisor. Let M• and
N• be two bounded complexes of finite free A-modules representing the same object
in D(A). Assume Ii(M•, f) is a principal ideal for all i ∈ Z. Then Ji(M•, f) =
Ji(N•, f) as ideals in A/fA.

Proof. Observe that the fact that Ii(M•, f) is a principal ideal implies that Ii(M•, f)
is a principal ideal by Lemma 96.1 and hence the statement makes sense. As in the
proof of Lemma 96.1 we may assume N• = M• ⊕Q• for some trivial complex Q•,
i.e.,

Q• = . . .→ 0→ A
1−→ A→ 0→ . . .

where A is placed in degree j and j + 1. Since ηf is compatible with direct sums,
we see that the map

(1, di) : (ηfN)i/f(ηfN)i −→ f iN i/f i+1N i ⊕ f i+1N i+1/f i+2N i+1

https://stacks.math.columbia.edu/tag/0F7X
https://stacks.math.columbia.edu/tag/0F80
https://stacks.math.columbia.edu/tag/0GSW
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is the direct sum of the corresponding map for M• and for Q•. By the uni-
versal property defining the ideals in question, we conclude that Ji(N•, f) =
Ji(M•, f) + Ji(Q•, f). Hence it suffices to show that Ji(Q•, f) = 0 for all i. This
is a computation that we omit. □

Lemma 96.9.0F81 Let A be a ring and let f ∈ A be a nonzerodivisor. Let M• be a
bounded complex of finite free A-modules. Assume Ii(M•, f) is a principal ideal for
all i ∈ Z. Consider the ideal J(M•, f) =

∑
i Ji(M•, f) of A/fA. Consider the set

of prime ideals

E = {f ∈ p ⊂ A | Ker(di mod f2)p surjects onto Ker(di mod f)p for all i ∈ Z}
= {f ∈ p ⊂ A | the localizations βp of the Bockstein operators are zero}

Then we have
(1) J(M•, f) is finitely generated,
(2) A/fA→ C = (A/fA)/J(M•, f) is surjective of finite presentation,
(3) J(M•, f)p = 0 for p ∈ E,
(4) if f ∈ p and Hi(M•)p is free for all i ∈ Z, then p ∈ E, and
(5) the cohomology modules of ηfM• ⊗A C are finite locally free C-modules.

Proof. The equality in the definition of E follows from Lemma 95.7 and in addition
the final statement of that lemma implies part (4).

Part (1) is true because the ideals Ji(M•, f) are finitely generated and because
M• is bounded and hence Ji(M•, f) is zero for almost all i. Part (2) is just a
reformulation of part (1).

Proof of (3). By Lemma 96.5 we find that (ηfM)i is finite locally free of rank ri
for all i. Consider the map

(1, di) : (ηfM)i/f(ηfM)i −→ f iM i/f i+1M i ⊕ f i+1M i+1/f i+2M i+1

Pick p ∈ E. By Lemma 95.8 and the local freeness of the modules (ηfM)i we may
write (

(ηfM)i/f(ηfM)i
)
p

= (A/fA)⊕mi
p ⊕ (A/fA)⊕ni

p

compatible with the arrow (1, di) above. By the universal property of the ideal
Ji(M•, f) we conclude that Ji(M•, f)p = 0. Hence Ip = fAp for p ∈ E.

Proof of (5). Observe that the differential on ηfM• fits into a commutative diagram

(ηfM)i

��

// f iM i ⊕ f i+1M i+1(
0 1
0 0

)
��

(ηfM)i+1 // f i+1M i ⊕ f i+2M i+2

By construction, after tensoring with C, the modules on the left are direct sums of
direct summands of the summands on the right. Picture

(ηfM)i ⊗A C

��

Ki ⊕ Li //

��

f iM i ⊗A C ⊕ f i+1M i+1 ⊗A C(
0 1
0 0

)
��

(ηfM)i+1 ⊗A C Ki+1 ⊕ Li+1 // f i+1M i ⊗A C ⊕ f i+2M i+2 ⊗A C

https://stacks.math.columbia.edu/tag/0F81
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where the horizontal arrows are compatible with direct sum decompositions as well
as inclusions of direct summands. It follows that the differential identifies Li with
a direct summand of Ki+1 and we conclude that the cohomology of ηfM•⊗A C in
degree i is the module Ki+1/Li which is finite projective as desired. □

97. Taking limits of complexes

09B6 In this section we discuss what happens when we have a “formal deformation” of a
complex and we take its limit. We will consider two cases

(1) we have a limit A = limAn of an inverse system of rings whose transition
maps are surjective with locally nilpotent kernels and objects Kn ∈ D(An)
which fit together in the sense that Kn = Kn+1 ⊗L

An+1
An, or

(2) we have a ring A, an ideal I, and objects Kn ∈ D(A/In) which fit together
in the sense that Kn = Kn+1 ⊗L

A/In+1 A/In.
Under additional hypotheses we can show thatK = R limKn reproduces the system
in the sense that Kn = K ⊗L

A An or Kn = K ⊗L
A A/I

n.

Lemma 97.1.0CQF Let A = limAn be a limit of an inverse system (An) of rings.
Suppose given Kn ∈ D(An) and maps Kn+1 → Kn in D(An+1). Assume

(1) the transition maps An+1 → An are surjective with locally nilpotent kernels,
(2) K1 is pseudo-coherent, and
(3) the maps induce isomorphisms Kn+1 ⊗L

An+1
An → Kn.

Then K = R limKn is a pseudo-coherent object of D(A) and K ⊗L
A An → Kn is

an isomorphism for all n.

Proof. By assumption we can find a bounded above complex of finite free A1-
modules P •

1 representing K1, see Definition 64.1. By Lemma 75.5 we can, by
induction on n > 1, find complexes P •

n of finite free An-modules representing Kn

and maps P •
n → P •

n−1 representing the maps Kn → Kn−1 inducing isomorphisms
(!) of complexes P •

n ⊗An An−1 → P •
n−1. Thus K = R limKn is represented by

P • = limP •
n , see Lemma 87.1 and Remark 87.6. Since P in is a finite free An-

module for each n and A = limAn we see that P i is finite free of the same rank as
P i1 for each i. This means that K is pseudo-coherent. It also follows that K ⊗L

AAn
is represented by P • ⊗A An = P •

n which proves the final assertion. □

Lemma 97.2.09AV Let A be a ring and I ⊂ A an ideal. Suppose given Kn ∈ D(A/In)
and maps Kn+1 → Kn in D(A/In+1). Assume

(1) A is I-adically complete,
(2) K1 is pseudo-coherent, and
(3) the maps induce isomorphisms Kn+1 ⊗L

A/In+1 A/In → Kn.
Then K = R limKn is a pseudo-coherent, derived complete object of D(A) and
K ⊗L

A A/I
n → Kn is an isomorphism for all n.

Proof. We already know that K is pseudo-coherent and that K ⊗L
A A/I

n → Kn

is an isomorphism for all n, see Lemma 97.1. Finally, K is derived complete by
Lemma 91.14. □

Lemma 97.3.0CQG [Bha16, Lemma 4.2]Let A = limAn be a limit of an inverse system (An) of rings.
Suppose given Kn ∈ D(An) and maps Kn+1 → Kn in D(An+1). Assume

(1) the transition maps An+1 → An are surjective with locally nilpotent kernels,

https://stacks.math.columbia.edu/tag/0CQF
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(2) K1 is a perfect object, and
(3) the maps induce isomorphisms Kn+1 ⊗L

An+1
An → Kn.

Then K = R limKn is a perfect object of D(A) and K ⊗L
A An → Kn is an isomor-

phism for all n.

Proof. We already know that K is pseudo-coherent and that K⊗L
AAn → Kn is an

isomorphism for all n by Lemma 97.1. Thus it suffices to show that Hi(K⊗L
Aκ) = 0

for i ≪ 0 and every surjective map A → κ whose kernel is a maximal ideal m, see
Lemma 77.3. Any element of A which maps to a unit in A1 is a unit in A by
Algebra, Lemma 32.4 and hence Ker(A→ A1) is contained in the Jacobson radical
of A by Algebra, Lemma 19.1. Hence A→ κ factors as A→ A1 → κ. Hence

K ⊗L
A κ = K ⊗L

A A1 ⊗L
A1
κ = K1 ⊗L

A1
κ

and we get what we want as K1 has finite tor dimension by Lemma 74.2. □

Lemma 97.4.09AW Let A be a ring and I ⊂ A an ideal. Suppose given Kn ∈ D(A/In)
and maps Kn+1 → Kn in D(A/In+1). Assume

(1) A is I-adically complete,
(2) K1 is a perfect object, and
(3) the maps induce isomorphisms Kn+1 ⊗L

A/In+1 A/In → Kn.
Then K = R limKn is a perfect, derived complete object of D(A) and K⊗L

AA/I
n →

Kn is an isomorphism for all n.

Proof. Combine Lemmas 97.3 and 97.2 (to get derived completeness). □

We do not know if the following lemma holds for unbounded complexes.

Lemma 97.5.09AU Let A be a ring and I ⊂ A an ideal. Suppose given Kn ∈ D(A/In)
and maps Kn+1 → Kn in D(A/In+1). If

(1) A is Noetherian,
(2) K1 is bounded above, and
(3) the maps induce isomorphisms Kn+1 ⊗L

A/In+1 A/In → Kn,
then K = R limKn is a derived complete object of D−(A) and K ⊗L

A A/I
n → Kn

is an isomorphism for all n.

Proof. The object K of D(A) is derived complete by Lemma 91.14.
Suppose that Hi(K1) = 0 for i > b. Then we can find a complex of free A/I-
modules P •

1 representing K1 with P i1 = 0 for i > b. By Lemma 75.3 we can, by
induction on n > 1, find complexes P •

n of free A/In-modules representing Kn and
maps P •

n → P •
n−1 representing the maps Kn → Kn−1 inducing isomorphisms (!) of

complexes P •
n/I

n−1P •
n → P •

n−1.
Thus we have arrived at the situation whereR limKn is represented by P • = limP •

n ,
see Lemma 87.1 and Remark 87.6. The complexes P •

n are uniformly bounded above
complexes of flat A/In-modules and the transition maps are termwise surjective.
Then P • is a bounded above complex of flat A-modules by Lemma 27.4. It follows
thatK⊗L

AA/I
t is represented by P •⊗AA/It. We have P •⊗AA/It = limP •

n⊗AA/It
termwise by Lemma 27.4. The transition maps P •

n+1 ⊗A A/It → P •
n ⊗A A/It are

isomorphisms for n ≥ t by our choice of P •
n , hence we have limP •

n ⊗A A/It =
P •
t ⊗A A/It = P •

t . Since P •
t represents Kt, we see that K ⊗L

A A/I
t → Kt is an

isomorphism. □

https://stacks.math.columbia.edu/tag/09AW
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Here is a different type of result.

Lemma 97.6 (Kollár-Kovács).0EGS Email from Kovacs
of 23/02/2018.

Let I be an ideal of a Noetherian ring A. Let
K ∈ D(A). Set Kn = K ⊗L

A A/I
n. Assume for all i ∈ Z we have

(1) Hi(K) is a finite A-module, and
(2) the system Hi(Kn) satisfies Mittag-Leffler.

Then limHi(K)/InHi(K) is equal to limHi(Kn) for all i ∈ Z.

Proof. Recall that K∧ = R limKn is the derived completion of K, see Proposition
94.2. By Lemma 94.4 we have Hi(K∧) = limHi(K)/InHi(K). By Lemma 87.4
we get short exact sequences

0→ R1 limHi−1(Kn)→ Hi(K∧)→ limHi(Kn)→ 0
The Mittag-Leffler condition guarantees that the left terms are zero (Lemma 87.1)
and we conclude the lemma is true. □

98. Some evaluation maps

0ATJ In this section we prove that certain canonical maps of RHom’s are isomorphisms
for suitable types of complexes.

Lemma 98.1.0A68 Let R be a ring. Let K,L,M be objects of D(R). the map

RHomR(L,M)⊗L
R K −→ RHomR(RHomR(K,L),M)

of Lemma 73.3 is an isomorphism in the following two cases
(1) K perfect, or
(2) K is pseudo-coherent, L ∈ D+(R), and M finite injective dimension.

Proof. Choose a K-injective complex I• representing M , a K-injective complex
J• representing L, and a bounded above complex of finite projective modules K•

representing K. Consider the map of complexes
Tot(Hom•(J•, I•)⊗R K•) −→ Hom•(Hom•(K•, J•), I•)

of Lemma 71.6. Note that(∏
p+r=t

HomR(J−r, Ip)
)
⊗R Ks =

∏
p+r=t

HomR(J−r, Ip)⊗R Ks

because Ks is finite projective. The map is given by the maps
cp,r,s : HomR(J−r, Ip)⊗R Ks −→ HomR(HomR(Ks, J−r), Ip)

which are isomorphisms as Ks is finite projective. For every element α = (αp,r,s)
of degree n of the left hand side, there are only finitely many values of s such that
αp,r,s is nonzero (for some p, r with n = p+r+s). Hence our map is an isomorphism
if the same vanishing condition is forced on the elements β = (βp,r,s) of the right
hand side. If K• is a bounded complex of finite projective modules, this is clear.
On the other hand, if we can choose I• bounded and J• bounded below, then βp,r,s
is zero for p outside a fixed range, for s≫ 0, and for r ≫ 0. Hence among solutions
of n = p+ r + s with βp,r,s nonzero only a finite number of s values occur. □

Lemma 98.2.0A69 Let R be a ring. Let K,L,M be objects of D(R). the map

RHomR(L,M)⊗L
R K −→ RHomR(RHomR(K,L),M)

of Lemma 73.3 is an isomorphism if the following three conditions are satisfied

https://stacks.math.columbia.edu/tag/0EGS
https://stacks.math.columbia.edu/tag/0A68
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(1) L,M have finite injective dimension,
(2) RHomR(L,M) has finite tor dimension,
(3) for every n ∈ Z the truncation τ≤nK is pseudo-coherent

Proof. Pick an integer n and consider the distinguished triangle

τ≤nK → K → τ≥n+1K → τ≤nK[1]

see Derived Categories, Remark 12.4. By assumption (3) and Lemma 98.1 the map
is an isomorphism for τ≤nK. Hence it suffices to show that both

RHomR(L,M)⊗L
R τ≥n+1K and RHomR(RHomR(τ≥n+1K,L),M)

have vanishing cohomology in degrees ≤ n− c for some c. This follows immediately
from assumptions (2) and (1). □

Lemma 98.3.0ATK Let R be a ring. Let K,L,M be objects of D(R). The map

K ⊗L
R RHomR(M,L) −→ RHomR(M,K ⊗L

R L)

of Lemma 73.5 is an isomorphism in the following cases
(1) M perfect, or
(2) K is perfect, or
(3) M is pseudo-coherent, L ∈ D+(R), and K has tor amplitude in [a,∞].

Proof. Proof in case M is perfect. Note that both sides of the arrow transform
distinguished triangles in M into distinguished triangles and commute with direct
sums. Hence it suffices to check it holds when M = R[n], see Derived Categories,
Remark 36.7 and Lemma 78.1. In this case the result is obvious.

Proof in case K is perfect. Same argument as in the previous case.

Proof in case (3). We may represent K and L by bounded below complexes of R-
modules K• and L•. We may assume that K• is a K-flat complex consisting of flat
R-modules, see Lemma 66.4. We may represent M by a bounded above complex
M• of finite free R-modules, see Definition 64.1. Then the object on the LHS is
represented by

Tot(K• ⊗R Hom•(M•, L•))
and the object on the RHS by

Hom•(M•,Tot(K• ⊗R L•))

This uses Lemma 73.2. Both complexes have in degree n the module⊕
p+q+r=n

Kp ⊗HomR(M−r, Lq) =
⊕

p+q+r=n
HomR(M−r,Kp ⊗R Lq)

because M−r is finite free (as well these are finite direct sums). The map defined in
Lemma 73.5 comes from the map of complexes defined in Lemma 71.4 which uses
the canonical isomorphisms between these modules. □

Lemma 98.4.0BYQ Let R be a ring. Let P • be a bounded above complex of projective
R-modules. Let K• be a K-flat complex of R-modules. If P • is a perfect object of
D(R), then Hom•(P •,K•) is K-flat and represents RHomR(P •,K•).

https://stacks.math.columbia.edu/tag/0ATK
https://stacks.math.columbia.edu/tag/0BYQ
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Proof. The last statement is Lemma 73.2. Since P • represents a perfect object,
there exists a finite complex of finite projective R-modules F • such that P • and F •

are isomorphic in D(R), see Definition 74.1. Then P • and F • are homotopy equiva-
lent, see Derived Categories, Lemma 19.8. Then Hom•(P •,K•) and Hom•(F •,K•)
are homotopy equivalent. Hence the first is K-flat if and only if the second is (follows
from Definition 59.1 and Lemma 58.2). It is clear that

Hom•(F •,K•) = Tot(E• ⊗R K•)
where E• is the dual complex to F • with terms En = HomR(F−n, R), see Lemma
74.15 and its proof. Since E• is a bounded complex of projectives we find that it
is K-flat by Lemma 59.7. Then we conclude by Lemma 59.4. □

99. Base change for derived hom

0E1V We have already seen some material discussing this in Lemma 65.4 and in Algebra,
Section 73.

Lemma 99.1.0E1W Let R → R′ be a ring map. For K ∈ D(R) and M ∈ D(R′) there
is a canonical isomorphism

RHomR(K,M) = RHomR′(K ⊗L
R R

′,M)

Proof. Choose a K-injective complex of R′-modules J• representing M . Choose
a quasi-isomorphism J• → I• where I• is a K-injective complex of R-modules.
Choose a K-flat complex K• of R-modules representing K. Consider the map

Hom•(K• ⊗R R′, J•) −→ Hom•(K•, I•)
The map on degree n terms is given by the map∏

n=p+q
HomR′(K−q ⊗R R′, Jp) −→

∏
n=p+q

HomR(K−q, Ip)

coming from precomposing by K−q → K−q ⊗RR′ and postcomposing by Jp → Ip.
To finish the proof it suffices to show that we get isomorphisms on cohomology
groups:

HomD(R)(K,M) = HomD(R′)(K ⊗L
R R

′,M)
which is true because base change − ⊗L

R R
′ : D(R) → D(R′) is left adjoint to the

restriction functor D(R′)→ D(R) by Lemma 60.3. □

Let R→ R′ be a ring map. There is a base change map
(99.1.1)0E1X RHomR(K,M)⊗L

R R
′ −→ RHomR′(K ⊗L

R R
′,M ⊗L

R R
′)

in D(R′) functorial in K,M ∈ D(R). Namely, by adjointness of −⊗L
RR

′ : D(R)→
D(R′) and the restriction functor D(R′)→ D(R), this is the same thing as a map

RHomR(K,M) −→ RHomR′(K ⊗L
R R

′,M ⊗L
R R

′) = RHomR(K,M ⊗L
R R

′)
(equality by Lemma 99.1) for which we can use the canonical map M →M ⊗L

R R
′

(unit of the adjunction).

Lemma 99.2.0A6A Let R→ R′ be a ring map. Let K,M ∈ D(R). The map (99.1.1)

RHomR(K,M)⊗L
R R

′ −→ RHomR′(K ⊗L
R R

′,M ⊗L
R R

′)
is an isomorphism in D(R′) in the following cases

(1) K is perfect,
(2) R′ is perfect as an R-module,

https://stacks.math.columbia.edu/tag/0E1W
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(3) R→ R′ is flat, K is pseudo-coherent, and M ∈ D+(R), or
(4) R′ has finite tor dimension as an R-module, K is pseudo-coherent, and

M ∈ D+(R)

Proof. We may check the map is an isomorphism after applying the restriction
functor D(R′)→ D(R). After applying this functor our map becomes the map

RHomR(K,L)⊗L
R R

′ −→ RHomR(K,L⊗L
R R

′)
of Lemma 73.5. See discussion above the lemma to match the left and right hand
sides; in particular, this uses Lemma 99.1. Thus we conclude by Lemma 98.3. □

100. Systems of modules

0EGT Let I be an ideal of a Noetherian ring A. In this section we add to our knowledge of
the relationship between finite modules over A and systems of finite A/In-modules.

Lemma 100.1.0EGU Let I be an ideal of a Noetherian ring A. Let K α−→ L
β−→M be a

complex of finite A-modules. Set H = Ker(β)/ Im(α). For n ≥ 0 let

K/InK
αn−−→ L/InL

βn−−→M/InM

be the induced complex. Set Hn = Ker(βn)/ Im(αn). Then there are canonical
A-module maps giving a commutative diagram

H

vv }} ��
. . . // H3 // H2 // H1

Moreover, there exists a c > 0 and canonical A-module maps Hn → H/In−cH for
n ≥ c such that the compositions

H/InH → Hn → H/In−cH and Hn → H/In−cH → Hn−c

are the canonical ones. Moreover, we have
(1) (Hn) and (H/InH) are isomorphic as pro-objects of ModA,
(2) limHn = limH/InH,
(3) the inverse system (Hn) is Mittag-Leffler,
(4) the image of Hn+c → Hn is equal to the image of H → Hn,
(5) the composition IcHn → Hn → H/In−cH → Hn/I

n−cHn is the inclusion
IcHn → Hn followed by the quotient map Hn → Hn/I

n−cHn, and
(6) the kernel and cokernel of H/InH → Hn is annihilated by Ic.

Proof. Observe thatHn = β−1(InM)/ Im(α)+InL. For n ≥ 2 we have β−1(InM) ⊂
β−1(In−1M) and Im(α)+InL ⊂ Im(α)+In−1L. Thus we obtain our canonical map
Hn → Hn−1. Similarly, we have Ker(β) ⊂ β−1(InM) and Im(α) ⊂ Im(α) + InL
which produces the canonical map H → Hn. We omit the verification that the
diagram commutes.
By Artin-Rees we may choose c1, c2 ≥ 0 such that β−1(InM) ⊂ Ker(β) + In−c1L
for n ≥ c1 and Ker(β) ∩ InL ⊂ In−c2 Ker(β) for n ≥ c2, see Algebra, Lemmas 51.3
and 51.2. Set c = c1 + c2.
Let n ≥ c. We define ψn : Hn → H/In−cH as follows. Say x ∈ Hn. Choose
y ∈ β−1(InM) representing x. Write y = z + w with z ∈ Ker(β) and w ∈ In−c1L

https://stacks.math.columbia.edu/tag/0EGU
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(this is possible by our choice of c1). We set ψn(x) equal to the class of z in
H/In−cH. To see this is well defined, suppose we have a second set of choices
y′, z′, w′ as above for x with obvious notation. Then y′ − y ∈ Im(α) + InL, say
y′ − y = α(v) + u with v ∈ K and u ∈ InL. Thus

y′ = z′ + w′ = α(v) + u+ z + w ⇒ z′ = z + α(v) + u+ w − w′

Since β(z′ − z − α(v)) = 0 we find that u + w − w′ ∈ Ker(β) ∩ In−c1L which is
contained in In−c1−c2 Ker(β) = In−c Ker(β) by our choice of c2. Thus z′ and z
have the same image in H/In−cH as desired.
The composition H/InH → Hn → H/In−cH is the canonical map because if
z ∈ Ker(β) represents an element x in H/InH = Ker(β)/ Im(α) + In Ker(β) then
it is clear from the above that x maps to the class of z in H/In−cH under the maps
constructed above.
Let us consider the composition Hn → H/In−cH → Hn−c. Given x, y, z, w as in
the construction of ψn above, we see that x is mapped to the cass of z in Hn−c.
On the other hand, the canonical map Hn → Hn−c from the first paragraph of the
proof sends x to the class of y. Thus we have to show that y − z ∈ Im(α) + In−cL
which is the case because y − z = w ∈ In−c1L ⊂ In−cL.
Statements (1) – (4) are formal consequences of what we just proved. Namely,
(1) follows from the existence of the maps and the definition of morphisms of pro-
objects in Categories, Remark 22.5. Part (2) holds because isomorphic pro-objects
have isomorphic limits. Part (3) is immediate from part (4). Part (4) follows from
the factorization Hn+c → H/InH → Hn of the canonical map Hn+c → Hn.
Proof of part (5). Let x ∈ IcHn. Write x =

∑
fixi with xi ∈ Hn and fi ∈ Ic.

Choose yi, zi, wi as in the construction of ψn for xi. Then for the computation of
ψn of x we may choose y =

∑
fiyi, z =

∑
fizi and w =

∑
fiwi and we see that

ψn(x) is given by the class of z. The image of this in Hn/I
n−cHn is equal to the

class of y as w =
∑
fiwi is in InL. This proves (5).

Proof of part (6). Let y ∈ Ker(β) whose class is x in H. If x maps to zero in Hn,
then y ∈ InL + Im(α). Hence y − α(v) ∈ Ker(β) ∩ InL for some v ∈ K. Then
y − α(v) ∈ In−c2 Ker(β) and hence the class of y in H/InH is annihilated by Ic2 .
Finally, let x ∈ Hn be the class of y ∈ β−1(InM). Then we write y = z + w with
z ∈ Ker(β) and w ∈ In−c1L as above. Clearly, if f ∈ Ic1 then fx is the class of
fy+ fw ≡ fy modulo Im(α) + InL and hence fx is the image of the class of fy in
H as desired. □

Lemma 100.2.0EGV Email from Kovacs
of 23/02/2018.

Let I be an ideal of a Noetherian ring A. Let K ∈ D(A) be
pseudo-coherent. Set Kn = K ⊗L

A A/I
n. Then for all i ∈ Z the system Hi(Kn)

satisfies Mittag-Leffler and limHi(K)/InHi(K) is equal to limHi(Kn).

Proof. We may represent K by a bounded above complex P • of finite free A-
modules. Then Kn is represented by P •/InP •. Hence the Mittag-Leffler property
by Lemma 100.1. The final statement follows then from Lemma 97.6. □

Lemma 100.3.0G9M Let A be a Noetherian ring. Let I ⊂ A be an ideal. Let M• be a
bounded complex of finite A-modules. The inverse system of maps

M• ⊗L
A A/I

n −→M•/InM•

defines an isomorphism of pro-objects of D(A).

https://stacks.math.columbia.edu/tag/0EGV
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Proof. Say I = (f1, . . . , fr). Let Kn ∈ D(A) be the object represented by the
Koszul complex on fn1 , . . . , fnr . Recall that we have maps Kn → A/In which induce
a pro-isomorphism of inverse systems, see Lemma 94.1. Hence it suffices to show
that

M• ⊗L
A Kn −→M•/InM•

defines an isomorphism of pro-objects of D(A). Since Kn is represented by a com-
plex of finite free A-modules sitting in degrees −r, . . . , 0 there exist a, b ∈ Z such
that the source and target of the displayed arrow have vanishing cohomology in
degrees outside [a, b] for all n. Thus we may apply Derived Categories, Lemma 42.5
and we find that it suffices to show that the maps

Hi(M• ⊗L
A A/I

n)→ Hi(M•/InM•)
define isomorphisms of pro-systems of A-modules for any i ∈ Z. To see this choose
a quasi-isomorphism P • →M• where P • is a bounded above complex of finite free
A-modules. The arrows above are given by the maps

Hi(P •/InP •)→ Hi(M•/InM•)
These define an isomorphism of pro-systems by Lemma 100.1. Namely, the lemma
shows both are isomorphic to the pro-system Hi/InHi with Hi = Hi(M•) =
Hi(P •). □

Lemma 100.4.09BB Let A be a Noetherian ring. Let I ⊂ A be an ideal. Let M , N be
finite A-modules. Set Mn = M/InM and Nn = N/InN . Then

(1) the systems (HomA(Mn, Nn)) and (IsomA(Mn, Nn)) are Mittag-Leffler,
(2) there exists a c ≥ 0 such that the kernels and cokernels of

HomA(M,N)/In HomA(M,N)→ HomA(Mn, Nn)
are killed by Ic for all n,

(3) we have lim HomA(Mn, Nn) = HomA(M,N)∧ = HomA∧(M∧, N∧)
(4) lim IsomA(Mn, Nn) = IsomA∧(M∧, N∧).

Here ∧ denotes usual I-adic completion.

Proof. Note that HomA(Mn, Nn) = HomA(M,Nn). Choose a presentation
A⊕t → A⊕s →M → 0

Applying the right exact functor HomA(−, N) we obtain a complex

0 α−→ N⊕s β−→ N⊕t

whose cohomology in the middle is HomA(M,N) and such that for n ≥ 0 the
cohomology of

0 αn−−→ N⊕s
n

βn−−→ N⊕t
n

is HomA(Mn, Nn). Let c ≥ 0 be as in Lemma 100.1 for this A, I, α, and β. By part
(3) of the lemma we deduce the Mittag-Leffler property for (HomA(Mn, Nn)). The
kernel and cokernel of the maps HomA(M,N)/In HomA(M,N)→ HomA(Mn, Nn)
are killed by Ic by [art part (6) of the lemma. We find that lim HomA(Mn, Nn) =
HomA(M,N)∧ by part (2) of the lemma. The equality

HomA∧(M∧, N∧) = lim HomA(Mn, Nn)
follows formally from the fact that M∧ = limMn and Mn = M∧/InM∧ and the
corresponding facts for N , see Algebra, Lemma 97.4.

https://stacks.math.columbia.edu/tag/09BB
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The result for isomorphisms follows from the case of homomorphisms applied to
both (Hom(Mn, Nn)) and (Hom(Nn,Mn)) and the following fact: for n > m > 0,
if we have maps α : Mn → Nn and β : Nn → Mn which induce an isomorphisms
Mm → Nm and Nm → Mm, then α and β are isomorphisms. Namely, then
α ◦ β is surjective by Nakayama’s lemma (Algebra, Lemma 20.1) hence α ◦ β is an
isomorphism by Algebra, Lemma 16.4. □

Lemma 100.5.09BC Let A be a Noetherian ring. Let I ⊂ A be an ideal. Let M , N
be finite A-modules. Set Mn = M/InM and Nn = N/InN . If Mn

∼= Nn for all n,
then M∧ ∼= N∧ as A∧-modules.

Proof. By Lemma 100.4 the system (IsomA(Mn, Nn)) is Mittag-Leffler. By as-
sumption each of the sets IsomA(Mn, Nn) is nonempty. Hence lim IsomA(Mn, Nn)
is nonempty. Since lim IsomA(Mn, Nn) = IsomA∧(M∧, N∧) we obtain an isomor-
phism. □

Remark 100.6.0EGW Let I be an ideal of a Noetherian ring A. Set An = A/In for
n ≥ 1. Consider the following category:

(1) An object is a sequence {En}n≥1 where En is a finite An-module.
(2) A morphism {En} → {E′

n} is given by maps

φn : IcEn −→ E′
n/E

′
n[Ic] for n ≥ c

where E′
n[Ic] is the torsion submodule (Section 88) up to equivalence: we

say (c, φn) is the same as (c + 1, φn) where φn : Ic+1En −→ E′
n/E

′
n[Ic+1]

is the induced map.
Composition of (c, φn) : {En} → {E′

n} and (c′, φ′
n) : {E′

n} → {E′′
n} is defined by

the obvious compositions

Ic+c
′
En → Ic

′
E′
n/E

′
n[Ic]→ E′′

n/E
′′
n[Ic+c

′
]

for n ≥ c+ c′. We omit the verification that this is a category.

Lemma 100.7.0EGX A morphism (c, φn) of the category of Remark 100.6 is an iso-
morphism if and only if there exists a c′ ≥ 0 such that Ker(φn) and Coker(φn) are
Ic

′-torsion for all n≫ 0.

Proof. We may and do assume c′ ≥ c and that the Ker(φn) and Coker(φn) are
Ic

′ -torsion for all n. For n ≥ c′ and x ∈ Ic′
E′
n we can choose y ∈ IcEn with x =

φn(y) mod E′
n[Ic] as Coker(φn) is annihilated by Ic′ . Set ψn(x) equal to the class

of y in En/En[Ic′ ]. For a different choice y′ ∈ IcEn with x = φn(y′) mod E′
n[Ic]

the difference y − y′ maps to zero in E′
n/E

′
n[Ic] and hence is annihilated by Ic′ in

IcEn. Thus the maps ψn : Ic′
E′
n → En/En[Ic′ ] are well defined. We omit the

verification that (c′, ψn) is the inverse of (c, φn) in the category. □

Lemma 100.8.0EGY Email
correspondence
between Janos
Kollar, Sandor
Kovacs, and Johan
de Jong of
23/02/2018.

Let I be an ideal of the Noetherian ring A. Let M and N be finite
A-modules. Write An = A/In, Mn = M/InM , and Nn = N/InN . For every i ≥ 0
the objects

{ExtiA(M,N)/In ExtiA(M,N)}n≥1 and {ExtiAn
(Mn, Nn)}n≥1

are isomorphic in the category C of Remark 100.6.

https://stacks.math.columbia.edu/tag/09BC
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MORE ON ALGEBRA 285

Proof. Choose a short exact sequence

0→ K → A⊕r →M → 0

and set Kn = K/InK. For n ≥ 1 define K(n) = Ker(A⊕r
n →Mn) so that we have

exact sequences
0→ K(n)→ A⊕r

n →Mn → 0
and surjections Kn → K(n). In fact, by Lemma 100.1 there is a c ≥ 0 and
maps K(n) → Kn/I

n−cKn which are “almost inverse”. Since In−cKn ⊂ Kn[Ic]
these maps which witness the fact that the systems {K(n)}n≥1 and {Kn}n≥1 are
isomorphic in C.

We claim the systems

{ExtiAn
(K(n), Nn)}n≥1 and {ExtiAn

(Kn, Nn)}n≥1

are isomorphic in the category C. Namely, the surjective maps Kn → K(n) have
kernels annihilated by Ic and therefore determine maps

ExtiAn
(K(n), Nn)→ ExtiAn

(Kn, Nn)

whose kernel and cokernel are annihilated by Ic. Hence the claim by Lemma 100.7.

For i ≥ 2 we have isomorphisms

Exti−1
A (K,N) = ExtiA(M,N) and Exti−1

An
(K(n), Nn) = ExtiAn

(Mn, Nn)

In this way we see that it suffices to prove the lemma for i = 0, 1.

For i = 0, 1 we consider the commutative diagram

0 // Hom(M,N) //

��

N⊕r
φ
//

��

Hom(K,N) //

��

Ext1(M,N) // 0

Hom(Kn, Nn)

0 // Hom(Mn, Nn) // N⊕r
n

// Hom(K(n), Nn) //

OO

Ext1(Mn, Nn) // 0

By Lemma 100.4 we see that the kernel and cokernel of Hom(M,N)/In Hom(M,N)→
Hom(Mn, Nn) and Hom(K,N)/In Hom(K,N)→ Hom(Kn, Nn) and are Ic-torsion
for some c ≥ 0 independent of n. Above we have seen the cokernel of the injec-
tive maps Hom(K(n), Nn) → Hom(Kn, Nn) are annihilated by Ic after possibly
increasing c. For such a c we obtain maps δn : Ic Hom(K,N)/In Hom(K,N) →
Hom(K(n), Nn) fitting into the diagram (precise formulation omitted). The kernel
and cokernel of δn are annihilated by Ic after possibly increasing c since we know
that the same thing is true for Hom(K,N)/In Hom(K,N) → Hom(Kn, Nn) and
Hom(K(n), Nn) → Hom(Kn, Nn). Then we can use commutativity of the solid
diagram

φ−1(Ic Hom(K,N))
φ
//

��

Ic Hom(K,N)/In Hom(K,N) //

δn

��

Ic Ext1(M,N)/In Ext1(M,N) //

��

0

N⊕r
n

// Hom(K(n), Nn) // Ext1(Mn, Nn) // 0
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to define the dotted arrow. A straightforward diagram chase (omitted) shows that
the kernel and cokernel of the dotted arrow are annihilated buy Ic after possibly
increasing c one final time. □

Remark 100.9.0EGZ The awkwardness in the statement of Lemma 100.8 is partly due
to the fact that there are no obvious maps between the modules ExtiAn

(Mn, Nn)
for varying n. What we may conclude from the lemma is that there exists a c ≥ 0
such that for m≫ n≫ 0 there are (canonical) maps
Ic ExtiAn

(Mm, Nm)/In ExtiAn
(Mm, Nm)→ ExtiAn

(Mn, Nn)/ExtiAn
(Mn, Nn)[Ic]

whose kernel and cokernel are annihilated by Ic. This is the (weak) sense in which
we get a system of modules.

Example 100.10.0EH2 Let k be a field. Let A = k[[x, y]]/(xy). By abuse of notation
we denote x and y the images of x and y in A. Let I = (x). Let M = A/(y). There
is a free resolution

. . .→ A
y−→ A

x−→ A
y−→ A→M → 0

We conclude that
Ext2

A(M,N) = N [y]/xN
where N [y] = Ker(y : N → N). We denote An = A/In, Mn = M/InM , and
Nn = N/InN . For each n we have a free resolution

. . .→ A⊕2
n

y,xn−1

−−−−→ An
x−→ An

y−→ An →Mn → 0
We conclude that

Ext2
An

(Mn, Nn) = (Nn[y] ∩Nn[xn−1])/xNn
where Nn[y] = Ker(y : Nn → Nn) and N [xn−1] = Ker(xn−1 : Nn → Nn). Take
N = A/(y). Then we see that

Ext2
A(M,N) = N [y]/xN = N/xN ∼= k

but
Ext2

An
(Mn, Nn) = (Nn[y] ∩Nn[xn−1])/xNn = Nn[xn−1]/xNn = 0

for all r because Nn = k[x]/(xn) and the sequence

Nn
x−→ Nn

xn−1

−−−→ Nn

is exact. Thus ignoring some kind of I-power torsion is necessary to get a result as
in Lemma 100.8.

Lemma 100.11.0EH0 Email
correspondence
between Janos
Kollar, Sandor
Kovacs, and Johan
de Jong of
23/02/2018.

Let A → B be a flat homomorphism of Noetherian rings. Let
I ⊂ A be an ideal. Let M,N be A-modules. Set Bn = B/InB, Mn = M/InM ,
Nn = N/InN . If M is flat over A, then we have

lim ExtiB(M,N)/In ExtiB(M,N) = lim ExtiBn
(Mn, Nn)

for all i ∈ Z.

Proof. Choose a resolution
. . .→ P2 → P1 → P0 →M → 0

by finite free B-modues Pi. Set Pi,n = Pi/I
nPi. Since M and B are flat over A,

the sequence
. . .→ P2,n → P1,n → P0,n →Mn → 0

https://stacks.math.columbia.edu/tag/0EGZ
https://stacks.math.columbia.edu/tag/0EH2
https://stacks.math.columbia.edu/tag/0EH0
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is exact. We see that on the one hand the complex

HomB(P0, N)→ HomB(P1, N)→ HomB(P2, N)→ . . .

computes the modules ExtiB(M,N) and on the other hand the complex

HomBn
(P0,n, Nn)→ HomBn

(P1,n, Nn)→ HomBn
(P2,n, Nn)→ . . .

computes the modules ExtiBn
(Mn, Nn). Since

HomBn
(Pi,n, Nn) = HomB(Pi, N)/In HomB(Pi, N)

we obtain the result from Lemma 100.1 part (2). □

101. Systems of modules, bis

0G3J Let I be an ideal of a Noetherian ring A. In Section 100 we considered what
happens when considering systems of the form M/InM for finite A-modules M . In
this section we consider the systems InM instead.

Lemma 101.1.0G3K Let I be an ideal of a Noetherian ring A. Let K α−→ L
β−→M be a

complex of finite A-modules. Set H = Ker(β)/ Im(α). For n ≥ 0 let

InK
αn−−→ InL

βn−−→ InM

be the induced complex. Set Hn = Ker(βn)/ Im(αn). Then there are canonical
A-module maps

. . .→ H3 → H2 → H1 → H

There exists a c > 0 such that for n ≥ c the image of Hn → H is contained in In−cH
and there is a canonical A-module map InH → Hn−c such that the compositions

InH → Hn−c → In−2cH and Hn → In−cH → Hn−2c

are the canonical ones. In particular, the inverse systems (Hn) and (InH) are
isomorphic as pro-objects of ModA.

Proof. We have Hn = Ker(β)∩InL/α(InK). Since Ker(β)∩InL ⊂ Ker(β)∩In−1L
and α(InK) ⊂ α(In−1K) we get the maps Hn → Hn−1. Similarly for the map
H1 → H.

By Artin-Rees we may choose c1, c2 ≥ 0 such that Im(α) ∩ InL ⊂ α(In−c1K) for
n ≥ c1 and Ker(β)∩ InL ⊂ In−c2 Ker(β) for n ≥ c2, see Algebra, Lemmas 51.3 and
51.2. Set c = c1 + c2.

It follows immediately from our choice of c ≥ c2 that for n ≥ c the image of Hn → H
is contained in In−cH.

Let n ≥ c. We define ψn : InH → Hn−c as follows. Say x ∈ InH. Choose
y ∈ In Ker(β) representing x. We set ψn(x) equal to the class of y in Hn−c. To
see this is well defined, suppose we have a second choice y′ as above for x. Then
y′− y ∈ Im(α). By our choice of c ≥ c1 we conclude that y′− y ∈ α(In−cK) which
implies that y and y′ represent the same element of Hn−c. Thus ψn is well defined.

The statements on the compositions InH → Hn−c → In−2cH and Hn → In−cH →
Hn−2c follow immediately from our definitions. □

https://stacks.math.columbia.edu/tag/0G3K
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Lemma 101.2.0G3L Let A be a Noetherian ring. Let I ⊂ A be an ideal. Let M , N
be A-modules with M finite. For each p > 0 there exists a c ≥ 0 such that for n ≥
c the map ExtpA(M,N) → ExtpA(InM,N) factors through ExtpA(InM, In−cN) →
ExtpA(InM,N).

Proof. For p = 0, if φ : M → N is an A-linear map, then φ(
∑
fimi) =

∑
fiφ(mi)

for fi ∈ A and mi ∈ M . Hence φ induces a map InM → InN for all n and the
result is true with c = 0.
Choose a short exact sequence 0 → K → A⊕t → M → 0. For each n we pick
a short exact sequence 0 → Ln → A⊕sn → InM → 0. It is clear that we can
construct a map of short exact sequences

0 // Ln //

��

A⊕sn //

��

InM //

��

0

0 // K // A⊕t // M // 0
such that A⊕sn → A⊕t has image in (In)⊕t. By Artin-Rees (Algebra, Lemma 51.2)
there exists a c ≥ 0 such that Ln → K factors through In−cK if n ≥ c.
For p = 1 our choices above induce a solid commutative diagram

HomA(A⊕sn , N) // HomA(Ln, N) // Ext1
A(InM,N) // 0

HomA((In)⊕t, In−cN) //

OO

HomA(K ∩ (In)⊕t, In−cN) //

OO

Ext1
A(InM, In−cN)

OO

HomA(A⊕t, N) //

OO

HomA(K,N) //

OO

Ext1
A(M,N)

OO

// 0

whose horizontal arrows are exact. The lower middle vertical arrow arises because
K ∩ (In)⊕t ⊂ In−cK and hence any A-linear map K → N induces an A-linear
map (In)⊕t → In−cN by the argument of the first paragraph. Thus we obtain the
dotted arrow as desired.
For p > 1 we obtain a commutative diagram

Extp−1
A (In−cK,N) // Extp−1

A (Ln, N) // ExtpA(InM,N)

Extp−1
A (K,N) //

OO

ExtpA(M,N)

OO

whose bottom horizontal arrow is an isomorphism. By induction on p the left verti-
cal map factors through Extp−1

A (In−cK, In−c−c′
N) for some c′ ≥ 0 and all n ≥ c+

c′. Using the composition Extp−1
A (In−cK, In−c−c′

N) → Extp−1
A (Ln, In−c−c′

N) →
ExtpA(InM, In−c−c′

N) we obtain the desired factorization (for n ≥ c+ c′ and with
c replaced by c+ c′). □

Lemma 101.3.0927 Let A be a Noetherian ring. Let I ⊂ A be an ideal. Let M , N be
A-modules with M finite and N annihilated by a power of I. For each p > 0 there
exists an n such that the map ExtpA(M,N)→ ExtpA(InM,N) is zero.

https://stacks.math.columbia.edu/tag/0G3L
https://stacks.math.columbia.edu/tag/0927
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Proof. Immediate consequence of Lemma 101.2 and the fact that ImN = 0 for
some m > 0. □

Lemma 101.4.0DYI Let A be a Noetherian ring. Let I ⊂ A be an ideal. Let K ∈
D(A) be pseudo-coherent and let M be a finite A-module. For each p ∈ Z there
exists an c such that the image of ExtpA(K, InM) → ExtpA(K,M) is contained in
In−c ExtpA(K,M) for n ≥ c.

Proof. Choose a bounded above complex P • of finite free A-modules representing
K. Then ExtpA(K,M) is the cohomology of

HomA(F−p+1,M) a−→ HomA(F−p,M) b−→ HomA(F−p−1,M)
and ExtpA(K, InM) is computed by replacing these finite A-modules by In times
themselves. Thus the result by Lemma 101.1 (and much more is true). □

In Situation 91.15 we define complexes I•
n such that we have distinguished triangles

I•
n → A→ K•

n → I•
n[1]

in the triangulated category K(A) of complexes of A-modules up to homotopy.
Namely, we set I•

n = σ≤−1K
•
n[−1]. We have termwise split short exact sequences

of complexes
0→ A→ K•

n → I•
n[1]→ 0

defining distinguished triangles by definition of the triangulated structure on K(A).
Their rotations determine the desired distinguished triangles above. Note that
I0
n = A⊕r → A is given by multiplication by fni on the ith factor. Hence I•

n → A
factors as

I•
n → (fn1 , . . . , fnr )→ A

In fact, there is a short exact sequence
0→ H−1(K•

n)→ H0(I•
n)→ (fn1 , . . . , fnr )→ 0

and for every i < 0 we have Hi(I•
n) = Hi−1(K•

n. The maps K•
n+1 → K•

n induce
maps I•

n+1 → I•
n and we obtain a commutative diagram

. . . // I•
3

��

// I•
2

��

// I•
1

��
. . . // (f3

1 , . . . , f
3
r ) // (f2

1 , . . . , f
2
r ) // (f1, . . . , fr)

in K(A).

Lemma 101.5.0G3M In Situation 91.15 assume A is Noetherian. With notation as
above, the inverse system (In) is pro-isomorphic in D(A) to the inverse system
(I•
n).

Proof. It is elementary to show that the inverse system In is pro-isomorphic to
the inverse system (fn1 , . . . , fnr ) in the category of A-modules. Consider the inverse
system of distinguished triangles

I•
n → (fn1 , . . . , fnr )→ C•

n → I•
n[1]

where C•
n is the cone of the first arrow. By Derived Categories, Lemma 42.4 it

suffices to show that the inverse system C•
n is pro-zero. The complex I•

n has nonzero
terms only in degrees i with −r + 1 ≤ i ≤ 0 hence C•

n is bounded similarly. Thus

https://stacks.math.columbia.edu/tag/0DYI
https://stacks.math.columbia.edu/tag/0G3M
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by Derived Categories, Lemma 42.3 it suffices to show that Hp(C•
n) is pro-zero. By

the discussion above we have Hp(C•
n) = Hp(K•

n) for p ≤ −1 and Hp(C•
n) = 0 for

p ≥ 0. The fact that the inverse systems Hp(K•
n) are pro-zero was shown in the

proof of Lemma 94.1 (and this is where the assumption that A is Noetherian is
used). □

Lemma 101.6.0G3N Let A be a Noetherian ring. Let I ⊂ A be an ideal. Let M• be a
bounded complex of finite A-modules. The inverse system of maps

In ⊗L
AM

• −→ InM•

defines an isomorphism of pro-objects of D(A).

Proof. Choose generators f1, . . . , fr ∈ I of I. The inverse system In is pro-
isomorphic to the inverse system (fn1 , . . . , fnr ) in the category of A-modules. With
notation as in Lemma 101.5 we find that it suffices to prove the inverse system of
maps

I•
n ⊗L

AM
• −→ (fn1 , . . . , fnr )M•

defines an isomorphism of pro-objects of D(A). Say we have a ≤ b such that M i = 0
if i ̸∈ [a, b]. Then source and target of the arrows above have cohomology only in
degrees [−r + a, b]. Thus it suffices to show that for any p ∈ Z the inverse system
of maps

Hp(I•
n ⊗L

AM
•) −→ Hp((fn1 , . . . , fnr )M•)

defines an isomorphism of pro-objects of A-modules, see Derived Categories, Lemma
42.5. Using the pro-isomorphism between I•

n ⊗L
A M

• and In ⊗L
A M

• and the pro-
isomorphism between (fn1 , . . . , fnr )M• and InM• this is equivalent to showing that
the inverse system of maps

Hp(In ⊗L
AM

•) −→ Hp(InM•)
defines an isomorphism of pro-objects of A-modules Choose a bounded above com-
plex of finite free A-modules P • and a quasi-isomorphism P • → M•. Then it
suffices to show that the inverse system of maps

Hp(InP •) −→ Hp(InM•)
is a pro-isomorphism. This follows from Lemma 101.1 as Hp(P •) = Hp(M•). □

Lemma 101.7.0928 Let A be a Noetherian ring. Let I ⊂ A be an ideal. Let M be a
finite A-module. There exists an integer n > 0 such that InM →M factors through
the map I ⊗L

AM →M in D(A).

Proof. This follows from Lemma 101.6. It can also been seen directly as follows.
Consider the distinguished triangle

I ⊗L
AM →M → A/I ⊗L

AM → I ⊗L
AM [1]

By the axioms of a triangulated category it suffices to prove that InM → A/I ⊗L
A

M is zero in D(A) for some n. Choose generators f1, . . . , fr of I and let K =
K•(A, f1, . . . , fr) be the Koszul complex and consider the factorization A→ K →
A/I of the quotient map. Then we see that it suffices to show that InM → K⊗AM
is zero in D(A) for some n > 0. Suppose that we have found an n > 0 such that
InM → K ⊗A M factors through τ≥t(K ⊗A M) in D(A). Then the obstruction
to factoring through τ≥t+1(K ⊗A M) is an element in Extt(InM,Ht(K ⊗A M)).
The finite A-module Ht(K ⊗A M) is annihilated by I. Then by Lemma 101.3

https://stacks.math.columbia.edu/tag/0G3N
https://stacks.math.columbia.edu/tag/0928
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we can after increasing n assume this obstruction element is zero. Repeating this
a finite number of times we find n such that InM → K ⊗A M factors through
0 = τ≥r+1(K ⊗AM) in D(A) and we win. □

102. Miscellany

0926 Some results which do not fit anywhere else.

Lemma 102.1.0DYJ Let A be a Noetherian ring. Let I ⊂ A be an ideal. Let K ∈ D(A)
be pseudo-coherent. Let a ∈ Z. Assume that for every finite A-module M the
modules ExtiA(K,M) are I-power torsion for i ≥ a. Then for i ≥ a and M finite
the system ExtiA(K,M/InM) is essentially constant with value

ExtiA(K,M) = lim ExtiA(K,M/InM)

Proof. Let M be a finite A-module. Since K is pseudo-coherent we see that
ExtiA(K,M) is a finite A-module. Thus for i ≥ a it is annihilated by It for some
t ≥ 0. By Lemma 101.4 we see that the image of ExtiA(K, InM)→ ExtiA(K,M) is
zero for some n > 0. The short exact sequence 0 → InM → M → M/InM → 0
gives a long exact sequence

ExtiA(K, InM)→ ExtiA(K,M)→ ExtiA(K,M/InM)→ Exti+1
A (K, InM)

The systems ExtiA(K, InM) and Exti+1
A (K, InM) are essentially constant with

value 0 by what we just said (applied to the finite A-modules ImM). A diagram
chase shows ExtiA(K,M/InM) is essentially constant with value ExtiA(K,M). □

Lemma 102.2.0FXN Let A be a Noetherian ring. Let I ⊂ A be an ideal. Let M be a
finite A-module. Let N be an A-module annihilated by I. There exists an integer
n > 0 such that TorAp (InM,N)→ TorAp (M,N) is zero for all p ≥ 0.

Proof. By Lemma 101.7 we can factor InM → M as InM → M ⊗L
A I → M . We

claim the composition

InM ⊗L
A N → (M ⊗L

A I)⊗L
A N →M ⊗L

A N

is zero. Namely, the diagram

(M ⊗L
A I)⊗L

A N
//

''

M ⊗L
A (I ⊗L

A N)

ww
M ⊗L

A N

commutes (details omitted) and the map I ⊗L
A N → N is zero as N is annihilated

by I. □

Lemma 102.3.0D2L Let R be a ring. Let K ∈ D(R) be pseudo-coherent. Let (Mn) be
an inverse system of R-modules. Then R limK ⊗L

RMn = K ⊗L
R R limMn.

Proof. Consider the defining distinguished triangle

R limMn →
∏

Mn →
∏

Mn → R limMn[1]

and apply Lemma 65.5. □

https://stacks.math.columbia.edu/tag/0DYJ
https://stacks.math.columbia.edu/tag/0FXN
https://stacks.math.columbia.edu/tag/0D2L


MORE ON ALGEBRA 292

Lemma 102.4.0929 Let R be a Noetherian local ring. Let I ⊂ R be an ideal and let E
be a nonzero module over R/I. If R/I has finite projective dimension and E has
finite projective dimension over R/I, then E has finite projective dimension over
R and

pdR(E) = pdR(R/I) + pdR/I(E)

Proof. We will use that, for a finite module, having finite projective dimension
over R, resp. R/I is the same as being a perfect module, see discussion following
Definition 74.1. We see that E has finite projective dimension over R by Lemma
74.7. Thus we can apply Auslander-Buchsbaum (Algebra, Proposition 111.1) to see
that

pdR(E) + depth(E) = depth(R), pdR/I(E) + depth(E) = depth(R/I),
and

pdR(R/I) + depth(R/I) = depth(R)
Note that in the first equation we take the depth of E as an R-module and in the
second as an R/I-module. However these depths are the same (this is trivial but
also follows from Algebra, Lemma 72.11). This concludes the proof. □

Lemma 102.5.0GYI Let A→ B be a ring map. There exists a cardinal κ = κ(A→ B)
with the following property: Let M•, resp. N• be a complex of A-modules, resp.
B-modules. Let a : M• → N• be a map of complexes of A-modules which induces
an isomorphism M• ⊗L

A B → N• in D(B). Let M•
1 ⊂ M•, resp. N•

1 ⊂ N• be
a subcomplex of A-modules, resp. B-modules such that a(M•

1 ) ⊂ N•
1 . Then there

exist subcomplexes
M•

1 ⊂M•
2 ⊂M• and N•

1 ⊂ N•
2 ⊂ N•

such that a(M•
2 ) ⊂ N•

2 with the following properties:
(1) Ker(Hi(M•

1 ⊗L
A B)→ Hi(N•

1 )) maps to zero in Hi(M•
2 ⊗L

A B),
(2) Im(Hi(N•

1 )→ Hi(N•
2 )) is contained in Im(Hi(M•

2 ⊗L
A B)→ H2(N•

2 )),
(3) |

⋃
M i

2 ∪
⋃
N i

2| ≤ max(κ, |
⋃
M i

1 ∪
⋃
N i

1|).

Proof. Let κ = max(|A|, |B|,ℵ0). Set |M•| = |
⋃
M i| and similarly for other

complexes. With this notation we have

max(κ, |
⋃
M i

1 ∪
⋃
N i

1|) = max(κ, |M•
1 |, |M•

2 |)

for the quantity used in the statement of the lemma. We are going to use this and
other observations coming from arithmetic of cardinals without further mention.
First, let us show that there are plenty of “small” subcomplexes. For every pair of
collections E = {Ei} and F = {F i} of finite subsets Ei ⊂M i, i ∈ Z and F i ⊂ N i,
i ∈ Z we can let

M•
1 ⊂M1(E,F )• ⊂M• and N•

1 ⊂ N1(E,F )• ⊂ N•

be the smallest subcomplexes of A and B-modules such that a(M1(E,F )•) ⊂
N1(E,F )• and such that Ei ⊂M1(E,F )i and F i ⊂M2(E,F )i. Then it is easy to
see that

|M1(E,F )•| ≤ max(κ, |M•
1 |) and |M2(E,F )•| ≤ max(κ, |M•

2 |)
Details omitted. It is clear that we have

M• = colim(E,F ) M1(E,F )• and N• = colim(E,F ) N1(E,F )•

https://stacks.math.columbia.edu/tag/0929
https://stacks.math.columbia.edu/tag/0GYI


MORE ON ALGEBRA 293

and the colimits are (termwise) filtered colimits.

There exists a resolution . . . → F−1 → F 0 → B by free A-modules Fi with
|Fi| ≤ κ (details omitted). The cohomology modules of M•

1 ⊗L
AB are computed by

Tot(M•
1 ⊗A F •). It follows that |Hi(M•

1 ⊗L
A B)| ≤ max(κ, |M•

1 |).

Let i ∈ Z and let ξ ∈ Hi(M•
1 ⊗L

A B) be an element which maps to zero in Hi(N•
1 ).

Then ξ maps to zero in Hi(N•) and hence ξ maps to zero in Hi(M• ⊗L
A B). Since

derived tensor product commutes with filtered colimits, we can find finite collections
Eξ and Fξ as above such that ξ maps to zero in Hi(M1(Eξ, Fξ)• ⊗L

A B).

Let i ∈ Z and let η ∈ Hi(N•
1 ). Then the image of η in Hi(N•) is in the image of

Hi(M•⊗L
AB)→ Hi(N•). Hence as before, we can find finite collections Eη and Fη

as above such that η maps to an element of Hi(N1(Eη, Fη) which is in the image
of the map Hi(M1(Eη, Fη)• ⊗L

A B)→ Hi(N1(Eη, Fη).

Now we simply define

M•
2 =

∑
ξ
M1(Eξ, Fξ)• +

∑
η
M1(Eη, Fη)•

where the sum is over ξ and η as in the previous two paragraphs and the sum is
taken inside M•. Similarly we set

N•
2 =

∑
ξ
N1(Eξ, Fξ)• +

∑
η
N1(Eη, Fη)•

where the sum is taken inside N•. By construction we will have properties (1)
and (2) with these choices. The bound (3) also follows as the set of ξ and η has
cardinality at most max(κ, |M•

1 |, |N•
1 |). □

103. Tricks with double complexes

0EYW This section continues the discussion in Homology, Section 26.

Lemma 103.1.0H0Q Let A•
0 → A•

1 → A•
2 → . . . be a complex of complexes of abelian

groups. Assume H−p(A•
p) = 0 for all p ≥ 0. Set Ap,q = Aqp and view A•,• as a

double complex. Then H0(Totπ(A•,•)) = 0.

Proof. Denote fp : A•
p → A•

p+1 the given maps of complexes. Recall that the
differential on Totπ(A•,•) is given by∏

p+q=n
(fqp + (−1)pdqA•

p
)

on elements in degree n. Let ξ ∈ H0(Totπ(A•,•)) be a cohomology class. We will
show ξ is zero. Represent ξ as the class of an cocycle x = (xp) ∈

∏
Ap,−p. Since

d(x) = 0 we find that dA•
0
(x0) = 0. Since H0(A•

0) = 0 there exists a y−1 ∈ A0,−1

with dA•
0
(y−1) = x0. Then we see that dA•

1
(x1 + f0(y−1)) = 0. Since H−1(A•

1) = 0
we can find a y−2 ∈ A1,−2 such that −dA•

1
(y−2) = x1 + f0(y−1). By induction we

can find y−p−1 ∈ Ap,−p−1 such that

(−1)pdA•
p
(y−p−1) = xp + fp−1(y−p)

This implies that d(y) = x where y = (y−p−1). □
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Lemma 103.2.0EYX Let

(A•
0 → A•

1 → A•
2 → . . .) −→ (B•

0 → B•
1 → B•

2 → . . .)

be a map between two complexes of complexes of abelian groups. Set Ap,q = Aqp,
Bp,q = Bqp to obtain double complexes. Let Totπ(A•,•) and Totπ(B•,•) be the prod-
uct total complexes associated to the double complexes. If each A•

p → B•
p is a

quasi-isomorphism, then Totπ(A•,•)→ Totπ(B•,•) is a quasi-isomorphism.

Proof. Recall that Totπ(A•,•) in degree n is given by
∏
p+q=nA

p,q =
∏
p+1=nA

q
p.

Let C•
p be the cone on the map A•

p → B•
p , see Derived Categories, Section 9. By

the functoriality of the cone construction we obtain a complex of complexes

C•
0 → C•

1 → C•
2 → . . .

Then we see Totπ(C•,•) in degree n is given by∏
p+q=n

Cp,q =
∏

p+q=n
Cqp =

∏
p+q=n

(Bqp ⊕Aq+1
p ) =

∏
p+q=n

Bqp ⊕
∏

p+q=n
Aq+1
p

We conclude that Totπ(C•,•) is the cone of the map Totπ(A•,•) → Totπ(B•,•)
(We omit the verification that the differentials agree.) Thus it suffices to show
Totπ(A•,•) is acyclic if each A•

p is acyclic. This follows from Lemma 103.1. □

104. Weakly étale ring maps

092A Most of the results in this section are from the paper [Oli83] by Olivier. See also
the related paper [Fer67].

Definition 104.1.092B A ring A is called absolutely flat if every A-module is flat
over A. A ring map A → B is weakly étale or absolutely flat if both A → B and
B ⊗A B → B are flat.

Absolutely flat rings are sometimes called von Neumann regular rings (often in the
setting of noncommutative rings). A localization is a weakly étale ring map. An
étale ring map is weakly étale. Here is a simple, yet key property.

Lemma 104.2.092C Let A→ B be a ring map such that B ⊗A B → B is flat. Let N
be a B-module. If N is flat as an A-module, then N is flat as a B-module.

Proof. Assume N is a flat as an A-module. Then the functor

ModB −→ ModB⊗AB , N ′ 7→ N ⊗A N ′

is exact. As B ⊗A B → B is flat we conclude that the functor

ModB −→ ModB , N ′ 7→ (N ⊗A N ′)⊗B⊗AB B = N ⊗B N ′

is exact, hence N is flat over B. □

Definition 104.3.092D Let A be a ring. Let d ≥ 0 be an integer. We say that A has
weak dimension ≤ d if every A-module has tor dimension ≤ d.

Lemma 104.4.092E Let A→ B be a weakly étale ring map. If A has weak dimension
at most d, then so does B.

https://stacks.math.columbia.edu/tag/0EYX
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Proof. Let N be a B-module. If d = 0, then N is flat as an A-module, hence flat
as a B-module by Lemma 104.2. Assume d > 0. Choose a resolution F• → N by
free B-modules. Our assumption implies that K = Im(Fd → Fd−1) is A-flat, see
Lemma 66.2. Hence it is B-flat by Lemma 104.2. Thus 0 → K → Fd−1 → . . . →
F0 → N → 0 is a flat resolution of length d and we see that N has tor dimension
at most d. □

Lemma 104.5.092F Let A be a ring. The following are equivalent
(1) A has weak dimension ≤ 0,
(2) A is absolutely flat, and
(3) A is reduced and every prime is maximal.

In this case every local ring of A is a field.

Proof. The equivalence of (1) and (2) is immediate. Assume A is absolutely flat.
This implies every ideal of A is pure, see Algebra, Definition 108.1. Hence every
finitely generated ideal is generated by an idempotent by Algebra, Lemma 108.5.
If f ∈ A, then (f) = (e) for some idempotent e ∈ A and D(f) = D(e) is open and
closed (Algebra, Lemma 21.1). This already implies every ideal of A is maximal
for example by Algebra, Lemma 26.5. Moreover, if f is nilpotent, then e = 0 hence
f = 0. Thus A is reduced.

Assume A is reduced and every prime of A is maximal. Let M be an A-module.
Our goal is to show that M is flat. We may write M as a filtered colimit of finite
A-modules, hence we may assume M is finite (Algebra, Lemma 39.3). There is a
finite filtration of M by modules of the form A/I (Algebra, Lemma 5.4), hence we
may assume that M = A/I (Algebra, Lemma 39.13). Thus it suffices to show every
ideal of A is pure. Since every local ring of A is a field (by Algebra, Lemma 25.1
and the fact that every prime of A is minimal), we see that every ideal I ⊂ A is
radical. Note that every closed subset of Spec(A) is closed under generalization.
Thus every (radical) ideal of A is pure by Algebra, Lemma 108.4. □

Lemma 104.6.092G A product of fields is an absolutely flat ring.

Proof. Let Ki be a family of fields. If f = (fi) ∈
∏
Ki, then the ideal generated

by f is the same as the ideal generated by the idempotent e = (ei) with ei = 0, 1
according to whether fi is 0 or not. Thus D(f) = D(e) is open and closed and we
conclude by Lemma 104.5 and Algebra, Lemma 26.5. □

Lemma 104.7.092H Let A→ B and A→ A′ be ring maps. Let B′ = B ⊗A A′ be the
base change of B.

(1) If B ⊗A B → B is flat, then B′ ⊗A′ B′ → B′ is flat.
(2) If A→ B is weakly étale, then A′ → B′ is weakly étale.

Proof. Assume B ⊗A B → B is flat. The ring map B′ ⊗A′ B′ → B′ is the base
change of B ⊗A B → B by A→ A′. Hence it is flat by Algebra, Lemma 39.7. This
proves (1). Part (2) follows from (1) and the fact (just used) that the base change
of a flat ring map is flat. □

Lemma 104.8.092I Let A→ B be a ring map such that B ⊗A B → B is flat.
(1) If A is an absolutely flat ring, then so is B.
(2) If A is reduced and A→ B is weakly étale, then B is reduced.

https://stacks.math.columbia.edu/tag/092F
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Proof. Part (1) follows immediately from Lemma 104.2 and the definitions. If A
is reduced, then there exists an injection A → A′ =

∏
p⊂A minimal Ap of A into an

absolutely flat ring (Algebra, Lemma 25.2 and Lemma 104.6). If A → B is flat,
then the induced map B → B′ = B ⊗A A′ is injective too. By Lemma 104.7 the
ring map A′ → B′ is weakly étale. By part (1) we see that B′ is absolutely flat.
By Lemma 104.5 the ring B′ is reduced. Hence B is reduced. □

Lemma 104.9.092J Let A→ B and B → C be ring maps.
(1) If B ⊗A B → B and C ⊗B C → C are flat, then C ⊗A C → C is flat.
(2) If A→ B and B → C are weakly étale, then A→ C is weakly étale.

Proof. Part (1) follows from the factorization
C ⊗A C −→ C ⊗B C −→ C

of the multiplication map, the fact that
C ⊗B C = (C ⊗A C)⊗B⊗AB B,

the fact that a base change of a flat map is flat, and the fact that the composition
of flat ring maps is flat. See Algebra, Lemmas 39.7 and 39.4. Part (2) follows from
(1) and the fact (just used) that the composition of flat ring maps is flat. □

Lemma 104.10.092K Let A→ B → C be ring maps.
(1) If B → C is faithfully flat and C ⊗A C → C is flat, then B ⊗A B → B is

flat.
(2) If B → C is faithfully flat and A → C is weakly étale, then A → B is

weakly étale.
Proof. Assume B → C is faithfully flat and C ⊗A C → C is flat. Consider the
commutative diagram

C ⊗A C // C

B ⊗A B //

OO

B

OO

The vertical arrows are flat, the top horizontal arrow is flat. Hence C is flat as a
B ⊗A B-module. The map B → C is faithfully flat and C = B ⊗B C. Hence B is
flat as a B⊗AB-module by Algebra, Lemma 39.9. This proves (1). Part (2) follows
from (1) and the fact that A → B is flat if A → C is flat and B → C is faithfully
flat (Algebra, Lemma 39.9). □

Lemma 104.11.092L Let A be a ring. Let B → C be an A-algebra map of weakly
étale A-algebras. Then B → C is weakly étale.
Proof. The ring map B → C is flat by Lemma 104.2. The ring map C ⊗A C →
C⊗BC is surjective, hence an epimorphism. Thus Lemma 104.2 implies, that since
C is flat over C ⊗A C also C is flat over C ⊗B C. □

Lemma 104.12.092M Let A→ B be a ring map such that B ⊗A B → B is flat. Then
ΩB/A = 0, i.e., B is formally unramified over A.
Proof. Let I ⊂ B⊗AB be the kernel of the flat surjective map B⊗AB → B. Then
I is a pure ideal (Algebra, Definition 108.1), so I2 = I (Algebra, Lemma 108.2).
Since ΩB/A = I/I2 (Algebra, Lemma 131.13) we obtain the vanishing. This means
B is formally unramified over A by Algebra, Lemma 148.2. □
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Lemma 104.13.0CKP Let A→ B be a ring map such that B ⊗A B → B is flat.
(1) If A→ B is of finite type, then A→ B is unramified.
(2) If A→ B is of finite presentation and flat, then A→ B is étale.

In particular a weakly étale ring map of finite presentation is étale.

Proof. Part (1) follows from Lemma 104.12 and Algebra, Definition 151.1. Part
(2) follows from part (1) and Algebra, Lemma 151.8. □

Lemma 104.14.092N Let A→ B be a ring map. Then A→ B is weakly étale in each
of the following cases

(1) B = S−1A is a localization of A,
(2) A→ B is étale,
(3) B is a filtered colimit of weakly étale A-algebras.

Proof. An étale ring map is flat and the map B ⊗A B → B is also étale as a map
between étale A-algebras (Algebra, Lemma 143.8). This proves (2).
Let Bi be a directed system of weakly étale A-algebras. Then B = colimBi is flat
over A by Algebra, Lemma 39.3. Note that the transition maps Bi → Bi′ are flat
by Lemma 104.11. Hence B is flat over Bi for each i, and we see that B is flat over
Bi ⊗A Bi by Algebra, Lemma 39.4. Thus B is flat over B ⊗A B = colimBi ⊗A Bi
by Algebra, Lemma 39.6.
Part (1) can be proved directly, but also follows by combining (2) and (3). □

Lemma 104.15.092P Let L/K be an extension of fields. If L⊗K L→ L is flat, then
L is an algebraic separable extension of K.

Proof. By Lemma 104.10 we see that any subfield K ⊂ L′ ⊂ L the map L′⊗KL′ →
L′ is flat. Thus we may assume L is a finitely generated field extension of K. In
this case the fact that L/K is formally unramified (Lemma 104.12) implies that
L/K is finite separable, see Algebra, Lemma 158.1. □

Lemma 104.16.092Q Let B be an algebra over a field K. The following are equivalent
(1) B ⊗K B → B is flat,
(2) K → B is weakly étale, and
(3) B is a filtered colimit of étale K-algebras.

Moreover, every finitely generated K-subalgebra of B is étale over K.

Proof. Parts (1) and (2) are equivalent because every K-algebra is flat over K.
Part (3) implies (1) and (2) by Lemma 104.14
Assume (1) and (2) hold. We will prove (3) and the finite statement of the lemma.
A field is absolutely flat ring, hence B is a absolutely flat ring by Lemma 104.8.
Hence B is reduced and every local ring is a field, see Lemma 104.5.
Let q ⊂ B be a prime. The ring map B → Bq is weakly étale, hence Bq is weakly
étale over K (Lemma 104.9). Thus Bq is a separable algebraic extension of K by
Lemma 104.15.
Let K ⊂ A ⊂ B be a finitely generated K-sub algebra. We will show that A is étale
over K which will finish the proof of the lemma. Then every minimal prime p ⊂ A
is the image of a prime q of B, see Algebra, Lemma 30.5. Thus κ(p) as a subfield
of Bq = κ(q) is separable algebraic over K. Hence every generic point of Spec(A)
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is closed (Algebra, Lemma 35.9). Thus dim(A) = 0. Then A is the product of its
local rings, e.g., by Algebra, Proposition 60.7. Moreover, since A is reduced, all
local rings are equal to their residue fields which are finite separable over K. This
means that A is étale over K by Algebra, Lemma 143.4 and finishes the proof. □

Lemma 104.17.092R Let A → B be a ring map. If A → B is weakly étale, then
A→ B induces separable algebraic residue field extensions.

Proof. Let p be a prime of A. Then κ(p)→ B ⊗A κ(p) is weakly étale by Lemma
104.7. Hence B⊗Aκ(p) is a filtered colimit of étale κ(p)-algebras by Lemma 104.16.
Hence for q ⊂ B lying over p the extension κ(q)/κ(p) is a filtered colimit of finite
separable extensions by Algebra, Lemma 143.4. □

Lemma 104.18.092S Let A be a ring. The following are equivalent
(1) A has weak dimension ≤ 1,
(2) every ideal of A is flat,
(3) every finitely generated ideal of A is flat,
(4) every submodule of a flat A-module is flat, and
(5) every local ring of A is a valuation ring.

Proof. If A has weak dimension ≤ 1, then the resolution 0→ I → A→ A/I → 0
shows that every ideal I is flat by Lemma 66.2. Hence (1) ⇒ (2).

Assume (4). Let M be an A-module. Choose a surjection F → M where F is a
free A-module. Then Ker(F → M) is flat by assumption, and we see that M has
tor dimension ≤ 1 by Lemma 66.6. Hence (4) ⇒ (1).

Every ideal is the union of the finitely generated ideals contained in it. Hence (3)
implies (2) by Algebra, Lemma 39.3. Thus (3) ⇔ (2).

Assume (2). Suppose that N ⊂M with M a flat A-module. We will prove that N
is flat. We can write M = colimMi with each Mi finite free, see Algebra, Theorem
81.4. Setting Ni ⊂ Mi the inverse image of N we see that N = colimNi. By
Algebra, Lemma 39.3. it suffices to prove Ni is flat and we reduce to the case
M = R⊕n. In this case the module N has a finite filtration by the submodules
R⊕j ∩N whose subquotients are ideals. By (2) these ideals are flat and hence N is
flat by Algebra, Lemma 39.13. Thus (2) ⇒ (4).

Assume A satisfies (1) and let p ⊂ A be a prime ideal. By Lemmas 104.14 and
104.4 we see that Ap satisfies (1). We will show A is a valuation ring if A is a local
ring satisfying (3). Let f ∈ m be a nonzero element. Then (f) is a flat nonzero
module generated by one element. Hence it is a free A-module by Algebra, Lemma
78.5. It follows that f is a nonzerodivisor and A is a domain. If I ⊂ A is a finitely
generated ideal, then we similarly see that I is a finite free A-module, hence (by
considering the rank) free of rank 1 and I is a principal ideal. Thus A is a valuation
ring by Algebra, Lemma 50.15. Thus (1) ⇒ (5).

Assume (5). Let I ⊂ A be a finitely generated ideal. Then Ip ⊂ Ap is a finitely
generated ideal in a valuation ring, hence principal (Algebra, Lemma 50.15), hence
flat. Thus I is flat by Algebra, Lemma 39.18. Thus (5) ⇒ (3). This finishes the
proof of the lemma. □
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Lemma 104.19.092T Let J be a set. For each j ∈ J let Aj be a valuation ring with
fraction field Kj. Set A =

∏
Aj and K =

∏
Kj. Then A has weak dimension at

most 1 and A→ K is a localization.

Proof. Let I ⊂ A be a finitely generated ideal. By Lemma 104.18 it suffices to
show that I is a flat A-module. Let Ij ⊂ Aj be the image of I. Observe that
Ij = I ⊗A Aj , hence I →

∏
Ij is surjective by Algebra, Proposition 89.2. Thus

I =
∏
Ij . Since Aj is a valuation ring, the ideal Ij is generated by a single element

(Algebra, Lemma 50.15). Say Ij = (fj). Then I is generated by the element
f = (fj). Let e ∈ A be the idempotent which has a 0 or 1 in Aj depending on
whether fj is 0 or not. Then f = ge for some nonzerodivisor g ∈ A: take g = (gj)
with gj = 1 if fj = 0 and gj = fj else. Thus I ∼= (e) as a module. We conclude I is
flat as (e) is a direct summand of A. The final statement is true because K = S−1A
where S =

∏
(Aj \ {0}). □

Lemma 104.20.092U Let A be a normal domain with fraction field K. There exists a
cartesian diagram

A

��

// K

��
V // L

of rings where V has weak dimension at most 1 and V → L is a flat, injective,
epimorphism of rings.

Proof. For every x ∈ K, x ̸∈ A pick Vx ⊂ K as in Algebra, Lemma 50.11. Set
V =

∏
x∈K\A Vx and L =

∏
x∈K\AK. The ring V has weak dimension at most 1

by Lemma 104.19 which also shows that V → L is a localization. A localization is
flat and an epimorphism, see Algebra, Lemmas 39.18 and 107.5. □

Lemma 104.21.092V Let A be a ring of weak dimension at most 1. If A → B is a
flat, injective, epimorphism of rings, then A is integrally closed in B.

Proof. Let x ∈ B be integral over A. Let A′ = A[x] ⊂ B. Then A′ is a finite
ring extension of A by Algebra, Lemma 36.5. To show A = A′ it suffices to show
A → A′ is an epimorphism by Algebra, Lemma 107.6. Note that A′ is flat over A
by assumption on A and the fact that B is flat over A (Lemma 104.18). Hence the
composition

A′ ⊗A A′ → B ⊗A A′ → B ⊗A B → B

is injective, i.e., A′ ⊗A A′ ∼= A′ and the lemma is proved. □

Lemma 104.22.092W Let A be a normal domain with fraction field K. Let A→ B be
weakly étale. Then B is integrally closed in B ⊗A K.

Proof. Choose a diagram as in Lemma 104.20. As A→ B is flat, the base change
gives a cartesian diagram

B

��

// B ⊗A K

��
B ⊗A V // B ⊗A L

of rings. Note that V → B⊗A V is weakly étale (Lemma 104.7), hence B⊗A V has
weak dimension at most 1 by Lemma 104.4. Note that B⊗A V → B⊗A L is a flat,
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injective, epimorphism of rings as a flat base change of such (Algebra, Lemmas 39.7
and 107.3). By Lemma 104.21 we see that B ⊗A V is integrally closed in B ⊗A L.
It follows from the cartesian property of the diagram that B is integrally closed in
B ⊗A K. □

Lemma 104.23.092X Let A→ B be a ring homomorphism. Assume
(1) A is a henselian local ring,
(2) A→ B is integral,
(3) B is a domain.

Then B is a henselian local ring and A → B is a local homomorphism. If A
is strictly henselian, then B is a strictly henselian local ring and the extension
κ(mB)/κ(mA) of residue fields is purely inseparable.

Proof. Write B as a filtered colimit B = colimBi of finite A-sub algebras. If we
prove the results for each Bi, then the result follows for B. See Algebra, Lemma
154.8. If A → B is finite, then B is a product of local henselian rings by Algebra,
Lemma 153.4. Since B is a domain we see that B is a local ring. The maximal
ideal of B lies over the maximal ideal of A by going up for A → B (Algebra,
Lemma 36.22). If A is strictly henselian, then the field extension κ(mB)/κ(mA)
being algebraic, has to be purely inseparable. Of course, then κ(mB) is separably
algebraically closed and B is strictly henselian. □

Theorem 104.24 (Olivier).092Z Let A→ B be a local homomorphism of local rings.
If A is strictly henselian and A→ B is weakly étale, then A = B.

Proof. We will show that for all p ⊂ A there is a unique prime q ⊂ B lying over p
and κ(p) = κ(q). This implies that B ⊗A B → B is bijective on spectra as well as
surjective and flat. Hence it is an isomorphism for example by the description of
pure ideals in Algebra, Lemma 108.4. Hence A→ B is a faithfully flat epimorphism
of rings. We get A = B by Algebra, Lemma 107.7.
Note that the fibre ring B⊗Aκ(p) is a colimit of étale extensions of κ(p) by Lemmas
104.7 and 104.16. Hence, if there exists more than one prime lying over p or
if κ(p) ̸= κ(q) for some q, then B ⊗A L has a nontrivial idempotent for some
(separable) algebraic field extension L/κ(p).
Let L/κ(p) be an algebraic field extension. Let A′ ⊂ L be the integral closure
of A/p in L. By Lemma 104.23 we see that A′ is a strictly henselian local ring
whose residue field is a purely inseparable extension of the residue field of A. Thus
B ⊗A A′ is a local ring by Algebra, Lemma 156.5. On the other hand, B ⊗A A′ is
integrally closed in B⊗AL by Lemma 104.22. Since B⊗AA′ is local, it follows that
the ring B ⊗A L does not have nontrivial idempotents which is what we wanted to
prove. □

105. Weakly étale algebras over fields

0CKQ If K is a field, then an algebra B is weakly étale over K if and only if it is a filtered
colimit of étale K-algebras. This is Lemma 104.16.

Lemma 105.1.0CKR Let K be a field. If B is weakly étale over K, then
(1) B is reduced,
(2) B is integral over K,
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(3) any finitely generated K-subalgebra of B is a finite product of finite sepa-
rable extensions of K,

(4) B is a field if and only if B does not have nontrivial idempotents and in
this case it is a separable algebraic extension of K,

(5) any sub or quotient K-algebra of B is weakly étale over K,
(6) if B′ is weakly étale over K, then B ⊗K B′ is weakly étale over K.

Proof. Part (1) follows from Lemma 104.8 but of course it follows from part (3)
as well. Part (3) follows from Lemma 104.16 and the fact that étale K-algebras are
finite products of finite separable extensions of K, see Algebra, Lemma 143.4. Part
(3) implies (2). Part (4) follows from (3) as a product of fields is a field if and only
if it has no nontrivial idempotents.
If S ⊂ B is a subalgebra, then it is the filtered colimit of its finitely generated
subalgebras which are all étale over K by the above and hence S is weakly étale over
K by Lemma 104.16. If B → Q is a quotient algebra, then Q is the filtered colimit of
K-algebra quotients of finite products

∏
i∈I Li of finite separable extensions Li/K.

Such a quotient is of the form
∏
i∈J Li for some subset J ⊂ I and hence the result

holds for quotients by the same reasoning.
The statement on tensor products follows in a similar manner or by combining
Lemmas 104.7 and 104.9. □

Lemma 105.2.0CKS Let K be a field. Let A be a K-algebra. There exists a maximal
weakly étale K-subalgebra Bmax ⊂ A.

Proof. Let B1, B2 ⊂ A be weakly étale K-subalgebras. Then B1 ⊗K B2 is weakly
étale over K and so is the image of B1 ⊗K B2 → A (Lemma 105.1). Thus the
collection B of weakly étale K-subalgebras B ⊂ A is directed and the colimit
Bmax = colimB∈B B is a weakly étale K-algebra by Lemma 104.14. Hence the
image of Bmax → A is weakly étale over K (previous lemma cited). It follows that
this image is in B and hence B has a maximal element (and the image is the same
as Bmax). □

Lemma 105.3.0CKT Let K be a field. For a K-algebra A denote Bmax(A) the maximal
weakly étale K-subalgebra of A as in Lemma 105.2. Then

(1) any K-algebra map A′ → A induces a K-algebra map Bmax(A′)→ Bmax(A),
(2) if A′ ⊂ A, then Bmax(A′) = Bmax(A) ∩A′,
(3) if A = colimAi is a filtered colimit, then Bmax(A) = colimBmax(Ai),
(4) the map Bmax(A)→ Bmax(Ared) is an isomorphism,
(5) Bmax(A1 × . . .×An) = Bmax(A1)× . . .×Bmax(An),
(6) if A has no nontrivial idempotents, then Bmax(A) is a field and a separable

algebraic extension of K,
(7) add more here.

Proof. Proof of (1). This is true because the image of Bmax(A′) → A is weakly
étale over K by Lemma 105.1.
Proof of (2). By (1) we have Bmax(A′) ⊂ Bmax(A). Conversely, Bmax(A)∩A′ is a
weakly étale K-algebra by Lemma 105.1 and hence contained in Bmax(A′).
Proof of (3). By (1) there is a map colimBmax(Ai)→ A which is injective because
the system is filtered and Bmax(Ai) ⊂ Ai. The colimit colimBmax(Ai) is weakly
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étale over K by Lemma 104.14. Hence we get an injective map colimBmax(Ai)→
Bmax(A). Suppose that a ∈ Bmax(A). Then a generates a finitely presented K-
subalgebra B ⊂ Bmax(A). By Algebra, Lemma 127.3 there is an i and a K-algebra
map f : B → Ai lifting the given map B → A. Since B is weakly étale by Lemma
105.1, we see that f(B) ⊂ Bmax(Ai) and we conclude that a is in the image of
colimBmax(Ai)→ Bmax(A).
Proof of (4). Write Bmax(Ared) = colimBi as a filtered colimit of étale K-algebras
(Lemma 104.16). By Algebra, Lemma 138.17 for each i there is a K-algebra map
fi : Bi → A lifting the given map Bi → Ared. It follows that the canonical map
Bmax(Ared) → Bmax(A) is surjective. The kernel consists of nilpotent elements
and hence is zero as Bmax(Ared) is reduced (Lemma 105.1).
Proof of (5). Omitted.
Proof of (6). Follows from Lemma 105.1 part (4). □

Lemma 105.4.0CKU Let L/K be an extension of fields. Let A be a K-algebra. Let
B ⊂ A be the maximal weakly étale K-subalgebra of A as in Lemma 105.2. Then
B ⊗K L is the maximal weakly étale L-subalgebra of A⊗K L.

Proof. For an algebra A over K we write Bmax(A/K) for the maximal weakly
étale K-subalgebra of A. Similarly we write Bmax(A′/L) for the maximal weakly
étale L-subalgebra of A′ if A′ is an L-algebra. Since Bmax(A/K) ⊗K L is weakly
étale over L (Lemma 104.7) and since Bmax(A/K) ⊗K L ⊂ A ⊗K L we obtain a
canonical injective map

Bmax(A/K)⊗K L→ Bmax((A⊗K L)/L)
The lemma states that this map is an isomorphism.
To prove the lemma for L and our K-algebra A, it suffices to prove the lemma for
any field extension L′ of L. Namely, we have the factorization

Bmax(A/K)⊗K L′ → Bmax((A⊗K L)/L)⊗L L′ → Bmax((A⊗K L′)/L′)
hence the composition cannot be surjective withoutBmax(A/K)⊗KL→ Bmax((A⊗K
L)/L) being surjective. Thus we may assume L is algebraically closed.
Reduction to finite type K-algebra. We may write A is the filtered colimit of its
finite type K-subalgebras. Using Lemma 105.3 we see that it suffices to prove the
lemma for finite type K-algebras.
Assume A is a finite type K-algebra. Since the kernel of A → Ared is nilpotent,
the same is true for A⊗K L→ Ared ⊗K L. Then

Bmax((A⊗K L)/L)→ Bmax((Ared ⊗K L)/L)
is injective because the kernel is nilpotent and the weakly étale L-algebraBmax((A⊗K
L)/L) is reduced (Lemma 105.1). Since Bmax(A/K) = Bmax(Ared/K) by Lemma
105.3 we conclude that it suffices to prove the lemma for Ared.
Assume A is a reduced finite type K-algebra. Let Q = Q(A) be the total quotient
ring of A. Then A ⊂ Q and A⊗K L ⊂ Q⊗A L and hence

Bmax(A/K) = A ∩Bmax(Q/K)
and

Bmax((A⊗K L)/L) = (A⊗K L) ∩Bmax((Q⊗K L)/L)

https://stacks.math.columbia.edu/tag/0CKU


MORE ON ALGEBRA 303

by Lemma 105.3. Since − ⊗K L is an exact functor, it follows that if we prove
the result for Q, then the result follows for A. Since Q is a finite product of
fields (Algebra, Lemmas 25.4, 25.1, 31.6, and 31.1) and since Bmax commutes with
products (Lemma 105.3) it suffices to prove the lemma when A is a field.

Assume A is a field. We reduce to A being finitely generated overK by the argument
in the third paragraph of the proof. (In fact the way we reduced to the case of a
field produces a finitely generated field extension of K.)

Assume A is a finitely generated field extension of K. Then K ′ = Bmax(A/K)
is a field separable algebraic over K by Lemma 105.3 part (6). Hence K ′ is a
finite separable field extension of K and A is geometrically irreducible over K ′ by
Algebra, Lemma 47.13. Since L is algebraically closed and K ′/K finite separable
we see that

K ′ ⊗K L→
∏

σ∈HomK(K′,L)
L, α⊗ β 7→ (σ(α)β)σ

is an isomorphism (Fields, Lemma 13.4). We conclude

A⊗K L = A⊗K′ (K ′ ⊗K L) =
∏

σ∈HomK (K′,L)
A⊗K′,σ L

Since A is geometrically irreducible over K ′ we see that A⊗K′,σL has a unique min-
imal prime. Since L is algebraically closed it follows that Bmax((A⊗K′,σL)/L) = L
because this L-algebra is a field algebraic over L by Lemma 105.3 part (6). It fol-
lows that the maximal weakly étale K ′ ⊗K L-subalgebra of A ⊗K L is K ′ ⊗K L
because we can decompose these subalgebras into products as above. Hence the
inclusion K ′ ⊗K L ⊂ Bmax((A⊗K L)/L) is an equality: the ring map K ′ ⊗K L→
Bmax((A⊗K L)/L) is weakly étale by Lemma 104.11. □

106. Local irreducibility

06DT The following definition seems to be the generally accepted one. To parse it, observe
that if A ⊂ B is an integral extension of local domains, then A→ B is a local ring
homomorphism by going up (Algebra, Lemma 36.22).

Definition 106.1.0BPZ [GD67, Chapter 0
(23.2.1)]

Let A be a local ring. We say A is unibranch if the reduction
Ared is a domain and if the integral closure A′ of Ared in its field of fractions is
local. We say A is geometrically unibranch if A is unibranch and moreover the
residue field of A′ is purely inseparable over the residue field of A.

Let A be a local ring. Here is an equivalent formulation
(1) A is unibranch if A has a unique minimal prime p and the integral closure

of A/p in its fraction field is a local ring, and
(2) A is geometrically unibranch if A has a unique minimal prime p and the

integral closure of A/p in its fraction field is a local ring whose residue field
is purely inseparable over the residue field of A.

A local ring which is normal is geometrically unibranch (follows from Definition
106.1 and Algebra, Definition 37.11). Lemmas 106.3 and 106.5 suggest that being
(geometrically) unibranch is a reasonable property to look at.

Lemma 106.2.0C24 Let A be a local ring. Assume A has finitely many minimal prime
ideals. Let A′ be the integral closure of A in the total ring of fractions of Ared. Let
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Ah be the henselization of A. Consider the maps

Spec(A′)← Spec((A′)h)→ Spec(Ah)

where (A′)h = A′ ⊗A Ah. Then
(1) the left arrow is bijective on maximal ideals,
(2) the right arrow is bijective on minimal primes,
(3) every minimal prime of (A′)h is contained in a unique maximal ideal and

every maximal ideal contains exactly one minimal prime.

Proof. Let I ⊂ A be the ideal of nilpotents. We have (A/I)h = Ah/IAh by
(Algebra, Lemma 156.2). The spectra of A, Ah, A′, and (A′)h are the same as the
spectra of A/I, Ah/IAh, A′, and (A′)h = A′ ⊗A/I Ah/IAh. Thus we may replace
A by Ared = A/I and assume A is reduced. Then A ⊂ A′ which we will use below
without further mention.

Proof of (1). As A′ is integral over A we see that (A′)h is integral over Ah. By
going up (Algebra, Lemma 36.22) every maximal ideal of A′, resp. (A′)h lies over the
maximal ideal m, resp. mh of A, resp. Ah. Thus (1) follows from the isomorphism

(A′)h ⊗Ah κh = A′ ⊗A Ah ⊗Ah κh = A′ ⊗A κ

because the residue field extension κh/κ induced by A→ Ah is trivial. We will use
below that the displayed ring is integral over a field hence spectrum of this ring is
a profinite space, see Algebra, Lemmas 36.19 and 26.5.

Proof of (3). The ring A′ is a normal ring and in fact a finite product of normal
domains, see Algebra, Lemma 37.16. Since Ah is a filtered colimit of étale A-
algebras, (A′)h is filtered colimit of étale A′-algebras hence (A′)h is a normal ring
by Algebra, Lemmas 163.9 and 37.17. Thus every local ring of (A′)h is a normal
domain and we see that every maximal ideal contains a unique minimal prime. By
Lemma 11.8 applied to Ah → (A′)h we see that ((A′)h,m(A′)h) is a henselian pair.
If q ⊂ (A′)h is a minimal prime (or any prime), then the intersection of V (q) with
V (m(A′)h) is connected by Lemma 11.16 Since V (m(A′)h) = Spec((A′)h ⊗ κh) is a
profinite space by we see there is a unique maximal ideal containing q.

Proof of (2). The minimal primes of A′ are exactly the primes lying over a minimal
prime of A (by construction). Since A′ → (A′)h is flat by going down (Alge-
bra, Lemma 39.19) every minimal prime of (A′)h lies over a minimal prime of A′.
Conversely, any prime of (A′)h lying over a minimal prime of A′ is minimal be-
cause (A′)h is a filtered colimit of étale hence quasi-finite algebras over A′ (small
detail omitted). We conclude that the minimal primes of (A′)h are exactly the
primes which lie over a minimal prime of A. Similarly, the minimal primes of Ah
are exactly the primes lying over minimal primes of A. By construction we have
A′⊗AQ(A) = Q(A) where Q(A) is the total fraction ring of our reduced local ring
A. Of course Q(A) is the finite product of residue fields of the minimal primes of
A. It follows that

(A′)h ⊗A Q(A) = Ah ⊗A A′ ⊗A Q(A) = Ah ⊗A Q(A)

Our discussion above shows the spectrum of the ring on the left is the set of minimal
primes of (A′)h and the spectrum of the ring on the right is the is the set of minimal
primes of Ah. This finishes the proof. □
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Lemma 106.3.0BQ0 [GD67, Chapter IV
Proposition 18.6.12]

Let A be a local ring. Let Ah be the henselization of A. The
following are equivalent

(1) A is unibranch, and
(2) Ah has a unique minimal prime.

Proof. This follows from Lemma 106.2 but we will also give a direct proof. Denote
m the maximal ideal of the ring A. Recall that the residue field κ = A/m is the
same as the residue field of Ah.
Assume (2). Let ph be the unique minimal prime of Ah. The flatness of A → Ah

implies that p = A ∩ ph is the unique minimal prime of A (by going down, see
Algebra, Lemma 39.19). Also, since Ah/pAh = (A/p)h (see Algebra, Lemma 156.2)
is reduced by Lemma 45.4 we see that ph = pAh. Let A′ be the integral closure
of A/p in its fraction field. We have to show that A′ is local. Since A → A′ is
integral, every maximal ideal of A′ lies over m (by going up for integral ring maps,
see Algebra, Lemma 36.22). If A′ is not local, then we can find distinct maximal
ideals m1, m2. Choose elements f1, f2 ∈ A′ with fi ∈ mi and fi ̸∈ m3−i. We find a
finite subalgebra B = A[f1, f2] ⊂ A′ with distinct maximal ideals B ∩mi, i = 1, 2.
Note that the inclusions

A/p ⊂ B ⊂ κ(p)
give, on tensoring with the flat ring map A→ Ah the inclusions

Ah/ph ⊂ B ⊗A Ah ⊂ κ(p)⊗A Ah ⊂ κ(ph)
the last inclusion because κ(p) ⊗A Ah = κ(p) ⊗A/p Ah/ph is a localization of the
domain Ah/ph. Note that B ⊗A κ has at least two maximal ideals because B/mB
has two maximal ideals. Hence, as Ah is henselian we see that B⊗AAh is a product
of ≥ 2 local rings, see Algebra, Lemma 153.5. But we’ve just seen that B ⊗A Ah is
a subring of a domain and we get a contradiction.
Assume (1). Let p ⊂ A be the unique minimal prime and let A′ be the integral
closure of A/p in its fraction field. Let A→ B be a local map of local rings inducing
an isomorphism of residue fields which is a localization of an étale A-algebra. In
particular mB is the unique prime containing mB. Then B′ = A′ ⊗A B is integral
over B and the assumption that A→ A′ is local implies that B′ is local (Algebra,
Lemma 156.5). On the other hand, A′ → B′ is the localization of an étale ring
map, hence B′ is normal, see Algebra, Lemma 163.9. Thus B′ is a (local) normal
domain. Finally, we have

B/pB ⊂ B ⊗A κ(p) = B′ ⊗A′ (fraction field of A′) ⊂ fraction field of B′

Hence B/pB is a domain, which implies that B has a unique minimal prime (since
by flatness of A → B these all have to lie over p). Since Ah is a filtered colimit
of the local rings B it follows that Ah has a unique minimal prime. Namely, if
fg = 0 in Ah for some non-nilpotent elements f, g, then we can find a B as above
containing both f and g which leads to a contradiction. □

Lemma 106.4.0C25 Let (A,m, κ) be a local ring. Assume A has finitely many minimal
prime ideals. Let A′ be the integral closure of A in the total ring of fractions of
Ared. Choose an algebraic closure κ of κ and denote κsep ⊂ κ the separable algebraic
closure of κ. Let Ash be the strict henselization of A with respect to κsep. Consider
the maps

Spec(A′) c←− Spec((A′)sh) e−→ Spec(Ash)
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where (A′)sh = A′ ⊗A Ash. Then
(1) for m′ ⊂ A′ maximal the residue field κ′ is algebraic over κ and the fibre of

c over m′ can be canonically identified with Homκ(κ′, κ),
(2) the right arrow is bijective on minimal primes,
(3) every minimal prime of (A′)sh is contained in a unique maximal ideal and

every maximal ideal contains a unique minimal prime.

Proof. The proof is almost exactly the same as for Lemma 106.2. Let I ⊂ A be the
ideal of nilpotents. We have (A/I)sh = Ash/IAsh by (Algebra, Lemma 156.2). The
spectra of A, Ash, A′, and (A′)h are the same as the spectra of A/I, Ash/IAsh,
A′, and (A′)sh = A′ ⊗A/I Ash/IAsh. Thus we may replace A by Ared = A/I
and assume A is reduced. Then A ⊂ A′ which we will use below without further
mention.

Proof of (1). The field extension κ′/κ is algebraic because A′ is integral over A.
Since A′ is integral over A, we see that (A′)sh is integral over Ash. By going
up (Algebra, Lemma 36.22) every maximal ideal of A′, resp. (A′)sh lies over the
maximal ideal m, resp. msh of A, resp. Ah. We have

(A′)sh ⊗Ash κsep = A′ ⊗A Ah ⊗Ah κsep = (A′ ⊗A κ)⊗κ κsep

because the residue field of Ash is κsep. Thus the fibre of c over m′ is the spectrum
of κ′ ⊗κ κsep. We conclude (1) is true because there is a bijection

Homκ(κ′, κ)→ Spec(κ′ ⊗κ κsep), σ 7→ Ker(σ ⊗ 1 : κ′ ⊗κ κsep → κ)

We will use below that the displayed ring is integral over a field hence spectrum of
this ring is a profinite space, see Algebra, Lemmas 36.19 and 26.5.

Proof of (3). The ring A′ is a normal ring and in fact a finite product of normal
domains, see Algebra, Lemma 37.16. Since Ash is a filtered colimit of étale A-
algebras, (A′)sh is filtered colimit of étale A′-algebras hence (A′)sh is a normal ring
by Algebra, Lemmas 163.9 and 37.17. Thus every local ring of (A′)sh is a normal
domain and we see that every maximal ideal contains a unique minimal prime. By
Lemma 11.8 applied to Ash → (A′)sh to see that ((A′)sh,m(A′)sh) is a henselian
pair. If q ⊂ (A′)sh is a minimal prime (or any prime), then the intersection of V (q)
with V (m(A′)sh) is connected by Lemma 11.16 Since V (m(A′)sh) = Spec((A′)sh ⊗
κsh) is a profinite space by we see there is a unique maximal ideal containing q.

Proof of (2). The minimal primes of A′ are exactly the primes lying over a minimal
prime of A (by construction). Since A′ → (A′)sh is flat by going down (Algebra,
Lemma 39.19) every minimal prime of (A′)sh lies over a minimal prime of A′.
Conversely, any prime of (A′)sh lying over a minimal prime of A′ is minimal because
(A′)sh is a filtered colimit of étale hence quasi-finite algebras over A′ (small detail
omitted). We conclude that the minimal primes of (A′)sh are exactly the primes
which lie over a minimal prime of A. Similarly, the minimal primes of Ash are
exactly the primes lying over minimal primes of A. By construction we have A′⊗A
Q(A) = Q(A) where Q(A) is the total fraction ring of our reduced local ring A. Of
course Q(A) is the finite product of residue fields of the minimal primes of A. It
follows that

(A′)sh ⊗A Q(A) = Ash ⊗A A′ ⊗A Q(A) = Ash ⊗A Q(A)
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Our discussion above shows the spectrum of the ring on the left is the set of minimal
primes of (A′)sh and the spectrum of the ring on the right is the is the set of minimal
primes of Ash. This finishes the proof. □

Lemma 106.5.06DM [Art66, Lemma 2.2]
and [GD67, Chapter
IV Proposition
18.8.15]

Let A be a local ring. Let Ash be a strict henselization of A. The
following are equivalent

(1) A is geometrically unibranch, and
(2) Ash has a unique minimal prime.

Proof. This follows from Lemma 106.4 but we will also give a direct proof; this
direct proof is almost exactly the same as the direct proof of Lemma 106.3. Denote
m the maximal ideal of the ring A. Denote κ, κsh the residue field of A, Ash.

Assume (2). Let psh be the unique minimal prime of Ash. The flatness of A→ Ash

implies that p = A ∩ psh is the unique minimal prime of A (by going down, see
Algebra, Lemma 39.19). Also, since Ash/pAsh = (A/p)sh (see Algebra, Lemma
156.4) is reduced by Lemma 45.4 we see that psh = pAsh. Let A′ be the integral
closure of A/p in its fraction field. We have to show that A′ is local and that
its residue field is purely inseparable over κ. Since A → A′ is integral, every
maximal ideal of A′ lies over m (by going up for integral ring maps, see Algebra,
Lemma 36.22). If A′ is not local, then we can find distinct maximal ideals m1, m2.
Choosing elements f1, f2 ∈ A′ with fi ∈ mi, fi ̸∈ m3−i we find a finite subalgebra
B = A[f1, f2] ⊂ A′ with distinct maximal ideals B ∩mi, i = 1, 2. If A′ is local with
maximal ideal m′, but A/m ⊂ A′/m′ is not purely inseparable, then we can find
f ∈ A′ whose image in A′/m′ generates a finite, not purely inseparable extension
of A/m and we find a finite local subalgebra B = A[f ] ⊂ A′ whose residue field is
not a purely inseparable extension of A/m. Note that the inclusions

A/p ⊂ B ⊂ κ(p)

give, on tensoring with the flat ring map A→ Ash the inclusions

Ash/psh ⊂ B ⊗A Ash ⊂ κ(p)⊗A Ash ⊂ κ(psh)

the last inclusion because κ(p)⊗A Ash = κ(p)⊗A/p Ash/psh is a localization of the
domain Ash/psh. Note that B⊗Aκsh has at least two maximal ideals because B/mB
either has two maximal ideals or one whose residue field is not purely inseparable
over κ, and because κsh is separably algebraically closed. Hence, as Ash is strictly
henselian we see that B⊗AAsh is a product of ≥ 2 local rings, see Algebra, Lemma
153.6. But we’ve just seen that B ⊗A Ash is a subring of a domain and we get a
contradiction.

Assume (1). Let p ⊂ A be the unique minimal prime and let A′ be the integral
closure of A/p in its fraction field. Let A → B be a local map of local rings
which is a localization of an étale A-algebra. In particular mB is the unique prime
containing mAB. Then B′ = A′ ⊗A B is integral over B and the assumption that
A → A′ is local with purely inseparable residue field extension implies that B′ is
local (Algebra, Lemma 156.5). On the other hand, A′ → B′ is the localization of
an étale ring map, hence B′ is normal, see Algebra, Lemma 163.9. Thus B′ is a
(local) normal domain. Finally, we have

B/pB ⊂ B ⊗A κ(p) = B′ ⊗A′ (fraction field of A′) ⊂ fraction field of B′

https://stacks.math.columbia.edu/tag/06DM
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Hence B/pB is a domain, which implies that B has a unique minimal prime (since
by flatness of A → B these all have to lie over p). Since Ash is a filtered colimit
of the local rings B it follows that Ash has a unique minimal prime. Namely, if
fg = 0 in Ash for some non-nilpotent elements f, g, then we can find a B as above
containing both f and g which leads to a contradiction. □

Definition 106.6.0C26 Let A be a local ring with henselization Ah and strict henseliza-
tion Ash. The number of branches of A is the number of minimal primes of Ah if
finite and ∞ otherwise. The number of geometric branches of A is the number of
minimal primes of Ash if finite and ∞ otherwise.

We spell out the relationship with Definition 106.1.

Lemma 106.7.0C37 Let (A,m, κ) be a local ring.
(1) If A has infinitely many minimal prime ideals, then the number of (geomet-

ric) branches of A is ∞.
(2) The number of branches of A is 1 if and only if A is unibranch.
(3) The number of geometric branches of A is 1 if and only if A is geometrically

unibranch.
Assume A has finitely many minimal primes and let A′ be the integral closure of A
in the total ring of fractions of Ared. Then

(4) the number of branches of A is the number of maximal ideals m′ of A′,
(5) to get the number of geometric branches of A we have to count each maximal

ideal m′ of A′ with multiplicity given by the separable degree of κ(m′)/κ.

Proof. This lemma follows immediately from the definitions, Lemma 106.2, Lemma
106.4, and Fields, Lemma 14.8. □

Lemma 106.8.0DQ1 Let A → B be a local homomorphism of local rings which is the
localization of a smooth ring map.

(1) The number of geometric branches of A is equal to the number of geometric
branches of B.

(2) If A→ B induces a purely inseparable extension of residue fields, then the
number of branches of A is the number of branches of B.

Proof. We will use that smooth ring maps are flat (Algebra, Lemma 137.10), that
localizations are flat (Algebra, Lemma 39.18), that compositions of flat ring maps
are flat (Algebra, Lemma 39.4), that base change of a flat ring map is flat (Algebra,
Lemma 39.7), that flat local homomorphisms are faithfully flat (Algebra, Lemma
39.17), that (strict) henselization is flat (Lemma 45.1), and Going down for flat
ring maps (Algebra, Lemma 39.19).
Proof of (2). Let Ah, Bh be the henselizations of A, B. Then Bh is the henselization
of Ah⊗AB at the unique maximal ideal lying over mB , see Algebra, Lemma 155.8.
Thus we may and do assume A is henselian. Since A → B → Bh is flat, every
minimal prime of Bh lies over a minimal prime of A and since A→ Bh is faithfully
flat, every minimal prime of A does lie under a minimal prime of Bh; in both
cases use going down for flat ring maps. Therefore it suffices to show that given
a minimal prime p ⊂ A, there is at most one minimal prime of Bh lying over p.
After replacing A by A/p and B by B/pB we may assume that A is a domain; the
A is still henselian by Algebra, Lemma 156.2. By Lemma 106.3 we see that the
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integral closure A′ of A in its field of fractions is a local domain. Of course A′ is a
normal domain. By Algebra, Lemma 163.9 we see that A′ ⊗A Bh is a normal ring
(the lemma just gives it for A′⊗AB, to go up to A′⊗ABh use that Bh is a colimit
of étale B-algebras and use Algebra, Lemma 37.17). By Algebra, Lemma 156.5 we
see that A′⊗ABh is local (this is where we use the assumption on the residue fields
of A and B). Hence A′ ⊗A Bh is a local normal ring, hence a local domain. Since
Bh ⊂ A′⊗ABh by flatness of A→ Bh we conclude that Bh is a domain as desired.

Proof of (1). Let Ash, Bsh be strict henselizations of A, B. Then Bsh is a strict
henselization of Ah ⊗A B at a maximal ideal lying over mB and mAh , see Algebra,
Lemma 155.12. Thus we may and do assume A is strictly henselian. Since A →
B → Bsh is flat, every minimal prime of Bsh lies over a minimal prime of A and
since A→ Bsh is faithfully flat, every minimal prime of A does lie under a minimal
prime of Bsh; in both cases use going down for flat ring maps. Therefore it suffices
to show that given a minimal prime p ⊂ A, there is at most one minimal prime
of Bsh lying over p. After replacing A by A/p and B by B/pB we may assume
that A is a domain; then A is still strictly henselian by Algebra, Lemma 156.4. By
Lemma 106.5 we see that the integral closure A′ of A in its field of fractions is a
local domain whose residue field is a purely inseparable extension of the residue
field of A. Of course A′ is a normal domain. By Algebra, Lemma 163.9 we see
that A′ ⊗A Bsh is a normal ring (the lemma just gives it for A′ ⊗A B, to go up to
A′ ⊗A Bsh use that Bsh is a colimit of étale B-algebras and use Algebra, Lemma
37.17). By Algebra, Lemma 156.5 we see that A′ ⊗A Bsh is local (since A ⊂ A′

induces a purely inseparable residue field extension). Hence A′ ⊗A Bsh is a local
normal ring, hence a local domain. Since Bsh ⊂ A′⊗ABsh by flatness of A→ Bsh

we conclude that Bsh is a domain as desired. □

107. Miscellaneous on branches

0GS4 Some results related to branches of local rings as defined in Section 106.

Lemma 107.1.0GS5 Let A and B be domains and let A→ B be a ring map. Assume
A→ B has additionally at least one of the following properties

(1) it is the localization of an étale ring map,
(2) it is flat and the localization of an unramified ring map,
(3) it is flat and the localization of a quasi-finite ring map,
(4) it is flat and the localization of an integral ring map,
(5) it is flat and there are no nontrivial specializations between points of fibres

of Spec(B)→ Spec(A),
(6) Spec(B) → Spec(A) maps the generic point to the generic point and there

are no nontrivial specializations between points of fibres, or
(7) exactly one point of Spec(B) is mapped to the generic point of Spec(A).

Then A ∩ J is nonzero for every nonzero ideal J of B.

Proof. Proof in case (7). Let K, resp. L be the fraction field of A, resp. B. By
Algebra, Lemma 30.7 we see that the unique point of Spec(B) which maps to the
generic point (0) ∈ Spec(A) is (0) ∈ Spec(B). We conclude that B ⊗A K is a ring
with a unique prime ideal whose residue field is L (in fact it is equal to L but we do
not need this). Choose b ∈ J nonzero. Then b maps to a unit of L. Hence b maps
to a unit of B ⊗AK (Algebra, Lemma 19.2). Since B ⊗AK = colimf∈A\{0} Bf we
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see that b maps to a unit of Bf for some f ∈ A nonzero. This means that bb′ = fn

for some b′ ∈ B and n ≥ 1. Thus fn ∈ A ∩ J as desired.
In the rest of the proof, we show that each of the other assumptions imply (7).
Under assumptions (1) – (5), the ring map A → B is flat and hence A → B is
injective (since flat local homomorphisms are faithfully flat by Algebra, Lemma
39.17). Hence the generic point of Spec(B) maps to the generic point of Spec(A).
Now, if there are no nontrivial specializations between points of fibres of Spec(B)→
Spec(A), then of course this generic point of Spec(B) has to be the unique point
mapping to the generic point of Spec(A). So (6) implies (7). Finally, to finish
we show that in cases (1) – (5) there are no nontrivial specializations between
the points of fibres of Spec(B) → Spec(A). Namely, see Algebra, Lemma 36.20
for the integral case, Algebra, Definition 122.3 for the quasi-finite case, and use
that unramified and étale ring maps are quasi-finite (Algebra, Lemmas 151.6 and
143.6). □

Lemma 107.2.0GSC Let A→ B be a ring map. Let q ⊂ B be a prime ideal lying over
the prime p ⊂ A. Assume

(1) A is a domain,
(2) Ap is geometrically unibranch,
(3) A→ B is unramified at q, and
(4) Ap → Bq is injective.

Then there exists a g ∈ B, g ̸∈ q such that Bg is étale over A.

Proof. By Algebra, Proposition 152.1 after replacing B by a principal localization,
we can find a standard étale ring map A → B′ and a surjection B′ → B. Denote
q′ ⊂ B′ the inverse image of q. We will show that B′ → B is injective after possibly
replacing B′ by a principal localization.
In this paragraph we reduce to the case that B′ is a domain. Since A is a domain,
the ring B′ is reduced, see Algebra, Lemma 42.1. Let K be the fraction field of A.
Then B′ ⊗A K is étale over a field, hence is a finite product of fields, see Algebra,
Lemma 143.4. Since A → B′ is étale (hence flat) the minimal primes of B′ are lie
over (0) ⊂ A (by going down for flat ring maps). We conclude that B′ has finitely
many minimal primes, say r1, . . . , rr ⊂ B′. Since Ap is geometrically unibranch
and A → B′ étale, the ring B′

q′ is a domain, see Lemmas 106.8 and 106.7. Hence
q′ ⊃ ri for exactly one i = i0. Choose g′ ∈ B′, g′ ̸∈ ri0 but g′ ∈ ri for i ̸= i0, see
Algebra, Lemma 15.2. After replacing B′ and B by B′

g′ and Bg′ we obtain that B′

is a domain.
Assume B′ is a domain, in particular B′ ⊂ B′

q′ . If B′ → B is not injective, then
J = Ker(B′

q′ → Bq) is nonzero. By Lemma 107.1 applied to Ap → B′
q′ we find a

nonzero element a ∈ Ap mapping to zero in Bq contradicting assumption (4). This
finishes the proof. □

Lemma 107.3.0GS6 Generalization of
[Gro71, Expose I,
Theorem 9.5 part
(ii)]

Let (A,m) be a geometrically unibranch local domain. Let A→ B
be an injective local homomorphism of local rings, which is essentially of finite
type. If mB is the maximal ideal of B and the induced extension of residue fields
is separable, then A→ B is the localization of an étale ring map.

Proof. We may write B = Cq where A → C is a finite type ring map and q ⊂ C
is a prime ideal lying over m. By Algebra, Lemma 151.7 the ring map A → C is
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unramified at q. By Algebra, Proposition 152.1 after replacing C by a principal
localization, we can find a standard étale ring map A→ C ′ and a surjection C ′ → C.
Denote q′ ⊂ C ′ the inverse image of q and set B′ = C ′

q′ . Then B′ → B is surjective.
It suffices to show that B′ → B is also injective.
Since A is a domain, the rings C ′ and B′ are reduced, see Algebra, Lemma 42.1.
Since A is geometrically unibranch, the ring B′ is a domain, see by Lemmas 106.8
and 106.7. If B′ → B is not injective, then A∩Ker(B′ → B) is nonzero by Lemma
107.1 which contradicts the assumption that A→ B is injective. □

Lemma 107.4.06DU Let k be an algebraically closed field. Let A, B be strictly henselian
local k-algebras with residue field equal to k. Let C be the strict henselization of
A⊗k B at the maximal ideal mA ⊗k B +A⊗k mB. Then the minimal primes of C
correspond 1-to-1 to pairs of minimal primes of A and B.

Proof. First note that a minimal prime r of C maps to a minimal prime p in A
and to a minimal prime q of B because the ring maps A→ C and B → C are flat
(by going down for flat ring map Algebra, Lemma 39.19). Hence it suffices to show
that the strict henselization of (A/p ⊗k B/q)mA⊗kB+A⊗kmB

has a unique minimal
prime ideal. By Algebra, Lemma 156.4 the rings A/p, B/q are strictly henselian.
Hence we may assume that A and B are strictly henselian local domains and our
goal is to show that C has a unique minimal prime. By Lemma 106.5 the integral
closure A′ of A in its fraction field is a normal local domain with residue field k.
Similarly for the integral closure B′ of B into its fraction field. By Algebra, Lemma
165.5 we see that A′ ⊗k B′ is a normal ring. Hence its localization

R = (A′ ⊗k B′)mA′ ⊗kB′+A′⊗kmB′

is a normal local domain. Note that A ⊗k B → A′ ⊗k B′ is integral (hence gong
up holds – Algebra, Lemma 36.22) and that mA′ ⊗k B′ + A′ ⊗k mB′ is the unique
maximal ideal of A′ ⊗k B′ lying over mA ⊗k B +A⊗k mB . Hence we see that

R = (A′ ⊗k B′)mA⊗kB+A⊗kmB

by Algebra, Lemma 41.11. It follows that
(A⊗k B)mA⊗kB+A⊗kmB

−→ R

is integral. We conclude that R is the integral closure of (A⊗kB)mA⊗kB+A⊗kmB
in

its fraction field, and by Lemma 106.5 once again we conclude that C has a unique
prime ideal. □

108. Branches of the completion

0C27 Let (A,m) be a Noetherian local ring. Consider the maps A→ Ah → A∧. In general
the map Ah → A∧ need not induce a bijection on minimal primes, see Examples,
Section 20. In other words, the number of branches of A (as defined in Definition
106.6) may be different from the number of branches of A∧. However, under some
conditions the number of branches is the same, for example if the dimension of A
is 1.

Lemma 108.1.0C28 Let (A,m) be a Noetherian local ring.
(1) The map Ah → A∧ defines a surjective map from minimal primes of A∧ to

minimal primes of Ah.
(2) The number of branches of A is at most the number of branches of A∧.
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(3) The number of geometric branches of A is at most the number of geometric
branches of A∧.

Proof. By Lemma 45.3 the map Ah → A∧ is flat and injective. Combining going
down (Algebra, Lemma 39.19) and Algebra, Lemma 30.5 we see that part (1)
holds. Part (2) follows from this, Definition 106.6, and the fact that A∧ is henselian
(Algebra, Lemma 153.9). By Lemma 45.3 we have (A∧)sh = Ash ⊗Ah A∧. Thus
we can repeat the arguments above using the flat injective map Ash → (A∧)sh to
prove (3). □

Lemma 108.2.0C29 Let (A,m) be a Noetherian local ring. The number of branches of
A is the same as the number of branches of A∧ if and only if

√
qA∧ is prime for

every minimal prime q ⊂ Ah of the henselization.

Proof. Follows from Lemma 108.1 and the fact that there are only a finite number
of branches for both A and A∧ by Algebra, Lemma 31.6 and the fact that Ah and
A∧ are Noetherian (Lemma 45.3). □

A simple glueing lemma.

Lemma 108.3.0C2A Let A be a ring and let I be a finitely generated ideal. Let A→ C
be a ring map such that for all f ∈ I the ring map Af → Cf is localization at an
idempotent. Then there exists a surjection A → C ′ such that Af → (C × C ′)f is
an isomorphism for all f ∈ I.

Proof. Choose generators f1, . . . , fr of I. Write

Cfi
= (Afi

)ei

for some idempotent ei ∈ Afi
. Write ei = ai/f

n
i for some ai ∈ A and n ≥ 0; we

may use the same n for all i = 1, . . . , r. After replacing ai by fmi ai and n by n+m
for a suitable m ≫ 0, we may assume a2

i = fni ai for all i. Since ei maps to 1 in
Cfifj = (Afifj )ej = Afifjaj we see that

(fifjaj)N (fnj ai − fni aj) = 0

for some N (we can pick the same N for all pairs i, j). Using a2
j = fnj aj this gives

fN+n
i fN+nN

j aj = fNi f
N+n
j aia

N
j

After increasing n to n+N + nN and replacing ai by fN+nN
i ai we see that fni aj

is in the ideal of ai for all pairs i, j. Let C ′ = A/(a1, . . . , ar). Then

C ′
fi

= Afi
/(ai) = Afi

/(ei)

because aj is in the ideal generated by ai after inverting fi. Since for an idempotent
e of a ring B we have B = Be × B/(e) we see that the conclusion of the lemma
holds for f equal to one of f1, . . . , fr. Using glueing of functions, in the form of
Algebra, Lemma 23.2, we conclude that the result holds for all f ∈ I. Namely, for
f ∈ I the elements f1, . . . , fr generate the unit ideal in Af so Af → (C × C ′)f is
an isomorphism if and only if this is the case after localizing at f1, . . . , fr. □

Lemma 108.4 can be used to construct finite type extensions from given finite type
extensions of the formal completion. We will generalize this lemma in Algebraiza-
tion of Formal Spaces, Lemma 10.3.
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Lemma 108.4.0ALR Let A be a Noetherian ring and I an ideal. Let B be a finite type
A-algebra. Let B∧ → C be a surjective ring map with kernel J where B∧ is the I-
adic completion. If J/J2 is annihilated by Ic for some c ≥ 0, then C is isomorphic
to the completion of a finite type A-algebra.

Proof. Let f ∈ I. Since B∧ is Noetherian (Algebra, Lemma 97.6), we see that J
is a finitely generated ideal. Hence we conclude from Algebra, Lemma 21.5 that

Cf = ((B∧)f )e
for some idempotent e ∈ (B∧)f . By Lemma 108.3 we can find a surjection B∧ → C ′

such that B∧ → C×C ′ becomes an isomorphism after inverting any f ∈ I. Observe
that C × C ′ is a finite B∧-algebra.

Choose generators f1, . . . , fr ∈ I. Denote αi : (C ×C ′)fi
→ Bfi

⊗B B∧ the inverse
of the isomorphism of (B∧)fi-algebras we obtained above. Denote αij : (Bfi)fj →
(Bfj )fi the obvious B-algebra isomorphism. Consider the object

(C × C ′, Bfi , αi, αij)

of the category Glue(B → B∧, f1, . . . , fr) introduced in Remark 89.10. We omit
the verification of conditions (1)(a) and (1)(b). Since B → B∧ is a flat map
(Algebra, Lemma 97.2) inducing an isomorphism B/IB → B∧/IB∧ we may apply
Proposition 89.16 and Remark 89.20. We conclude that C × C ′ is isomorphic to
D ⊗B B∧ for some finite B-algebra D. Then D/ID ∼= C/IC × C ′/IC ′. Let e ∈
D/ID be the idempotent corresponding to the factor C/IC. By Lemma 9.10 there
exists an étale ring map B → B′ which induces an isomorphism B/IB → B′/IB′

such that D′ = D ⊗B B′ contains an idempotent e lifting e. Since C × C ′ is I-
adically complete the pair (C ×C ′, IC × IC ′) is henselian (Lemma 11.4). Thus we
can factor the map B → C×C ′ through B′. Doing so we may replace B by B′ and
D by D′. Then we find that D = De ×D1−e = D/(1− e)×D/(e) is a product of
finite type A-algebras and the completion of the first part is C and the completion
of the second part is C ′. □

Lemma 108.5.0C2B Let (A,m) be a Noetherian local ring with henselization Ah. Let
q ⊂ A∧ be a minimal prime with dim(A∧/q) = 1. Then there exists a minimal
prime qh of Ah such that q =

√
qhA∧.

Proof. Since the completion of A and Ah are the same, we may assume that A
is henselian (Lemma 45.3). We will apply Lemma 108.4 to A∧ → A∧/J where
J = Ker(A∧ → (A∧)q). Since dim((A∧)q) = 0 we see that qn ⊂ J for some
n. Hence J/J2 is annihilated by qn. On the other hand (J/J2)q = 0 because
Jq = 0. Hence m is the only associated prime of J/J2 and we find that a power
of m annihilates J/J2. Thus the lemma applies and we find that A∧/J = C∧ for
some finite type A-algebra C.

Then C/mC = A/m because A∧/J has the same property. Hence mC = mC is
a maximal ideal and A → C is unramified at mC (Algebra, Lemma 151.7). After
replacing C by a principal localization we may assume that C is a quotient of an
étale A-algebra B, see Algebra, Proposition 152.1. However, since the residue field
extension of A → CmC

is trivial and A is henselian, we conclude that B = A
again after a localization. Thus C = A/I for some ideal I ⊂ A and it follows that
J = IA∧ (because completion is exact in our situation by Algebra, Lemma 97.2)
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and I = J ∩ A (by flatness of A → A∧). Since qn ⊂ J ⊂ q we see that p = q ∩ A
satisfies pn ⊂ I ⊂ p. Then

√
pA∧ = q and the proof is complete. □

Lemma 108.6.0C2C Let (A,m) be a Noetherian local ring. The punctured spectrum of
A∧ is disconnected if and only if the punctured spectrum of Ah is disconnected.

Proof. Since the completion of A and Ah are the same, we may assume that A is
henselian (Lemma 45.3).

Since A→ A∧ is faithfully flat (see reference just given) the map from the punctured
spectrum of A∧ to the punctured spectrum of A is surjective (see Algebra, Lemma
39.16). Hence if the punctured spectrum of A is disconnected, then the same is
true for A∧.

Assume the punctured spectrum of A∧ is disconnected. This means that

Spec(A∧) \ {m∧} = Z ⨿ Z ′

with Z and Z ′ closed. Let Z,Z ′ ⊂ Spec(A∧) be the closures. Say Z = V (J), Z ′ =
V (J ′) for some ideals J, J ′ ⊂ A∧. Then V (J+J ′) = {m∧} and V (JJ ′) = Spec(A∧).
The first equality means that m∧ =

√
J + J ′ which implies (m∧)e ⊂ J + J ′ for

some e ≥ 1. The second equality implies every element of JJ ′ is nilpotent hence
(JJ ′)n = 0 for some n ≥ 1. Combined this means that Jn/J2n is annihilated by
Jn and (J ′)n and hence by (m∧)2en. Thus we may apply Lemma 108.4 to see that
there is a finite type A-algebra C and an isomorphism A∧/Jn = C∧.

The rest of the proof is exactly the same as the second part of the proof of Lemma
108.5; of course that lemma is a special case of this one! We have C/mC = A/m
because A∧/Jn has the same property. Hence mC = mC is a maximal ideal and
A → C is unramified at mC (Algebra, Lemma 151.7). After replacing C by a
principal localization we may assume that C is a quotient of an étale A-algebra
B, see Algebra, Proposition 152.1. However, since the residue field extension of
A → CmC

is trivial and A is henselian, we conclude that B = A again after a
localization. Thus C = A/I for some ideal I ⊂ A and it follows that Jn = IA∧

(because completion is exact in our situation by Algebra, Lemma 97.2) and I =
Jn∩A (by flatness of A→ A∧). By symmetry I ′ = (J ′)n∩A satisfies (J ′)n = I ′A∧.
Then me ⊂ I + I ′ and II ′ = 0 and we conclude that V (I) and V (I ′) are closed
subschemes which give the desired disjoint union decomposition of the punctured
spectrum of A. □

Lemma 108.7.0C2D Let (A,m) be a Noetherian local ring of dimension 1. Then the
number of (geometric) branches of A and A∧ is the same.

Proof. To see this for the number of branches, combine Lemmas 108.1, 108.2, and
108.5 and use that the dimension of A∧ is one, see Lemma 43.1. To see this is true
for the number of geometric branches we use the result for branches, the fact that
the dimension does not change under strict henselization (Lemma 45.7), and the
fact that (Ash)∧ = ((A∧)sh)∧ by Lemma 45.3. □

Lemma 108.8.0C2E [Bed13, Theorem
2.3]

Let (A,m) be a Noetherian local ring. If the formal fibres of A
are geometrically normal (for example if A is excellent or quasi-excellent), then A
is Nagata and the number of (geometric) branches of A and A∧ is the same.
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Proof. Since a normal ring is reduced, we see that A is Nagata by Lemma 52.4. In
the rest of the proof we will use Lemma 51.10, Proposition 51.5, and Lemma 51.4.
This tells us that A is a P-ring where P (k → R) =“R is geometrically normal over
k” and the same is true for any (essentially of) finite type A-algebra.
Let q ⊂ A be a minimal prime. Then A∧/qA∧ = (A/q)∧ and Ah/qAh = (A/q)h
(Algebra, Lemma 156.2). Hence the number of branches of A is the sum of the
number of branches of the rings A/q and similarly for A∧. In this way we reduce
to the case that A is a domain.
Assume A is a domain. Let A′ be the integral closure of A in the fraction field K
of A. Since A is Nagata, we see that A → A′ is finite. Recall that the number
of branches of A is the number of maximal ideals m′ of A′ (Lemma 106.2). Also,
recall that

(A′)∧ = A′ ⊗A A∧ =
∏

m′⊂A′
(A′

m′)∧

by Algebra, Lemma 97.8. Because A′
m′ is a local ring whose formal fibres are

geometrically normal, we see that (A′
m′)∧ is normal (Lemma 52.6). Hence the

minimal primes of A′ ⊗A A∧ are in 1-to-1 correspondence with the factors in the
decomposition above. By flatness of A→ A∧ we have

A∧ ⊂ A′ ⊗A A∧ ⊂ K ⊗A A∧

Since the left and the right ring have the same set of minimal primes, the same is
true for the ring in the middle (small detail omitted) and this finishes the proof.
To see this is true for the number of geometric branches we use the result for
branches, the fact that the formal fibres of Ash are geometrically normal (Lemmas
51.10 and 51.8) and the fact that (Ash)∧ = ((A∧)sh)∧ by Lemma 45.3. □

109. Formally catenary rings

0AW1 In this section we prove a theorem of Ratliff [Rat71] that a Noetherian local ring
is universally catenary if and only if it is formally catenary.

Definition 109.1.0AW2 A Noetherian local ring A is formally catenary if for every
minimal prime p ⊂ A the spectrum of A∧/pA∧ is equidimensional.

Let A be a Noetherian local ring which is formally catenary. By Ratliff’s result
(Proposition 109.5) we see that any quotient of A is also formally catenary (because
the class of universally catenary rings is stable under quotients). We conclude that
the spectrum of A∧/pA∧ is equidimensional for every prime ideal p of A.

Lemma 109.2.0AW3 Let (A,m) be a Noetherian local ring which is not formally cate-
nary. Then A is not universally catenary.

Proof. By assumption there exists a minimal prime p ⊂ A such that the spectrum
of A∧/pA∧ is not equidimensional. After replacing A by A/p we may assume that A
is a domain and that the spectrum of A∧ is not equidimensional. Let q be a minimal
prime of A∧ such that d = dim(A∧/q) is minimal and hence 0 < d < dim(A). We
prove the lemma by induction on d.
The case d = 1. In this case dim(A∧

q ) = 0. Hence A∧
q is Artinian local and we see

that for some n > 0 the ideal J = qn maps to zero in A∧
q . It follows that m is the

only associated prime of J/J2, whence mm annihilates J/J2 for some m > 0. Thus
we can use Lemma 108.4 to find A → B of finite type such that B∧ ∼= A∧/J . It
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follows that mB =
√
mB is a maximal ideal with the same residue field as m and

B∧ is the mB-adic completion (Algebra, Lemma 97.7). Then

dim(BmB
) = dim(B∧) = 1 = d.

Since we have the factorization A→ B → A∧/J the inverse image of q/J is a prime
q′ ⊂ mB lying over (0) in A. Thus, if A were universally catenary, the dimension
formula (Algebra, Lemma 113.1) would give

dim(BmB
) ≥ dim((B/q′)mB

)
= dim(A) + trdegA(B/q′)− trdegκ(m)(κ(mB))
= dim(A) + trdegA(B/q′)

This contradiction finishes the argument in case d = 1.

Assume d > 1. Let Z ⊂ Spec(A∧) be the union of the irreducible components
distinct from V (q). Let r1, . . . , rm ⊂ A∧ be the prime ideals corresponding to
irreducible components of V (q) ∩ Z of dimension > 0. Choose f ∈ m, f ̸∈ A ∩ rj
using prime avoidance (Algebra, Lemma 15.2). Then dim(A/fA) = dim(A) − 1
and there is some irreducible component of V (q, f) of dimension d−1. Thus A/fA
is not formally catenary and the invariant d has decreased. By induction A/fA is
not universally catenary, hence A is not universally catenary. □

Lemma 109.3.0AW4 Let A → B be a flat local ring map of local Noetherian rings.
Assume B is catenary and is Spec(B) equidimensional. Then

(1) Spec(B/pB) is equidimensional for all p ⊂ A and
(2) A is catenary and Spec(A) is equidimensional.

Proof. Let p ⊂ A be a prime ideal. Let q ⊂ B be a prime minimal over pB. Then
q ∩ A = p by going down for A → B (Algebra, Lemma 39.19). Hence Ap → Bq is
a flat local ring map with special fibre of dimension 0 and hence

dim(Ap) = dim(Bq) = dim(B)− dim(B/q)

(Algebra, Lemma 112.7). The second equality because Spec(B) is equidimensional
and B is catenary. Thus dim(B/q) is independent of the choice of q and we conclude
that Spec(B/pB) is equidimensional of dimension dim(B)−dim(Ap). On the other
hand, we have dim(B/pB) = dim(A/p) + dim(B/mAB) and dim(B) = dim(A) +
dim(B/mAB) by flatness (see lemma cited above) and we get

dim(Ap) = dim(A)− dim(A/p)

for all p in A. Applying this to all minimal primes in A we see that A is equidimen-
sional. If p ⊂ p′ is a strict inclusion with no primes in between, then we may apply
the above to the prime p′/p in A/p because A/p→ B/pB is flat and Spec(B/pB)
is equidimensional, to get

1 = dim((A/p)p′) = dim(A/p)− dim(A/p′)

Thus p 7→ dim(A/p) is a dimension function and we conclude that A is catenary. □

Lemma 109.4.0AW5 Let A be a formally catenary Noetherian local ring. Then A is
universally catenary.
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Proof. We may replace A by A/p where p is a minimal prime of A, see Algebra,
Lemma 105.8. Thus we may assume that the spectrum of A∧ is equidimensional. It
suffices to show that every local ring essentially of finite type over A is catenary (see
for example Algebra, Lemma 105.6). Hence it suffices to show that A[x1, . . . , xn]m
is catenary where m ⊂ A[x1, . . . , xn] is a maximal ideal lying over mA, see Algebra,
Lemma 54.5 (and Algebra, Lemmas 105.7 and 105.4). Let m′ ⊂ A∧[x1, . . . , xn] be
the unique maximal ideal lying over m. Then

A[x1, . . . , xn]m → A∧[x1, . . . , xn]m′

is local and flat (Algebra, Lemma 97.2). Hence it suffices to show that the ring on
the right hand side catenary with equidimensional spectrum, see Lemma 109.3. It
is catenary because complete local rings are universally catenary (Algebra, Remark
160.9). Pick any minimal prime q of A∧[x1, . . . , xn]m′ . Then q = pA∧[x1, . . . , xn]m′

for some minimal prime p of A∧ (small detail omitted). Hence
dim(A∧[x1, . . . , xn]m′/q) = dim(A∧/p) + n = dim(A∧) + n

the first equality by Algebra, Lemma 112.7 and the second because the spectrum
of A∧ is equidimensional. This finishes the proof. □

Proposition 109.5 (Ratliff).0AW6 [Rat71]A Noetherian local ring is universally catenary if
and only if it is formally catenary.

Proof. Combine Lemmas 109.2 and 109.4. □

Lemma 109.6.0C2F [HRW04, Corollary
2.3]

Let (A,m) be a Noetherian local ring with geometrically normal
formal fibres. Then

(1) Ah is universally catenary, and
(2) if A is unibranch (for example normal), then A is universally catenary.

Proof. By Lemma 108.8 the number of branches of A and A∧ are the same, hence
Lemma 108.2 applies. Then for any minimal prime q ⊂ Ah we see that A∧/qA∧

has a unique minimal prime. Thus Ah is formally catenary (by definition) and
hence universally catenary by Proposition 109.5. If A is unibranch, then Ah has a
unique minimal prime, hence A∧ has a unique minimal prime, hence A is formally
catenary and we conclude in the same way. □

110. Group actions and integral closure

0BRE This section is in some sense a continuation of Algebra, Section 38. More material
of a similar kind can be found in Fundamental Groups, Section 12

Lemma 110.1.0BRF Let φ : A → B be a surjection of rings. Let G be a finite group
of order n acting on φ : A → B. If b ∈ BG, then there exists a monic polynomial
P ∈ AG[T ] which maps to (T − b)n in BG[T ].

Proof. Choose a ∈ A lifting b and set P =
∏
σ∈G(T − σ(a)). □

Lemma 110.2.09EG Let R be a ring. Let G be a finite group acting on R. Let I ⊂ R
be an ideal such that σ(I) ⊂ I for all σ ∈ G. Then RG/IG ⊂ (R/I)G is an
integral extension of rings which induces a homeomorphism on spectra and purely
inseparable extensions of residue fields.

Proof. Since IG = RG∩I it is clear that the map is injective. Lemma 110.1 shows
that Algebra, Lemma 46.11 applies. □

https://stacks.math.columbia.edu/tag/0AW6
https://stacks.math.columbia.edu/tag/0C2F
https://stacks.math.columbia.edu/tag/0BRF
https://stacks.math.columbia.edu/tag/09EG
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Lemma 110.3.0H34 Let G be a finite group of order n acting on a ring R. Let J ⊂ RG
be an ideal. For x ∈ JR we have

∏
σ∈G(T − σ(x)) = Tn + a1T

n−1 + . . .+ an with
ai ∈ J .

Proof. Observe that the polynomial is indeed monic and has coefficients in RG.
We can write x = f1b1 + . . . + fmbm with fj ∈ J and bj ∈ R. Thus, arguing by
induction on m, we may assume that x = y − fb with f ∈ J , b ∈ R, and y ∈ JR
such that the result holds for y. Then we see that∏

σ∈G
(T − σ(x)) =

∏
σ∈G

(T − σ(y) + fσ(b)) =
∏

σ∈G
(T − σ(y)) +

∑
i=1,...,n

f iai

where we have
ai =

∑
S⊂G, |S|=i

∏
σ∈S

σ(b)
∏

σ ̸∈S
(T − σ(y))

A computation we omit shows that ai ∈ RG (hint: the given expression is symmet-
ric). Thus the polynomial of the statement of the lemma for x is congruent modulo
J to the polynomial for y and this proves the induction step. □

Lemma 110.4.0H35 Let R be a ring. Let G be a finite group of order n acting on R.
Let J ⊂ RG be an ideal. Then RG/J → (R/JR)G is ring map such that

(1) for b ∈ (R/JR)G there is a monic polynomial P ∈ RG/J [T ] whose image
in (R/JR)G[T ] is (T − b)n,

(2) for a ∈ Ker(RG/J → (R/JR)G) we have (T − a)n = Tn in RG/J [T ].
In particular, RG/J → (R/JR)G is an integral ring map which induces homeomor-
phisms on spectra and purely inseparable extensions of residue fields.

Proof. Part (1) follow from Lemma 110.1 with I = JR. If a is as in part (2), then
a is the image of x ∈ RG ∩ JR. Hence (T − x)n =

∏
σ∈G(T − σ(x)) is congruent

to Tn modulo J by Lemma 110.3. This proves part (2). To see the final statement
we may apply Algebra, Lemma 46.11. □

Remark 110.5.0H36 In Lemma 110.4 we see that the map RG/J → (R/JR)G is an
isomorphism if n is invertible in R.

Lemma 110.6.0BRG Let R be a ring. Let G be a finite group of order n acting on R.
Let A be an RG-algebra.

(1) for b ∈ (A⊗RG R)G there exists a monic polynomial P ∈ A[T ] whose image
in (A⊗RG R)G[T ] is (T − b)n,

(2) for a ∈ Ker(A→ (A⊗RG R)G) we have (T − a)n = Tn in A[T ].

Proof. Choose a surjection E → A where E is a polynomial algebra over RG. Then
(E ⊗RG R)G = E because E is free as an RG-module. Denote J = Ker(E → A).
Since tensor product is right exact we see that A⊗RG R is the quotient of E⊗RG R
by the ideal generated by J . In this way we see that our lemma is a special case of
Lemma 110.4. □

Lemma 110.7.0BRH Let R be a ring. Let G be a finite group acting on R. Let RG → A
be a ring map. The map

A→ (A⊗RG R)G

is an isomorphism if RG → A is flat. In general the map is integral, induces a
homeomorphism on spectra, and induces purely inseparable residue field extensions.

https://stacks.math.columbia.edu/tag/0H34
https://stacks.math.columbia.edu/tag/0H35
https://stacks.math.columbia.edu/tag/0H36
https://stacks.math.columbia.edu/tag/0BRG
https://stacks.math.columbia.edu/tag/0BRH
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Proof. To see the first statement consider the exact sequence 0 → RG → R →⊕
σ∈GR where the second map sends x to (σ(x) − x)σ∈G. Tensoring with A the

sequence remains exact if RG → A is flat. Thus A is the G-invariants in (A⊗RGR)G.

The second statement follows from Lemma 110.6 and Algebra, Lemma 46.11. □

Lemma 110.8.0BRI Let G be a finite group acting on a ring R. For any two primes
q, q′ ⊂ R lying over the same prime in RG there exists a σ ∈ G with σ(q) = q′.

Proof. The extension RG ⊂ R is integral because every x ∈ R is a root of the
monic polynomial

∏
σ∈G(T −σ(x)) in RG[T ]. Thus there are no inclusion relations

among the primes lying over a given prime p (Algebra, Lemma 36.20). If the lemma
is wrong, then we can choose x ∈ q′, x ̸∈ σ(q) for all σ ∈ G. See Algebra, Lemma
15.2. Then y =

∏
σ∈G σ(x) is in RG and in p = RG ∩ q′. On the other hand,

x ̸∈ σ(q) for all σ means σ(x) ̸∈ q for all σ. Hence y ̸∈ q as q is a prime ideal. This
is impossible as y ∈ p ⊂ q. □

Lemma 110.9.0BRJ Let G be a finite group acting on a ring R. Let q ⊂ R be a prime
lying over p ⊂ RG. Then κ(q)/κ(p) is an algebraic normal extension and the map

D = {σ ∈ G | σ(q) = q} −→ Aut(κ(q)/κ(p))

is surjective15.

Proof. With A = (RG)p and B = A ⊗RG R we see that A = BG as localization
is flat, see Lemma 110.7. Observe that pA and qB are prime ideals, D is the
stabilizer of qB, and κ(p) = κ(pA) and κ(q) = κ(qB). Thus we may replace R
by B and assume that p is a maximal ideal. Since RG ⊂ R is an integral ring
extension, we find that the maximal ideals of R are exactly the primes lying over
p (follows from Algebra, Lemmas 36.20 and 36.22). By Lemma 110.8 there are
finitely many of them q = q1, q2, . . . , qm and they form a single orbit for G. By the
Chinese remainder theorem (Algebra, Lemma 15.4) the map R →

∏
j=1,...,mR/qj

is surjective.

First we prove that the extension is normal. Pick an element α ∈ κ(q). We have to
show that the minimal polynomial P of α over κ(p) splits completely. By the above
we can choose a ∈ q2 ∩ . . . ∩ qm mapping to α in κ(q). Consider the polynomial
Q =

∏
σ∈G(T − σ(a)) in RG[T ]. The image of Q in R[T ] splits completely into

linear factors, hence the same is true for its image in κ(q)[T ]. Since P divides the
image of Q in κ(p)[T ] we conclude that P splits completely into linear factors over
κ(q) as desired.

Since κ(q)/κ(p) is normal we may assume κ(q) = κ1 ⊗κ(p) κ2 with κ1/κ(p) purely
inseparable and κ2/κ(p) Galois, see Fields, Lemma 27.3. Pick α ∈ κ2 which gen-
erates κ2 over κ(p) if it is finite and a subfield of degree > |G| if it is infinite (to
get a contradiction). This is possible by Fields, Lemma 19.1. Pick a, P , and Q as
in the previous paragraph. If α′ ∈ κ2 is a Galois conjugate of α over κ(p), then
the fact that P divides the image of P in κ(p)[T ] shows there exists a σ ∈ G such
that σ(a) maps to α′. By our choice of a (vanishing at other maximal ideals) this
implies σ ∈ D and that the image of σ in Aut(κ(q)/κ(p)) maps α to α′. Hence the
surjectivity or the desired absurdity in case α has degree > |G| over κ(p). □

15Recall that we use the notation Gal only in the case of Galois extensions.

https://stacks.math.columbia.edu/tag/0BRI
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Lemma 110.10.0BRK Let A be a normal domain with fraction field K. Let L/K be
a (possibly infinite) Galois extension. Let G = Gal(L/K) and let B be the integral
closure of A in L.

(1) For any two primes q, q′ ⊂ B lying over the same prime in A there exists
a σ ∈ G with σ(q) = q′.

(2) Let q ⊂ B be a prime lying over p ⊂ A. Then κ(q)/κ(p) is an algebraic
normal extension and the map

D = {σ ∈ G | σ(q) = q} −→ Aut(κ(q)/κ(p))
is surjective.

Proof. Proof of (1). Consider pairs (M,σ) where K ⊂ M ⊂ L is a subfield
such that M/K is Galois, σ ∈ Gal(M/K) with σ(q ∩ M) = q′ ∩ M . We say
(M ′, σ′) ≥ (M,σ) if and only if M ⊂ M ′ and σ′|M = σ. Observe that (K, idK) is
such a pair as A = K ∩B since A is a normal domain. The collection of these pairs
satisfies the hypotheses of Zorn’s lemma, hence there exists a maximal pair (M,σ).
If M ̸= L, then we can find M ⊂ M ′ ⊂ L with M ′/M nontrivial and finite and
M ′/K Galois (Fields, Lemma 16.5). Choose σ′ ∈ Gal(M ′/K) whose restriction to
M is σ (Fields, Lemma 22.2). Then the primes σ′(q∩M ′) and q′∩M ′ restrict to the
same prime of B ∩M . Since B ∩M = (B ∩M ′)Gal(M ′/M) we can use Lemma 110.8
to find τ ∈ Gal(M ′/M) with τ(σ′(q∩M ′)) = q′ ∩M ′. Hence (M ′, τ ◦ σ′) > (M,σ)
contradicting the maximality of (M,σ).
Part (2) is proved in exactly the same manner as part (1). We write out the details.
Pick σ ∈ Aut(κ(q)/κ(p)). Consider pairs (M,σ) where K ⊂ M ⊂ L is a subfield
such that M/K is Galois, σ ∈ Gal(M/K) with σ(q ∩M) = q ∩M and

κ(q ∩M) //

σ

��

κ(q)

σ

��
κ(q ∩M) // κ(q)

commutes. We say (M ′, σ′) ≥ (M,σ) if and only if M ⊂ M ′ and σ′|M = σ. As
above (K, idK) is such a pair. The collection of these pairs satisfies the hypotheses
of Zorn’s lemma, hence there exists a maximal pair (M,σ). If M ̸= L, then we
can find M ⊂ M ′ ⊂ L with M ′/M finite and M ′/K Galois (Fields, Lemma 16.5).
Choose σ′ ∈ Gal(M ′/K) whose restriction to M is σ (Fields, Lemma 22.2). Then
the primes σ′(q ∩M ′) and q ∩M ′ restrict to the same prime of B ∩M . Adjusting
the choice of σ′ as in the first paragraph, we may assume that σ′(q∩M ′) = q∩M ′.
Then σ′ and σ define maps κ(q ∩M ′) → κ(q) which agree on κ(q ∩M). Since
B∩M = (B∩M ′)Gal(M ′/M) we can use Lemma 110.9 to find τ ∈ Gal(M ′/M) with
τ(q ∩M ′) = q ∩M ′ such that τ ◦ σ and σ induce the same map on κ(q ∩M ′).
There is a small detail here in that the lemma first guarantees that κ(q∩M ′)/κ(q∩
M) is normal, which then tells us that the difference between the maps is an
automorphism of this extension (Fields, Lemma 15.10), to which we can apply
the lemma to get τ . Hence (M ′, τ ◦ σ′) > (M,σ) contradicting the maximality of
(M,σ). □

Lemma 110.11.0BSX Let A be a normal domain with fraction field K. Let M/L/K
be a tower of (possibly infinite) Galois extensions of K. Let H = Gal(M/K) and
G = Gal(L/K) and let C and B be the integral closure of A in M and L. Let r ⊂ C

https://stacks.math.columbia.edu/tag/0BRK
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and q = B ∩ r. Set Dr = {τ ∈ H | τ(r) = r} and Ir = {τ ∈ Dr | τ mod r = idκ(r)}
and similarly for Dq and Iq. Under the map H → G the induced maps Dr → Dq

and Ir → Iq are surjective.

Proof. Let σ ∈ Dq. Pick τ ∈ H mapping to σ. This is possible by Fields, Lemma
22.2. Then τ(r) and r both lie over q. Hence by Lemma 110.10 there exists a
σ′ ∈ Gal(M/L) with σ′(τ(r)) = r. Hence σ′τ ∈ Dr maps to σ. The case of inertia
groups is proved in exactly the same way using surjectivity onto automorphism
groups. □

111. Extensions of discrete valuation rings

0EXQ In this section and the next few we use the following definitions.

Definition 111.1.09E4 We say that A → B or A ⊂ B is an extension of discrete
valuation rings if A and B are discrete valuation rings and A→ B is injective and
local. In particular, if πA and πB are uniformizers of A and B, then πA = uπeB for
some e ≥ 1 and unit u of B. The integer e does not depend on the choice of the
uniformizers as it is also the unique integer ≥ 1 such that

mAB = meB

The integer e is called the ramification index of B over A. We say that B is weakly
unramified over A if e = 1. If the extension of residue fields κA = A/mA ⊂ κB =
B/mB is finite, then we set f = [κB : κA] and we call it the residual degree or
residue degree of the extension A ⊂ B.

Note that we do not require the extension of fraction fields to be finite.

Lemma 111.2.09E5 Let A ⊂ B be an extension of discrete valuation rings with fraction
fields K ⊂ L. If the extension L/K is finite, then the residue field extension is finite
and we have ef ≤ [L : K].

Proof. Finiteness of the residue field extension is Algebra, Lemma 119.10. The
inequality follows from Algebra, Lemmas 119.9 and 52.12. □

Lemma 111.3.0BRL Let A ⊂ B ⊂ C be extensions of discrete valuation rings. Then
the ramification indices of B/A and C/B multiply to give the ramification index of
C/A. In a formula eC/A = eB/AeC/B. Similarly for the residual degrees in case
they are finite.

Proof. This is immediate from the definitions and Fields, Lemma 7.7. □

Lemma 111.4.09E6 Let A ⊂ B be an extension of discrete valuation rings inducing
the field extension K ⊂ L. If the characteristic of K is p > 0 and L is purely
inseparable over K, then the ramification index e is a power of p.

Proof. Write πA = uπeB for some u ∈ B∗. On the other hand, we have πqB ∈ K for
some p-power q. Write πqB = vπkA for some v ∈ A∗ and k ∈ Z. Then πqA = uqπqeB =
uqveπkeA . Taking valuations in B we conclude that ke = q. □

In the following lemma we discuss what it means for an extension A ⊂ B of discrete
valuation rings to be “unramified”, i.e., have ramification index 1 and separable
(possibly nonalgebraic) extension of residue fields. However, we cannot use the
term “unramified” itself because there already exists a notion of an unramified ring
map, see Algebra, Section 151.

https://stacks.math.columbia.edu/tag/09E4
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Lemma 111.5.09E7 Let A ⊂ B be an extension of discrete valuation rings. The
following are equivalent

(1) A→ B is formally smooth in the mB-adic topology, and
(2) A→ B is weakly unramified and κB/κA is a separable field extension.

Proof. This follows from Proposition 40.5 and Algebra, Proposition 158.9. □

Remark 111.6.09E8 Let A be a discrete valuation ring with fraction field K. Let
L/K be a finite separable field extension. Let B ⊂ L be the integral closure of A
in L. Picture:

B // L

A

OO

// K

OO

By Algebra, Lemma 161.8 the ring extension A ⊂ B is finite, hence B is Noetherian.
By Algebra, Lemma 112.4 the dimension of B is 1, hence B is a Dedekind domain,
see Algebra, Lemma 120.17. Let m1, . . . ,mn be the maximal ideals of B (i.e., the
primes lying over mA). We obtain extensions of discrete valuation rings

A ⊂ Bmi

and hence ramification indices ei and residue degrees fi. We have

[L : K] =
∑

i=1,...,n
eifi

by Algebra, Lemma 121.8 applied to a uniformizer in A. We observe that n = 1 if
A is henselian (by Algebra, Lemma 153.4), e.g. if A is complete.

Definition 111.7.09E9 Let A be a discrete valuation ring with fraction field K. Let
L/K be a finite separable extension. With B and mi, i = 1, . . . , n as in Remark
111.6 we say the extension L/K is

(1) unramified with respect to A if ei = 1 and the extension κ(mi)/κA is sepa-
rable for all i,

(2) tamely ramified with respect to A if either the characteristic of κA is 0 or the
characteristic of κA is p > 0, the field extensions κ(mi)/κA are separable,
and the ramification indices ei are prime to p, and

(3) totally ramified with respect to A if n = 1 and the residue field extension
κ(m1)/κA is trivial.

If the discrete valuation ring A is clear from context, then we sometimes say L/K
is unramified, totally ramified, or tamely ramified for short.

For unramified extensions we have the following basic lemma.

Lemma 111.8.0EXR Let A be a discrete valuation ring with fraction field K.
(1) If M/L/K are finite separable extensions and M is unramified with respect

to A, then L is unramified with respect to A.
(2) If L/K is a finite separable extension which is unramified with respect to A,

then there exists a Galois extension M/K containing L which is unramified
with respect to A.

(3) If L1/K, L2/K are finite separable extensions which are unramified with
respect to A, then there exists a a finite separable extension L/K which is
unramified with respect to A containing L1 and L2.

https://stacks.math.columbia.edu/tag/09E7
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Proof. We will use the results of the discussion in Remark 111.6 without further
mention.
Proof of (1). Let C/B/A be the integral closures of A in M/L/K. Since C is a
finite ring extension of B, we see that Spec(C) → Spec(B) is surjective. Hence
for ever maximal ideal m ⊂ B there is a maximal ideal m′ ⊂ C lying over m. By
the multiplicativity of ramification indices (Lemma 111.3) and the assumption, we
conclude that the ramification index of Bm over A is 1. Since κ(m′)/κA is finite
separable, the same is true for κ(m)/κA.
Proof of (2). Let M be the normal closure of L over K, see Fields, Definition
16.4. Then M/K is Galois by Fields, Lemma 21.5. On the other hand, there is a
surjection

L⊗K . . .⊗K L −→M

of K-algebras, see Fields, Lemma 16.6. Let B be the integral closure of A in L as in
Remark 111.6. The condition that L is unramified with respect to A exactly means
that A → B is an étale ring map, see Algebra, Lemma 143.7. By permanence
properties of étale ring maps we see that

B ⊗A . . .⊗A B
is étale over A, see Algebra, Lemma 143.3. Hence the displayed ring is a product
of Dedekind domains, see Lemma 44.4. We conclude that M is the fraction field
of a Dedekind domain finite étale over A. This means that M is unramified with
respect to A as desired.
Proof of (3). Let Bi ⊂ Li be the integral closure of A. Argue in the same manner
as above to show that B1 ⊗A B2 is finite étale over A. Details omitted. □

Lemma 111.9.0EXS Let A be a discrete valuation ring with fraction field K. Let
M/L/K be finite separable extensions. Let B be the integral closure of A in L. If
L/K is unramified with respect to A and M/L is unramified with respect to Bm for
every maximal ideal m of B, then M/K is unramified with respect to A.

Proof. Let C be the integral closure of A in M . Every maximal ideal m′ of C
lies over a maximal ideal m of B. Then the lemma follows from the multiplica-
tivity of ramification indices (Lemma 111.3) and the fact that we have the tower
κ(m′)/κ(m)/κA of finite extensions of fields. □

112. Galois extensions and ramification

09E3 In the case of Galois extensions, we can elaborate on the discussion in Section 111.

Lemma 112.1.09EA Let A be a discrete valuation ring with fraction field K. Let L/K
be a finite Galois extension with Galois group G. Then G acts on the ring B of
Remark 111.6 and acts transitively on the set of maximal ideals of B.

Proof. Observe that A = BG as A is integrally closed in K and K = LG. Hence
this lemma is a special case of Lemma 110.8. □

Lemma 112.2.09EB Let A be a discrete valuation ring with fraction field K. Let L/K
be a finite Galois extension. Then there are e ≥ 1 and f ≥ 1 such that ei = e and
fi = f for all i (notation as in Remark 111.6). In particular [L : K] = nef .

Proof. Immediate consequence of Lemma 112.1 and the definitions. □

https://stacks.math.columbia.edu/tag/0EXS
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Definition 112.3.09EC Let A be a discrete valuation ring with fraction field K. Let
L/K be a finite Galois extension with Galois group G. Let B be the integral closure
of A in L. Let m ⊂ B be a maximal ideal.

(1) The decomposition group of m is the subgroup D = {σ ∈ G | σ(m) = m}.
(2) The inertia group of m is the kernel I of the map D → Aut(κ(m)/κA).

Note that the field κ(m) may be inseparable over κA. In particular the field exten-
sion κ(m)/κA need not be Galois. If κA is perfect, then it is.

Lemma 112.4.09ED Let A be a discrete valuation ring with fraction field K and residue
field κ. Let L/K be a finite Galois extension with Galois group G. Let B be the
integral closure of A in L. Let m be a maximal ideal of B. Then

(1) the field extension κ(m)/κ is normal, and
(2) D → Aut(κ(m)/κ) is surjective.

If for some (equivalently all) maximal ideal(s) m ⊂ B the field extension κ(m)/κ is
separable, then

(3) κ(m)/κ is Galois, and
(4) D → Gal(κ(m)/κ) is surjective.

Here D ⊂ G is the decomposition group of m.

Proof. Observe that A = BG as A is integrally closed in K and K = LG. Thus
parts (1) and (2) follow from Lemma 110.9. The “equivalently all” part of the
lemma follows from Lemma 112.1. Assume κ(m)/κ is separable. Then parts (3)
and (4) follow immediately from (1) and (2). □

Lemma 112.5.09EE Let A be a discrete valuation ring with fraction field K. Let L/K
be a finite Galois extension with Galois group G. Let B be the integral closure of A
in L. Let m ⊂ B be a maximal ideal. The inertia group I of m sits in a canonical
exact sequence

1→ P → I → It → 1
such that

(1) P = {σ ∈ D | σ|B/m2 = idB/m2} where D is the decomposition group,
(2) P is a normal subgroup of D,
(3) P is a p-group if the characteristic of κA is p > 0 and P = {1} if the

characteristic of κA is zero,
(4) It is cyclic of order the prime to p part of the integer e, and
(5) there is a canonical isomorphism θ : It → µe(κ(m)).

Here e is the integer of Lemma 112.2.

Proof. Recall that |G| = [L : K] = nef , see Lemma 112.2. Since G acts transi-
tively on the set {m1, . . . ,mn} of maximal ideals of B (Lemma 112.1) and since D
is the stabilizer of an element we see that |D| = ef . By Lemma 112.4 we have

ef = |D| = |I| · |Aut(κ(m)/κ)|

where κ is the residue field of A. As κ(m) is normal over κ the order of Aut(κ(m)/κ)
differs from f by a power of p (see Fields, Lemma 15.9 and discussion following
Fields, Definition 14.7). Hence the prime to p part of |I| is equal to the prime to p
part of e.

https://stacks.math.columbia.edu/tag/09EC
https://stacks.math.columbia.edu/tag/09ED
https://stacks.math.columbia.edu/tag/09EE


MORE ON ALGEBRA 325

Set C = Bm. Then I acts on C over A and trivially on the residue field of C. Let
πA ∈ A and πC ∈ C be uniformizers. Write πA = uπeC for some unit u in C. For
σ ∈ I write σ(πC) = θσπC for some unit θσ in C. Then we have

πA = σ(πA) = σ(u)(θσπC)e = σ(u)θeσπeC = σ(u)
u

θeσπA

Since σ(u) ≡ u mod mC as σ ∈ I we see that the image θσ of θσ in κC = κ(m) is
an eth root of unity. We obtain a map

(112.5.1)0BU3 θ : I −→ µe(κ(m)), σ 7→ θσ

We claim that θ is a homomorphism of groups and independent of the choice of
uniformizer πC . Namely, if τ is a second element of I, then τ(σ(πC)) = τ(θσπC) =
τ(θσ)θτπC , hence θτσ = τ(θσ)θτ and since τ ∈ I we conclude that θτσ = θσθτ . If
π′
C is a second uniformizer, then we see that π′

C = wπC for some unit w of C and
σ(π′

C) = w−1σ(w)θσπ′
C , hence θ′

σ = w−1σ(w)θσ, hence θ′
σ and θσ map to the same

element of the residue field as before.

Since κ(m) has characteristic p, the group µe(κ(m)) is cyclic of order at most the
prime to p part of e (see Fields, Section 17).

Let P = Ker(θ). The elements of P are exactly the elements of D acting trivially
on C/π2

CC
∼= B/m2. Thus (a) is true. This implies (b) as P is the kernel of the

map D → Aut(B/m2). If we can prove (c), then parts (d) and (e) will follow as It
will be isomorphic to µe(κ(m)) as the arguments above show that |It| ≥ |µe(κ(m))|.

Thus it suffices to prove that the kernel P of θ is a p-group. Let σ be a nontrivial
element of the kernel. Then σ− id sends miC into mi+1

C for all i. Let m be the order
of σ. Pick c ∈ C such that σ(c) ̸= c. Then σ(c)− c ∈ miC , σ(c)− c ̸∈ mi+1

C for some
i and we have

0 = σm(c)− c
= σm(c)− σm−1(c) + . . .+ σ(c)− c

=
∑

j=0,...,m−1
σj(σ(c)− c)

≡ m(σ(c)− c) mod mi+1
C

It follows that p|m (or m = 0 if p = 1). Thus every element of the kernel of θ has
order divisible by p, i.e., Ker(θ) is a p-group. □

Definition 112.6.0BU4 With assumptions and notation as in Lemma 112.5.
(1) The wild inertia group of m is the subgroup P .
(2) The tame inertia group of m is the quotient I → It.

We denote θ : I → µe(κ(m)) the surjective map (112.5.1) whose kernel is P and
which induces the isomorphism It → µe(κ(m)).

Lemma 112.7.0BU5 With assumptions and notation as in Lemma 112.5. The inertia
character θ : I → µe(κ(m)) satisfies the following property

θ(τστ−1) = τ(θ(σ))

for τ ∈ D and σ ∈ I.
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Proof. The formula makes sense as I is a normal subgroup of D and as τ acts on
κ(m) via the map D → Aut(κ(m)) discussed in Lemma 112.4 for example. Recall
the construction of θ. Choose a uniformizer π of Bm and for σ ∈ I write σ(π) = θσπ.
Then θ(σ) is the image θσ of θσ in the residue field. For any τ ∈ D we can write
τ(π) = θτπ for some unit θτ . Then θτ−1 = τ−1(θ−1

τ ). We compute
θτστ−1 = τ(σ(τ−1(π)))/π

= τ(σ(τ−1(θ−1
τ )π))/π

= τ(σ(τ−1(θ−1
τ ))θσπ)/π

= τ(σ(τ−1(θ−1
τ )))τ(θσ)θτ

However, since σ acts trivially modulo π we see that the product τ(σ(τ−1(θ−1
τ )))θτ

maps to 1 in the residue field. This proves the lemma. □

We will generalize the following lemma in Fundamental Groups, Lemma 12.5.

Lemma 112.8.09EH Let A be a discrete valuation ring with fraction field K. Let L/K
be a finite Galois extension. Let m ⊂ B be a maximal ideal of the integral closure
of A in L. Let I ⊂ G be the inertia group of m. Then BI is the integral closure of
A in LI and A→ (BI)BI ∩m is étale.

Proof. Write B′ = BI . It follows from the definitions that B′ = BI is the integral
closure of A in LI . Write m′ = BI ∩ m = B′ ∩ m ⊂ B′. By Lemma 110.8 the
maximal ideal m is the unique prime ideal of B lying over m′. As I acts trivially on
κ(m) we see from Lemma 110.2 that the extension κ(m)/κ(m′) is purely inseparable
(perhaps an easier alternative is to apply the result of Lemma 110.9). Since D/I
acts faithfully on κ(m′), we conclude that D/I acts faithfully on κ(m). Of course
the elements of the residue field κ of A are fixed by this action. By Galois theory
we see that [κ(m′) : κ] ≥ |D/I|, see Fields, Lemma 21.6.
Let π be the uniformizer of A. Since NormL/K(π) = π[L:K] we see from Algebra,
Lemma 121.8 that

|G| = [L : K] = [L : K] ordA(π) = |G/D| [κ(m) : κ] ordBm
(π)

as there are n = |G/D| maximal ideals of B which are all conjugate under G,
see Remark 111.6 and Lemma 112.1. Applying the same reasoning to the finite
extension the finite extension L/LI of degree |I| we find

|I| ordB′
m′

(π) = [κ(m) : κ(m′)] ordBm
(π)

We conclude that
ordB′

m′
(π) = |D/I|

[κ(m′) : κ]
Since the left hand side is a positive integer and since the right hand side is ≤ 1
by the above, we conclude that we have equality, ordB′

m′
(π) = 1 and κ(m′)/κ has

degree |D/I|. Thus πB′
m′ = m′B′

m and κ(m′) is Galois over κ with Galois group
D/I, in particular separable, see Fields, Lemma 21.2. By Algebra, Lemma 143.7
we find that A→ B′

m′ is étale as desired. □

Remark 112.9.0BU6 Let A be a discrete valuation ring with fraction field K. Let
L/K be a finite Galois extension. Let m ⊂ B be a maximal ideal of the integral
closure of A in L. Let

P ⊂ I ⊂ D ⊂ G

https://stacks.math.columbia.edu/tag/09EH
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be the wild inertia, inertia, decomposition group of m. Consider the diagram

m mP mI mD A ∩m

B BPoo BIoo BDoo Aoo

Observe that BP , BI , BD are the integral closures of A in the fields LP , LI , LD.
Thus we also see that BP is the integral closure of BI in LP and so on. Observe
that mP = m ∩ BP , mI = m ∩ BI , and mD = m ∩ BD. Hence the top line of
the diagram corresponds to the images of m ∈ Spec(B) under the induced maps of
spectra. Having said all of this we have the following

(1) the extension LI/LD is Galois with group D/I,
(2) the extension LP /LI is Galois with group It = I/P ,
(3) the extension LP /LD is Galois with group D/P ,
(4) mI is the unique prime of BI lying over mD,
(5) mP is the unique prime of BP lying over mI ,
(6) m is the unique prime of B lying over mP ,
(7) mP is the unique prime of BP lying over mD,
(8) m is the unique prime of B lying over mI ,
(9) m is the unique prime of B lying over mD,

(10) A→ BDmD is étale and induces a trivial residue field extension,
(11) BDmD → BImI is étale and induces a Galois extension of residue fields with

Galois group D/I,
(12) A→ BImI is étale,
(13) BImI → BPmP has ramification index |I/P | prime to p and induces a trivial

residue field extension,
(14) BDmD → BPmP has ramification index |I/P | prime to p and induces a sepa-

rable residue field extension,
(15) A→ BPmP has ramification index |I/P | prime to p and induces a separable

residue field extension.
Statements (1), (2), and (3) are immediate from Galois theory (Fields, Section 21)
and Lemma 112.5. Statements (4) – (9) are clear from Lemma 112.1. Part (12)
is Lemma 112.8. Since we have the factorization A → BDmD → BImI we obtain the
étaleness in (10) and (11) as a consequence. The residue field extension in (10) must
be trivial because it is separable and D/I maps onto Aut(κ(m)/κA) as shown in
Lemma 112.4. The same argument provides the proof of the statement on residue
fields in (11). To see (13), (14), and (15) it suffices to prove (13). By the above,
the extension LP /LI is Galois with a cyclic Galois group of order prime to p, the
prime mP is the unique prime lying over mI and the action of I/P on the residue
field is trivial. Thus we can apply Lemma 112.5 to this extension and the discrete
valuation ring BImI to see that (13) holds.

Lemma 112.10.0BU7 Let A be a discrete valuation ring with fraction field K. Let
M/L/K be a tower with M/K and L/K finite Galois. Let C, B be the integral
closure of A in M , L. Let m′ ⊂ C be a maximal ideal and set m = m′ ∩B. Let

P ⊂ I ⊂ D ⊂ Gal(L/K) and P ′ ⊂ I ′ ⊂ D′ ⊂ Gal(M/K)
be the wild inertia, inertia, decomposition group of m and m′. Then the canonical
surjection Gal(M/K) → Gal(L/K) induces surjections P ′ → P , I ′ → I, and
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D′ → D. Moreover these fit into commutative diagrams

D′ //

��

Aut(κ(m′)/κA)

��
D // Aut(κ(m)/κA)

and

I ′
θ′
//

��

µe′(κ(m′))

(−)e′/e

��
I

θ // µe(κ(m))

where e′ and e are the ramification indices of A→ Cm′ and A→ Bm.

Proof. The fact that under the map Gal(M/K)→ Gal(L/K) the groups P ′, I ′, D′

map into P, I,D is immediate from the definitions of these groups. The commu-
tativity of the first diagram is clear (observe that since κ(m)/κA is normal every
automorphism of κ(m′) over κA indeed induces an automorphism of κ(m) over κA
and hence we obtain the right vertical arrow in the first diagram, see Lemma 112.4
and Fields, Lemma 15.7).

The maps I ′ → I and D′ → D are surjective by Lemma 110.11. The surjectivity
of P ′ → P follows as P ′ and P are p-Sylow subgroups of I ′ and I.

To see the commutativity of the second diagram we choose a uniformizer π′ of Cm′

and a uniformizer π of Bm. Then π = c′(π′)e′/e for some unit c′ of Cm′ . For σ′ ∈ I ′

the image σ ∈ I is simply the restriction of σ′ to L. Write σ′(π′) = cπ′ for a unit
c ∈ Cm′ and write σ(π) = bπ for a unit b of Bm. Then σ′(π) = bπ and we obtain

bπ = σ′(π) = σ′(c′(π′)e
′/e) = σ′(c′)ce

′/e(π′)e
′/e = σ′(c′)

c′ ce
′/eπ

As σ′ ∈ I ′ we see that b and ce
′/e have the same image in the residue field which

proves what we want. □

Remark 112.11.0BU8 In order to use the inertia character θ : I → µe(κ(m)) for infinite
Galois extensions, it is convenient to scale it. Let A,K,L,B,m, G, P, I,D, e, θ be
as in Lemma 112.5 and Definition 112.6. Then e = q|It| with q is a power of the
characteristic p of κ(m) if positive or 1 if zero. Note that µe(κ(m)) = µ|It|(κ(m))
because the characteristic of κ(m) is p. Consider the map

θcan = qθ : I −→ µ|It|(κ(m))

This map induces an isomorphism θcan : It → µ|It|(κ(m)). We have θcan(τστ−1) =
τ(θcan(σ)) for τ ∈ D and σ ∈ I by Lemma 112.7. Finally, if M/L is an extension
such that M/K is Galois and m′ is a prime of the integral closure of A in M lying
over m, then we get the commutative diagram

I ′
θ′

can

//

��

µ|I′
t|(κ(m′))

(−)|I′
t

|/|It|

��
I

θcan // µ|It|(κ(m))

by Lemma 112.10.

113. Krasner’s lemma

0BU9 Here is Krasner’s lemma in the case of discretely valued fields.
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Lemma 113.1 (Krasner’s lemma).09EI Let A be a complete local domain of dimension
1. Let P (t) ∈ A[t] be a polynomial with coefficients in A. Let α ∈ A be a root of P
but not a root of the derivative P ′ = dP/dt. For every c ≥ 0 there exists an integer
n such that for any Q ∈ A[t] whose coefficients are in mnA the polynomial P + Q
has a root β ∈ A with β − α ∈ mcA.

Proof. Choose a nonzero π ∈ m. Since the dimension of A is 1 we have m =
√

(π).
By assumption we may write P ′(α)−1 = π−ma for some m ≥ 0 and a ∈ A. We
may and do assume that c ≥ m + 1. Pick n such that mnA ⊂ (πc+m). Pick any Q
as in the statement. For later use we observe that we can write

P (x+ y) = P (x) + P ′(x)y +R(x, y)y2

for some R(x, y) ∈ A[x, y]. We will show by induction that we can find a sequence
αm, αm+1, αm+2, . . . such that

(1) αk ≡ α mod πc,
(2) αk+1 − αk ∈ (πk), and
(3) (P +Q)(αk) ∈ (πm+k).

Setting β = limαk will finish the proof.
Base case. Since the coefficients of Q are in (πc+m) we have (P +Q)(α) ∈ (πc+m).
Hence αm = α works. This choice guarantees that αk ≡ α mod πc for all k ≥ m.
Induction step. Given αk we write αk+1 = αk + δ for some δ ∈ (πk). Then we have

(P +Q)(αk+1) = P (αk + δ) +Q(αk + δ)
Because the coefficients of Q are in (πc+m) we see that Q(αk + δ) ≡ Q(αk) mod
πc+m+k. On the other hand we have

P (αk + δ) = P (αk) + P ′(αk)δ +R(αk, δ)δ2

Note that P ′(αk) ≡ P ′(α) mod (πm+1) as αk ≡ α mod πm+1. Hence we obtain
P (αk + δ) ≡ P (αk) + P ′(α)δ mod πk+m+1

Recombining the two terms we see that
(P +Q)(αk+1) ≡ (P +Q)(αk) + P ′(α)δ mod πk+m+1

Thus a solution is to take δ = −P ′(α)−1(P +Q)(αk) = −π−ma(P +Q)(αk) which
is contained in (πk) by induction assumption. □

Lemma 113.2.09EJ Let A be a discrete valuation ring with field of fractions K. Let
A∧ be the completion of A with fraction field K∧. If M/K∧ is a finite separable
extension, then there exists a finite separable extension L/K such that M = K∧⊗K
L.

Proof. Note that A∧ is a discrete valuation ring too (by Lemmas 43.4 and 43.1).
In particular A∧ is a domain. The proof will work more generally for Noetherian
local rings A such that A∧ is a local domain of dimension 1.
Let θ ∈ M be an element that generates M over K∧. (Theorem of the primitive
element.) Let P (t) ∈ K∧[t] be the minimal polynomial of θ over K∧. Let π ∈ mA
be a nonzero element. After replacing θ by πnθ we may assume that the coefficients
of P (t) are in A∧. Let B = A∧[θ] = A∧[t]/(P (t)). Note that B is a complete local
domain of dimension 1 because it is finite over A and contained in M . Since M is
separable over K the element θ is not a root of the derivative of P . For any integer
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n we can find a monic polynomial P1 ∈ A[t] such that P − P1 has coefficients in
πnA∧[t]. By Krasner’s lemma (Lemma 113.1) we see that P1 has a root β in B for
n sufficiently large. Moreover, we may assume (if n is chosen large enough) that
θ − β ∈ πB. Consider the map Φ : A∧[t]/(P1) → B of A∧-algebras which maps
t to β. Since B = πB +

∑
i<deg(P ) A

∧θi, the map Φ is surjective by Nakayama’s
lemma. As deg(P1) = deg(P ) it follows that Φ is an isomorphism. We conclude
that the ring extension L = K[t]/(P1(t)) satisfies K∧⊗K L ∼= M . This implies that
L is a field and the proof is complete. □

Definition 113.3.09EK Let A be a discrete valuation ring. We say A has mixed charac-
teristic if the characteristic of the residue field of A is p > 0 and the characteristic of
the fraction field of A is 0. In this case we obtain an extension of discrete valuation
rings Z(p) ⊂ A and the absolute ramification index of A is the ramification index of
this extension.

114. Abhyankar’s lemma and tame ramification

0EXT In this section we prove what we think is the most general version of Abhyankar’s
lemma for discrete valuation rings. After doing so, we apply this to prove some
results about tamely ramified extensions of the fraction field of a discrete valuation
ring.

Remark 114.1.09EM Let A → B be an extension of discrete valuation rings with
fraction fields K ⊂ L. Let K1/K be a finite extension of fields. Let A1 ⊂ K1
be the integral closure of A in K1. On the other hand, let L1 = (L ⊗K K1)red.
Then L1 is a nonempty finite product of finite field extensions of L. Let B1 be the
integral closure of B in L1. We obtain compatible commutative diagrams

L // L1

K

OO

// K1

OO

and

B // B1

A

OO

// A1

OO

In this situation we have the following
(1) By Algebra, Lemma 120.18 the ring A1 is a Dedekind domain and B1 is a

finite product of Dedekind domains.
(2) Note that L ⊗K K1 = (B ⊗A A1)π where π ∈ A is a uniformizer and that

π is a nonzerodivisor on B ⊗A A1. Thus the ring map B ⊗A A1 → B1 is
integral with kernel consisting of nilpotent elements. Hence Spec(B1) →
Spec(B ⊗A A1) is surjective on spectra (Algebra, Lemma 36.17). The map
Spec(B ⊗A A1) → Spec(A1) is surjective as A1/mAA1 → B/mAB ⊗κA

A1/mAA1 is an injective ring map with A1/mAA1 Artinian. We conclude
that Spec(B1)→ Spec(A1) is surjective.

(3) Let mi, i = 1, . . . n with n ≥ 1 be the maximal ideals of A1. For each
i = 1, . . . , n let mij , j = 1, . . . ,mi with mi ≥ 1 be the maximal ideals of B1
lying over mi. We obtain diagrams

B // (B1)mij

A

OO

// (A1)mi

OO
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of extensions of discrete valuation rings.
(4) If A is henselian (for example complete), then A1 is a discrete valuation

ring, i.e., n = 1. Namely, A1 is a union of finite extensions of A which are
domains, hence local by Algebra, Lemma 153.4.

(5) If B is henselian (for example complete), then B1 is a product of discrete
valuation rings, i.e., mi = 1 for i = 1, . . . , n.

(6) If K ⊂ K1 is purely inseparable, then A1 and B1 are both discrete valuation
rings, i.e., n = 1 and m1 = 1. This is true because for every b ∈ B1 a p-
power power of b is in B, hence B1 can only have one maximal ideal.

(7) If K ⊂ K1 is finite separable, then L1 = L ⊗K K1 and is a finite product
of finite separable extensions too. Hence A ⊂ A1 and B ⊂ B1 are finite by
Algebra, Lemma 161.8.

(8) If A is Nagata, then A ⊂ A1 is finite.
(9) If B is Nagata, then B ⊂ B1 is finite.

Lemma 114.2.09EV Let A be a discrete valuation ring with uniformizer π. Let n ≥ 2.
Then K1 = K[π1/n] is a degree n extension of K and the integral closure A1 of A
in K1 is the ring A[π1/n] which is a discrete valuation ring with ramification index
n over A.

Proof. This lemma proves itself. □

Lemma 114.3.09EQ Let A → B be an extension of discrete valuation rings with
fraction fields K ⊂ L. Assume that A → B is formally smooth in the mB-adic
topology. Then for any finite extension K1/K we have L1 = L ⊗K K1, B1 =
B ⊗A A1, and each extension (A1)mi

⊂ (B1)mij
(see Remark 114.1) is formally

smooth in the mij-adic topology.

Proof. We will use the equivalence of Lemma 111.5 without further mention. Let
π ∈ A and πi ∈ (A1)mi

be uniformizers. As κA ⊂ κB is separable, the ring
(B ⊗A (A1)mi)/πi(B ⊗A (A1)mi) = B/πB ⊗A/πA (A1)mi/πi(A1)mi

is a product of fields each separable over κmi
. Hence the element πi in B⊗A (A1)mi

is a nonzerodivisor and the quotient by this element is a product of fields. It follows
that B ⊗A A1 is a Dedekind domain in particular reduced. Thus B ⊗A A1 ⊂ B1 is
an equality. □

The following lemma is our version of Abhyankar’s lemma for discrete valuation
rings. Observe that κB/κA is not assumed to be an algebraic extension of fields.

Lemma 114.4 (Abhyankar’s lemma).0BRM Let A ⊂ B be an extension of discrete
valuation rings. Assume that either the residue characteristic of A is 0 or it is p,
the ramification index e is prime to p, and κB/κA is a separable field extension.
Let K1/K be a finite extension. Using the notation of Remark 114.1 assume e
divides the ramification index of A ⊂ (A1)mi

for some i. Then (A1)mi
⊂ (B1)mij

is formally smooth in the mij-adic topology for all j = 1, . . . ,mi.

Proof. Let π ∈ A be a uniformizer. Let π1 be a uniformizer of (A1)mi
. Write

π = uπe1
1 with u a unit of (A1)mi

and e1 the ramification index of A ⊂ (A1)mi
.

Claim: we may assume that u is an eth power in K1. Namely, let K2 be an extension
of K1 obtained by adjoining a root of xe = u; thus K2 is a factor of K1[x]/(xe−u).
Then K2/K1 is a finite separable extension (by our assumption on e) and hence

https://stacks.math.columbia.edu/tag/09EV
https://stacks.math.columbia.edu/tag/09EQ
https://stacks.math.columbia.edu/tag/0BRM


MORE ON ALGEBRA 332

A1 ⊂ A2 is finite. Since (A1)mi
→ (A1)mi

[x]/(xe − u) is finite étale (as e is prime
to the residue characteristic and u a unit) we conclude that (A2)mi is a factor of
a finite étale extension of (A1)mi hence finite étale over (A1)mi itself. The same
reasoning shows that B1 ⊂ B2 induces finite étale extensions (B1)mij

⊂ (B2)mij
.

Pick a maximal ideal m′
ij ⊂ B2 lying over mij ⊂ B1 (of course there may be more

than one) and consider
(B1)mij

// (B2)m′
ij

(A1)mi

OO

// (A2)m′
i

OO

where m′
i ⊂ A2 is the image. Now the horizontal arrows have ramification index 1

and induce finite separable residue field extensions. Thus, using the equivalence of
Lemma 111.5, we see that it suffices to show that the right vertical arrow is formally
smooth in the m′

ij-adic topology. Since u has a eth root in K2 we obtain the claim.

Assume u has an eth root in K1. Since e|e1 and since u has a eth root in K1 we see
that π = θe for some θ ∈ K1. Let K ′

1 = K[θ] ⊂ K1 be the subfield generated by θ.
By Lemma 114.2 the integral closure A′

1 of A in K[θ] is the discrete valuation ring
A′

1 = A[θ] which has ramification index e over A. If we can prove the lemma for
the extension K ′

1/K, then we conclude by Lemma 114.3 applied to the diagram

(B′
1)B′

1∩mij
// (B1)mij

A′
1

OO

// (A1)mi

OO

for all j = 1, . . . ,mi. This reduces us to the case discussed in the next paragraph.

Assume K1 = K[π1/e] and set θ = π1/e. Let πB be a uniformizer for B and write
π = wπeB for some unit w of B. Then we see that L1 = L ⊗K K1 is obtained by
adjoining θ/πB which is an eth root of the unit w. Thus B ⊂ B1 is finite étale.
Thus for any maximal ideal m ⊂ B1 consider the commutative diagram

B
1
// (B1)m

A

e

OO

e // A1

em

OO

Here the numbers along the arrows are the ramification indices. By multiplicativity
of ramification indices (Lemma 111.3) we conclude em = 1. Looking at the residue
field extensions we find that κ(m) is a finite separable extension of κB which is
separable over κA. Therefore κ(m) is separable over κA which is equal to the
residue field of A1 and we win by Lemma 111.5. □

Lemma 114.5.0EXU Let A be a discrete valuation ring with fraction field K. Let
M/L/K be finite separable extensions. Let B be the integral closure of A in L. If
L/K is tamely ramified with respect to A and M/L is tamely ramified with respect
to Bm for every maximal ideal m of B, then M/K is tamely ramified with respect
to A.
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Proof. Let C be the integral closure of A in M . Every maximal ideal m′ of C
lies over a maximal ideal m of B. Then the lemma follows from the multiplica-
tivity of ramification indices (Lemma 111.3) and the fact that we have the tower
κ(m′)/κ(m)/κA of finite extensions of fields. □

Lemma 114.6.0EXV Let A be a discrete valuation ring with fraction field K. If M/L/K
are finite separable extensions and M is tamely ramified with respect to A, then L
is tamely ramified with respect to A.

Proof. We will use the results of the discussion in Remark 111.6 without further
mention. Let C/B/A be the integral closures of A in M/L/K. Since C is a
finite ring extension of B, we see that Spec(C) → Spec(B) is surjective. Hence
for ever maximal ideal m ⊂ B there is a maximal ideal m′ ⊂ C lying over m.
By the multiplicativity of ramification indices (Lemma 111.3) and the assumption,
we conclude that the ramification index of Bm over A is prime to the residue
characteristic. Since κ(m′)/κA is finite separable, the same is true for κ(m)/κA. □

Lemma 114.7.0EXW Let A be a discrete valuation ring with fraction field K. Let
π ∈ A be a uniformizer. Let L/K be a finite separable extension. The following are
equivalent

(1) L is tamely ramified with respect to A,
(2) there exists an e ≥ 1 invertible in κA and an extension L′/K ′ = K[π1/e]

unramified with respect to A′ = A[π1/e] such that L is contained in L′, and
(3) there exists an e0 ≥ 1 invertible in κA such that for every d ≥ 1 invertible

in κA (2) holds with e = de0.

Proof. Observe that A′ is a discrete valuation ring with fraction field K ′, see
Lemma 114.2. Of course the ramification index of A′ over A is e. Thus if (2) holds,
then L′ is tamely ramified with respect to A by Lemma 114.5. Hence L is tamely
ramified with respect to A by Lemma 114.6.

The implication (3) ⇒ (2) is immediate.

Assume that (1) holds. Let B be the integral closure of A in L and let m1, . . . ,mn
be its maximal ideals. Denote ei the ramification index of A → Bmi

. Let e0 be
the least common multiple of e1, . . . , er. This is invertible in κA by our assumption
(1). Let e = de0 as in (3). Set A′ = A[π1/e]. Then A → A′ is an extension of
discrete valuation rings with fraction field K ′ = K[π1/e], see Lemma 114.2. Choose
a product decomposition

L⊗K K ′ =
∏

L′
j

where L′
j are fields. Let B′

j be the integral closure of A in L′
j . Let mijk be the

maximal ideals of B′
j lying over mi. Observe that (B′

j)mi
is the integral closure of

Bmi
in L′

j . By Abhyankar’s lemma (Lemma 114.4) applied to A ⊂ Bmi
and the

extension K ′/K we see that A′ → (B′
j)mijk

is formally smooth in the mijk-adic
topology. This implies that the ramification index is 1 and that the residue field
extension is separable (Lemma 111.5). In this way we see that L′

j is unramified
with respect to A′. This finishes the proof: we take L′ = L′

j for some j. □

Lemma 114.8.0EXX Let A be a discrete valuation ring with fraction field K.

https://stacks.math.columbia.edu/tag/0EXV
https://stacks.math.columbia.edu/tag/0EXW
https://stacks.math.columbia.edu/tag/0EXX
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(1) If L/K is a finite separable extension which is tamely ramified with respect
to A, then there exists a Galois extension M/K containing L which is
tamely ramified with respect to A.

(2) If L1/K, L2/K are finite separable extensions which are tamely ramified
with respect to A, then there exists a a finite separable extension L/K which
is tamely ramified with respect to A containing L1 and L2.

Proof. Proof of (2). Choose a uniformizer π ∈ A. We can choose an integer
e invertible in κA and extensions L′

i/K
′ = K[π1/e] unramified with respect to

A′ = A[π1/e] with L′
i/Li as extensions of K, see Lemma 114.7. By Lemma 111.8

we can find an extension L′/K ′ which is unramified with respect to A′ such that
L′
i/K is isomorphic to a subextension of L′/K ′ for i = 1, 2. This finishes the proof

of (3) as L′/K is tamely ramified (use same lemma as above).
Proof of (1). We may first replace L by a larger extension and assume that L is
an extension of K ′ = K[π1/e] unramified with respect to A′ = A[π1/e] where e is
invertible in κA, see Lemma 114.7. Let M be the normal closure of L over K, see
Fields, Definition 16.4. Then M/K is Galois by Fields, Lemma 21.5. On the other
hand, there is a surjection

L⊗K . . .⊗K L −→M

of K-algebras, see Fields, Lemma 16.6. Let B be the integral closure of A in L as
in Remark 111.6. The condition that L is unramified with respect to A′ = A[π1/e]
exactly means that A′ → B is an étale ring map, see Algebra, Lemma 143.7. Claim:

K ′ ⊗K . . .⊗K K ′ =
∏

K ′
i

is a product of field extensions K ′
i/K tamely ramified with respect to A. Then if

A′
i is the integral closure of A in K ′

i we see that∏
A′
i ⊗(A′⊗A...⊗AA′) (B ⊗A . . .⊗A B)

is finite étale over
∏
A′
i and hence a product of Dedekind domains (Lemma 44.4).

We conclude that M is the fraction field of one of these Dedekind domains which
is finite étale over A′

i for some i. It follows that M/K ′
i is unramified with respect

to every maximal ideal of A′
i and hence M/K is tamely ramified by Lemma 114.5.

It remains the prove the claim. For this we write A′ = A[x]/(xe − π) and we see
that

A′ ⊗A . . .⊗A A′ = A′[x1, . . . , xr]/(xe1 − π, . . . , xer − π)
The normalization of this ring certainly contains the elements yi = xi/x1 for i =
2, . . . , r subject to the relations yei − 1 = 0 and we obtain
A[x1, y2, . . . , yr]/(xe1 − π, ye2 − 1, . . . , yr − 1) = A′[y2, . . . , yr]/(ye2 − 1, . . . , yer − 1)

This ring is finite étale over A′ because e is invertible in A′. Hence it is a product
of Dedekind domains each unramified over A′ as desired (see references given above
in case of confusion). □

Lemma 114.9.0EXY Let A ⊂ B be an extension of discrete valuation rings. Denote
L/K the corresponding extension of fraction fields. Let K ′/K be a finite separable
extension. Then

K ′ ⊗K L =
∏

L′
i

is a finite product of fields and the following is true

https://stacks.math.columbia.edu/tag/0EXY
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(1) If K ′ is unramified with respect to A, then each L′
i is unramified with respect

to B.
(2) If K ′ is tamely ramified with respect to A, then each L′

i is tamely ramified
with respect to B.

Proof. The algebra K ′⊗KL is a finite product of fields as it is a finite étale algebra
over L. Let A′ be the integral closure of A in K ′.

In case (1) the ring map A→ A′ is finite étale. Hence B′ = B ⊗A A′ is finite étale
over B and is a finite product of Dedekind domains (Lemma 44.4). Hence B′ is the
integral closure of B in K ′⊗K L. It follows immediately that each L′

i is unramified
with respect to B.

Choose a uniformizer π ∈ A. To prove (2) we may replace K ′ by a larger extension
tame ramified with respect to A (details omitted; hint: use Lemma 114.6). Thus by
Lemma 114.7 we may assume there exists some e ≥ 1 invertible in κA such that K ′

contains K[π1/e] and such that K ′ is unramified with respect to A[π1/e]. Choose a
product decomposition

K[π1/e]⊗K L =
∏

Le,j

For every i there exists a ji such that L′
i/Le,ji

is a finite separable extension.
Let Be,j be the integral closure of B in Le,j . By (1) applied to K ′/K[π1/e] and
A[π1/e] ⊂ (Be,ji)m we see that L′

i is unramified with respect to (Be,ji)m for every
maximal ideal m ⊂ Be,ji

. Hence the proof will be complete if we can show that
Le,j is tamely ramified with respect to B, see Lemma 114.5.

Choose a uniformizer θ in B. Write π = uθt where u is a unit of B and t ≥ 1. Then
we have

A[π1/e]⊗A B = B[x]/(xe − uθt) ⊂ B[y, z]/(ye
′
− θ, ze − u)

where e′ = e/ gcd(e, t). The map sends x to zyt/ gcd(e,t). Since the right hand side is
a product of Dedekind domains each tamely ramified over B the proof is complete
(details omitted). □

115. Eliminating ramification

09EL In this section we discuss a result of Helmut Epp, see [Epp73]. We strongly en-
courage the reader to read the original. Our approach is slightly different as we try
to handle the mixed and equicharacteristic cases by the same method. For related
results, see also [Pon98], [Pon99], [Kuh03], and [ZK99].

Let A ⊂ B be an extension of discrete valuation rings with fraction fields K ⊂ L.
The goal in this section is to find a finite extension K1/K such that with

L // L1

K

OO

// K1

OO

and

B // B1 // (B1)mij

A

OO

// A1 //

OO

(A1)mi

OO

as in Remark 114.1 the extensions (A1)mi ⊂ (B1)mij are all weakly unramified or
even formally smooth in the relevant adic topologies. The simplest (but nontrivial)
example of this is Abhyankar’s lemma, see Lemma 114.4.
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Definition 115.1.09EN Let A → B be an extension of discrete valuation rings with
fraction fields K ⊂ L.

(1) We say a finite field extension K1/K is a weak solution for A ⊂ B if all the
extensions (A1)mi

⊂ (B1)mij
of Remark 114.1 are weakly unramified.

(2) We say a finite field extension K1/K is a solution for A ⊂ B if each exten-
sion (A1)mi

⊂ (B1)mij
of Remark 114.1 is formally smooth in the mij-adic

topology.
We say a solution K1/K is a separable solution if K1/K is separable.

In general (weak) solutions do not exist; there is an example in [Epp73]. Under
a mild hypothesis on the residue field extension, we will prove the existence of
weak solutions in Theorem 115.18 following [Epp73]. In the next section, we will
deduce the existence of solutions and sometimes separable solutions in geometrically
meaningful cases, see Proposition 116.8 and Lemma 116.9. However, the following
example shows that in general one needs inseparable extensions to get even a weak
solution.

Example 115.2.09EP Let k be a perfect field of characteristic p > 0. Let A = k[[x]]
and K = k((x)). Let B = A[x1/p]. Any weak solution K1/K for A → B is
inseparable (and any finite inseparable extension of K is a solution). We omit the
proof.

Solutions are stable under further extensions, see Lemma 116.1. This may not
be true for weak solutions. Weak solutions are in some sense stable under totally
ramified extensions, see Lemma 115.3.

Lemma 115.3.09ER Let A → B be an extension of discrete valuation rings with
fraction fields K ⊂ L. Assume that A → B is weakly unramified. Then for any
finite separable extension K1/K totally ramified with respect to A we have that
L1 = L ⊗K K1 is a field, A1 and B1 = B ⊗A A1 are discrete valuation rings, and
the extension A1 ⊂ B1 (see Remark 114.1) is weakly unramified.

Proof. Let π ∈ A and π1 ∈ A1 be uniformizers. As K1/K is totally ramified with
respect to A we have πe1 = u1π for some unit u1 in A1. Hence A1 is generated by
π1 over A and the minimal polynomial P (t) of π1 over K has the form

P (t) = te + ae−1t
e−1 + . . .+ a0

with ai ∈ (π) and a0 = uπ for some unit u of A. Note that e = [K1 : K] as well.
Since A → B is weakly unramified we see that π is a uniformizer of B and hence
B1 = B[t]/(P (t)) is a discrete valuation ring with uniformizer the class of t. Thus
the lemma is clear. □

Lemma 115.4.09ES Let A → B → C be extensions of discrete valuation rings with
fraction fields K ⊂ L ⊂M . Let K1/K be a finite extension.

(1) If K1 is a (weak) solution for A → C, then K1 is a (weak) solution for
A→ B.

(2) If K1 is a (weak) solution for A→ B and L1 = (L⊗KK1)red is a product of
fields which are (weak) solutions for B → C, then K1 is a (weak) solution
for A→ C.

Proof. Let L1 = (L ⊗K K1)red and M1 = (M ⊗K K1)red and let B1 ⊂ L1 and
C1 ⊂ M1 be the integral closure of B and C. Note that M1 = (M ⊗L L1)red and

https://stacks.math.columbia.edu/tag/09EN
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that L1 is a (nonempty) finite product of finite extensions of L. Hence the ring map
B1 → C1 is a finite product of ring maps of the form discussed in Remark 114.1.
In particular, the map Spec(C1)→ Spec(B1) is surjective. Choose a maximal ideal
m ⊂ C1 and consider the extensions of discrete valuation rings

(A1)A1∩m → (B1)B1∩m → (C1)m

If the composition is weakly unramified, so is the map (A1)A1∩m → (B1)B1∩m.
If the residue field extension κA1∩m → κm is separable, so is the subextension
κA1∩m → κB1∩m. Taking into account Lemma 111.5 this proves (1). A similar
argument works for (2). □

Lemma 115.5.09ET Let A → B be an extension of discrete valuation rings. There
exists a commutative diagram

B // B′

A //

OO

A′

OO

of extensions of discrete valuation rings such that
(1) the extensions K ′/K and L′/L of fraction fields are separable algebraic,
(2) the residue fields of A′ and B′ are separable algebraic closures of the residue

fields of A and B, and
(3) if a solution, weak solution, or separable solution exists for A′ → B′, then

a solution, weak solution, or separable solution exists for A→ B.

Proof. By Algebra, Lemma 159.2 there exists an extension A ⊂ A′ which is a fil-
tered colimit of finite étale extensions such that the residue field of A′ is a separable
algebraic closure of the residue field of A. Then A ⊂ A′ is an extension of discrete
valuation rings such that the induced extension K ′/K of fraction fields is separable
algebraic.

Let B ⊂ B′ be a strict henselization of B. Then B ⊂ B′ is an extension of discrete
valuation rings whose fraction field extension is separable algebraic. By Algebra,
Lemma 155.9 there exists a commutative diagram as in the statement of the lemma.
Parts (1) and (2) of the lemma are clear.

Let K ′
1/K

′ be a (weak) solution for A′ → B′. Since A′ is a colimit, we can find a
finite étale extension A ⊂ A′

1 and a finite extension K1 of the fraction field F of A′
1

such that K ′
1 = K ′ ⊗F K1. As A ⊂ A′

1 is finite étale and B′ strictly henselian, it
follows that B′ ⊗A A′

1 is a finite product of rings isomorphic to B′. Hence

L′ ⊗K K1 = L′ ⊗K F ⊗F K1

is a finite product of rings isomorphic to L′ ⊗K′ K ′
1. Thus we see that K1/K is

a (weak) solution for A → B′. Hence it is also a (weak) solution for A → B by
Lemma 115.4. □

Lemma 115.6.09EU Let A → B be an extension of discrete valuation rings with
fraction fields K ⊂ L. Let K1/K be a normal extension. Say G = Aut(K1/K).
Then G acts on the rings K1, L1, A1 and B1 of Remark 114.1 and acts transitively
on the set of maximal ideals of B1.

https://stacks.math.columbia.edu/tag/09ET
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Proof. Everything is clear apart from the last assertion. If there are two or more
orbits of the action, then we can find an element b ∈ B1 which vanishes at all the
maximal ideals of one orbit and has residue 1 at all the maximal ideals in another
orbit. Then b′ =

∏
σ∈G σ(b) is a G-invariant element of B1 ⊂ L1 = (L ⊗K K1)red

which is in some maximal ideals of B1 but not in all maximal ideals of B1. Lifting
it to an element of L ⊗K K1 and raising to a high power we obtain a G-invariant
element b′′ of L⊗K K1 mapping to (b′)N for some N > 0; in fact, we only need to
do this in case the characteristic is p > 0 and in this case raising to a suitably large
p-power q defines a canonical map (L ⊗K K1)red → L ⊗K K1. Since K = (K1)G
we conclude that b′′ ∈ L. Since b′′ maps to an element of B1 we see that b′′ ∈ B
(as B is normal). Then on the one hand it must be true that b′′ ∈ mB as b′ is in
some maximal ideal of B1 and on the other hand it must be true that b′′ ̸∈ mB as
b′ is not in all maximal ideals of B1. This contradiction finishes the proof of the
lemma. □

Lemma 115.7.09EW Let A be a discrete valuation ring with uniformizer π. If the
residue characteristic of A is p > 0, then for every n > 1 and p-power q there exists
a degree q separable extension L/K totally ramified with respect to A such that the
integral closure B of A in L has ramification index q and a uniformizer πB such
that πqB = π + πnb and πqB = π + (πB)nqb′ for some b, b′ ∈ B.

Proof. If the characteristic of K is zero, then we can take the extension given
by πqB = π, see Lemma 114.2. If the characteristic of K is p > 0, then we can
take the extension of K given by zq − πnz = π1−q. Namely, then we see that
yq − πn+q−1y = π where y = πz. Taking πB = y we obtain the desired result. □

Lemma 115.8.09EX Let A be a discrete valuation ring. Assume the reside field κA
has characteristic p > 0 and that a ∈ A is an element whose residue class in κA
is not a pth power. Then a is not a pth power in K and the integral closure of A
in K[a1/p] is the ring A[a1/p] which is a discrete valuation ring weakly unramified
over A.

Proof. This lemma proves itself. □

Lemma 115.9.09EY Let A ⊂ B ⊂ C be extensions of discrete valuation rings with
fractions fields K ⊂ L ⊂M . Let π ∈ A be a uniformizer. Assume

(1) B is a Nagata ring,
(2) A ⊂ B is weakly unramified,
(3) M is a degree p purely inseparable extension of L.

Then either
(1) A→ C is weakly unramified, or
(2) C = B[π1/p], or
(3) there exists a degree p separable extension K1/K totally ramified with re-

spect to A such that L1 = L⊗K K1 and M1 = M ⊗K K1 are fields and the
maps of integral closures A1 → B1 → C1 are weakly unramified extensions
of discrete valuation rings.

Proof. Let e be the ramification index of C over B. If e = 1, then we are done. If
not, then e = p by Lemmas 111.2 and 111.4. This in turn implies that the residue
fields of B and C agree. Choose a uniformizer πC of C. Write πpC = uπ for some
unit u of C. Since πpC ∈ L, we see that u ∈ B∗. Also M = L[πC ].

https://stacks.math.columbia.edu/tag/09EW
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Suppose there exists an integer m ≥ 0 such that

u =
∑

0≤i<m
bpi π

i + bπm

with bi ∈ B and with b ∈ B an element whose image in κB is not a pth power.
Choose an extension K1/K as in Lemma 115.7 with n = m+ 2 and denote π′ the
uniformizer of the integral closure A1 of A in K1 such that π = (π′)p + (π′)npa
for some a ∈ A1. Let B1 be the integral closure of B in L ⊗K K1. Observe that
A1 → B1 is weakly unramified by Lemma 115.3. In B1 we have

uπ =
(∑

0≤i<m
bi(π′)i+1

)p
+ b(π′)(m+1)p + (π′)npb1

for some b1 ∈ B1 (computation omitted). We conclude that M1 is obtained from
L1 by adjoining a pth root of

b+ (π′)n−m−1b1

Since the residue field of B1 equals the residue field of B we see from Lemma 115.8
that M1/L1 has degree p and the integral closure C1 of B1 is weakly unramified
over B1. Thus we conclude in this case.

If there does not exist an integer m as in the preceding paragraph, then u is a pth
power in the π-adic completion of B1. Since B is Nagata, this means that u is a pth
power in B1 by Algebra, Lemma 162.18. Whence the second case of the statement
of the lemma holds. □

Lemma 115.10.09EZ Let A be a local ring annihilated by a prime p whose maximal
ideal is nilpotent. There exists a ring map σ : κA → A which is a section to the
residue map A → κA. If A → A′ is a local homomorphism of local rings, then we
can choose a similar ring map σ′ : κA′ → A′ compatible with σ provided that the
extension κA′/κA is separable.

Proof. Separable extensions are formally smooth by Algebra, Proposition 158.9.
Thus the existence of σ follows from the fact that Fp → κA is separable. Similarly
for the existence of σ′ compatible with σ. □

Lemma 115.11.09F0 Let A be a discrete valuation ring with fraction field K of char-
acteristic p > 0. Let ξ ∈ K. Let L be an extension of K obtained by adjoining a
root of zp − z = ξ. Then L/K is Galois and one of the following happens

(1) L = K,
(2) L/K is unramified with respect to A of degree p,
(3) L/K is totally ramified with respect to A with ramification index p, and
(4) the integral closure B of A in L is a discrete valuation ring, A ⊂ B is

weakly unramified, and A → B induces a purely inseparable residue field
extension of degree p.

Let π be a uniformizer of A. We have the following implications:
(A) If ξ ∈ A, then we are in case (1) or (2).
(B) If ξ = π−na where n > 0 is not divisible by p and a is a unit in A, then we

are in case (3)
(C) If ξ = π−na where n > 0 is divisible by p and the image of a in κA is not

a pth power, then we are in case (4).

https://stacks.math.columbia.edu/tag/09EZ
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Proof. The extension is Galois of order dividing p by the discussion in Fields,
Section 25. It immediately follows from the discussion in Section 112 that we are
in one of the cases (1) – (4) listed in the lemma.
Case (A). Here we see that A → A[x]/(xp − x − ξ) is a finite étale ring extension.
Hence we are in cases (1) or (2).
Case (B). Write ξ = π−na where p does not divide n. Let B ⊂ L be the integral
closure of A in L. If C = Bm for some maximal ideal m, then it is clear that
pordC(z) = −nordC(π). In particular A ⊂ C has ramification index divisible by p.
It follows that it is p and that B = C.
Case (C). Set k = n/p. Then we can rewrite the equation as

(πkz)p − πn−k(πkz) = a

Since A[y]/(yp − πn−ky − a) is a discrete valuation ring weakly unramified over A,
the lemma follows. □

Lemma 115.12.09F1 Let A ⊂ B ⊂ C be extensions of discrete valuation rings with
fractions fields K ⊂ L ⊂M . Assume

(1) A ⊂ B weakly unramified,
(2) the characteristic of K is p,
(3) M is a degree p Galois extension of L, and
(4) κA =

⋂
n≥1 κ

pn

B .
Then there exists a finite Galois extension K1/K totally ramified with respect to A
which is a weak solution for A→ C.
Proof. Since the characteristic of L is p we know that M is an Artin-Schreier
extension of L (Fields, Lemma 25.1). Thus we may pick z ∈ M , z ̸∈ L such that
ξ = zp − z ∈ L. Choose n ≥ 0 such that πnξ ∈ B. We pick z such that n is
minimal. If n = 0, then M/L is unramified with respect to B (Lemma 115.11) and
we are done. Thus we have n > 0.
Assumption (4) implies that κA is perfect. Thus we may choose compatible ring
maps σ : κA → A/πnA and σ : κB → B/πnB as in Lemma 115.10. We lift the
second of these to a map of sets σ : κB → B16. Then we can write

ξ =
∑

i=n,...,1
σ(λi)π−i + b

for some λi ∈ κB and b ∈ B. Let
I = {i ∈ {n, . . . , 1} | λi ∈ κA}

and
J = {j ∈ {n, . . . , 1} | λi ̸∈ κA}

We will argue by induction on the size of the finite set J .
The case J = ∅. Here for all i ∈ {n, . . . , 1} we have σ(λi) = ai + πnbi for some
ai ∈ A and bi ∈ B by our choice of σ. Thus ξ = π−na + b for some a ∈ A and
b ∈ B. If p|n, then we write a = ap0 + πa1 for some a0, a1 ∈ A (as the residue field
of A is perfect). We compute

(z − π−n/pa0)p − (z − π−n/pa0) = π−(n−1)(a1 + πn−1−n/pa0) + b′

16If B is complete, then we can choose σ to be a ring map. If A is also complete and σ is a
ring map, then σ maps κA into A.

https://stacks.math.columbia.edu/tag/09F1


MORE ON ALGEBRA 341

for some b′ ∈ B. This would contradict the minimality of n. Thus p does not
divide n. Consider the degree p extension K1 of K given by wp − w = π−na. By
Lemma 115.11 this extension is Galois and totally ramified with respect to A. Thus
L1 = L ⊗K K1 is a field and A1 ⊂ B1 is weakly unramified (Lemma 115.3). By
Lemma 115.11 the ring M1 = M ⊗K K1 is either a product of p copies of L1 (in
which case we are done) or a field extension of L1 of degree p. Moreover, in the
second case, either C1 is weakly unramified over B1 (in which case we are done)
or M1/L1 is degree p, Galois, and totally ramified with respect to B1. In this last
case the extension M1/L1 is generated by the element z − w and

(z − w)p − (z − w) = zp − z − (wp − w) = b

with b ∈ B (see above). Thus by Lemma 115.11 once more the extension M1/L1
is unramified with respect to B1 and we conclude that K1 is a weak solution for
A→ C. From now on we assume J ̸= ∅.

Suppose that j′, j ∈ J such that j′ = prj for some r > 0. Then we change our
choice of z into

z′ = z − (σ(λj)π−j + σ(λpj )π
−pj + . . .+ σ(λp

r−1

j )π−pr−1j)

Then ξ changes into ξ′ = (z′)p − (z′) as follows

ξ′ = ξ − σ(λj)π−j + σ(λp
r

j )π−j′
+ something in B

Writing ξ′ =
∑
i=n,...,1 σ(λ′

i)π−i + b′ as before we find that λ′
i = λi for i ̸= j, j′ and

λ′
j = 0. Thus the set J has gotten smaller. By induction on the size of J we may

assume no such pair j, j′ exists. (Please observe that in this procedure we may get
thrown back into the case that J = ∅ we treated above.)

For j ∈ J write λj = µp
rj

j for some rj ≥ 0 and µj ∈ κB which is not a pth
power. This is possible by our assumption (4). Let j ∈ J be the unique index
such that jp−rj is maximal. (The index is unique by the result of the preceding
paragraph.) Choose r > max(rj + 1) and such that jpr−rj > n for j ∈ J . Choose
a separable extension K1/K totally ramified with respect to A of degree pr such
that the corresponding discrete valuation ring A1 ⊂ K1 has uniformizer π′ with
(π′)pr = π + πn+1a for some a ∈ A1 (Lemma 115.7). Observe that L1 = L⊗K K1
is a field and that L1/L is totally ramified with respect to B (Lemma 115.3).
Computing in the integral closure B1 we get

ξ =
∑

i∈I
σ(λi)(π′)−ipr

+
∑

j∈J
σ(µj)p

rj (π′)−jpr

+ b1

for some b1 ∈ B1. Note that σ(λi) for i ∈ I is a qth power modulo πn, i.e., modulo
(π′)npr . Hence we can rewrite the above as

ξ =
∑

i∈I
xp

r

i (π′)−ipr

+
∑

j∈J
σ(µj)p

rj (π′)−jpr

+ b1

As in the previous paragraph we change our choice of z into

z′ = z

−
∑

i∈I

(
xi(π′)−i + . . .+ xp

r−1

i (π′)−ipr−1
)

−
∑

j∈J

(
σ(µj)(π′)−jpr−rj + . . .+ σ(µj)p

rj −1
(π′)−jpr−1

)
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to obtain

(z′)p − z′ =
∑

i∈I
xi(π′)−i +

∑
j∈J

σ(µj)(π′)−jpr−rj + b′
1

for some b′
1 ∈ B1. Since there is a unique j such that jpr−rj is maximal and since

jpr−rj is bigger than i ∈ I and divisible by p, we see that M1/L1 falls into case (C)
of Lemma 115.11. This finishes the proof. □

Lemma 115.13.09F2 Let A be a ring which contains a primitive pth root of unity ζ.
Set w = 1− ζ. Then

P (z) = (1 + wz)p − 1
wp

= zp − z +
∑

0<i<p
aiz

i

is an element of A[z] and in fact ai ∈ (w). Moreover, we have

P (z1 + z2 + wz1z2) = P (z1) + P (z2) + wpP (z1)P (z2)

in the polynomial ring A[z1, z2].

Proof. It suffices to prove this when

A = Z[ζ] = Z[x]/(xp−1 + . . .+ x+ 1)

is the ring of integers of the cyclotomic field. The polynomial identity tp − 1 =
(t− 1)(t− ζ) . . . (t− ζp−1) (which is proved by looking at the roots on both sides)
shows that tp−1 + . . .+ t+ 1 = (t− ζ) . . . (t− ζp−1). Substituting t = 1 we obtain
p = (1 − ζ)(1 − ζ2) . . . (1 − ζp−1). The maximal ideal (p, w) = (w) is the unique
prime ideal of A lying over p (as fields of characteristic p do not have nontrivial pth
roots of 1). It follows that p = uwp−1 for some unit u. This implies that

ai = 1
p

(
p

i

)
uwi−1

for p > i > 1 and −1+a1 = pw/wp = u. Since P (−1) = 0 we see that 0 = (−1)p−u
modulo (w). Hence a1 ∈ (w) and the proof if the first part is done. The second
part follows from a direct computation we omit. □

Lemma 115.14.09F3 Let A be a discrete valuation ring of mixed characteristic (0, p)
which contains a primitive pth root of 1. Let P (t) ∈ A[t] be the polynomial of
Lemma 115.13. Let ξ ∈ K. Let L be an extension of K obtained by adjoining a
root of P (z) = ξ. Then L/K is Galois and one of the following happens

(1) L = K,
(2) L/K is unramified with respect to A of degree p,
(3) L/K is totally ramified with respect to A with ramification index p, and
(4) the integral closure B of A in L is a discrete valuation ring, A ⊂ B is

weakly unramified, and A → B induces a purely inseparable residue field
extension of degree p.

Let π be a uniformizer of A. We have the following implications:
(A) If ξ ∈ A, then we are in case (1) or (2).
(B) If ξ = π−na where n > 0 is not divisible by p and a is a unit in A, then we

are in case (3)
(C) If ξ = π−na where n > 0 is divisible by p and the image of a in κA is not

a pth power, then we are in case (4).

https://stacks.math.columbia.edu/tag/09F2
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Proof. Adjoining a root of P (z) = ξ is the same thing as adjoining a root of
yp = wp(1 + ξ). Since K contains a primitive pth root of 1 the extension is Galois
of order dividing p by the discussion in Fields, Section 24. It immediately follows
from the discussion in Section 112 that we are in one of the cases (1) – (4) listed
in the lemma.

Case (A). Here we see that A → A[x]/(P (x) − ξ) is a finite étale ring extension.
Hence we are in cases (1) or (2).

Case (B). Write ξ = π−na where p does not divide n. Let B ⊂ L be the integral
closure of A in L. If C = Bm for some maximal ideal m, then it is clear that
pordC(z) = −nordC(π). In particular A ⊂ C has ramification index divisible by p.
It follows that it is p and that B = C.

Case (C). Set k = n/p. Then we can rewrite the equation as

(πkz)p − πn−k(πkz) +
∑

aiπ
n−ik(πkz)i = a

Since A[y]/(yp − πn−ky −
∑
aiπ

n−ikyi − a) is a discrete valuation ring weakly
unramified over A, the lemma follows. □

Let A be a discrete valuation ring of mixed characteristic (0, p) containing a prim-
itive pth root of 1. Let w ∈ A and P (t) ∈ A[t] be as in Lemma 115.13. Let L be
a finite extension of K. We say L/K is a degree p extension of finite level if L is
a degree p extension of K obtained by adjoining a root of the equation P (z) = ξ
where ξ ∈ K is an element with wpξ ∈ mA.

This definition is relevant to the discussion in this section due to the following
straightforward lemma.

Lemma 115.15.09F4 Let A ⊂ B ⊂ C be extensions of discrete valuation rings with
fractions fields K ⊂ L ⊂M . Assume that

(1) A has mixed characteristic (0, p),
(2) A ⊂ B is weakly unramified,
(3) B contains a primitive pth root of 1, and
(4) M/L is Galois of degree p.

Then there exists a finite Galois extension K1/K totally ramified with respect to
A which is either a weak solution for A → C or is such that M1/L1 is a degree p
extension of finite level.

Proof. Let π ∈ A be a uniformizer. By Kummer theory (Fields, Lemma 24.1) M
is obtained from L by adjoining the root of yp = b for some b ∈ L.

If ordB(b) is prime to p, then we choose a degree p separable extension K1/K
totally ramified with respect to A (for example using Lemma 115.7). Let A1 be
the integral closure of A in K1. By Lemma 115.3 the integral closure B1 of B in
L1 = L⊗K K1 is a discrete valuation ring weakly unramified over A1. If K1/K is
not a weak solution for A→ C, then the integral closure C1 of C in M1 = M⊗KK1
is a discrete valuation ring and B1 → C1 has ramification index p. In this case, the
field M1 is obtained from L1 by adjoining the pth root of b with ordB1(b) divisible
by p. Replacing A by A1, etc we may assume that b = πnu where u ∈ B is a unit
and n is divisible by p. Of course, in this case the extension M is obtained from L
by adjoining the pth root of a unit.

https://stacks.math.columbia.edu/tag/09F4
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Suppose M is obtained from L by adjoining the root of yp = u for some unit u of B.
If the residue class of u in κB is not a pth power, then B ⊂ C is weakly unramified
(Lemma 115.8) and we are done. Otherwise, we can replace our choice of y by y/v
where vp and u have the same image in κB . After such a replacement we have

yp = 1 + πb

for some b ∈ B. Then we see that P (z) = πb/wp where z = (y − 1)/w. Thus we
see that the extension is a degree p extension of finite level with ξ = πb/wp. □

Let A be a discrete valuation ring of mixed characteristic (0, p) containing a prim-
itive pth root of 1. Let w ∈ A and P (t) ∈ A[t] be as in Lemma 115.13. Let L be
a degree p extension of K of finite level. Choose z ∈ L generating L over K with
ξ = P (z) ∈ K. Choose a uniformizer π for A and write w = uπe1 for some integer
e1 = ordA(w) and unit u ∈ A. Finally, pick n ≥ 0 such that

πnξ ∈ A
The level of L/K is the smallest value of the quantity n/e1 taking over all z gener-
ating L/K with ξ = P (z) ∈ K.
We make a couple of remarks. Since the extension is of finite level we know that
we can choose z such that n < pe1. Thus the level is a rational number contained
in [0, p). If the level is zero then L/K is unramified with respect to A by Lemma
115.14. Our next goal is to lower the level.

Lemma 115.16.09F5 Let A ⊂ B ⊂ C be extensions of discrete valuation rings with
fractions fields K ⊂ L ⊂M . Assume

(1) A has mixed characteristic (0, p),
(2) A ⊂ B weakly unramified,
(3) B contains a primitive pth root of 1,
(4) M/L is a degree p extension of finite level l > 0,
(5) κA =

⋂
n≥1 κ

pn

B .
Then there exists a finite separable extension K1 of K totally ramified with respect
to A such that either K1 is a weak solution for A→ C, or the extension M1/L1 is
a degree p extension of finite level ≤ max(0, l − 1, 2l − p).

Proof. Let π ∈ A be a uniformizer. Let w ∈ B and P ∈ B[t] be as in Lemma
115.13 (for B). Set e1 = ordB(w), so that w and πe1 are associates in B. Pick
z ∈M generating M over L with ξ = P (z) ∈ K and n such that πnξ ∈ B as in the
definition of the level of M over L, i.e., l = n/e1.
The proof of this lemma is completely similar to the proof of Lemma 115.12. To
explain what is going on, observe that
(115.16.1)09F6 P (z) ≡ zp − z mod π−n+e1B

for any z ∈ L such that π−nP (z) ∈ B (use that z has valuation at worst −n/p and
the shape of the polynomial P ). Moreover, we have
(115.16.2)09F7 ξ1 + ξ2 + wpξ1ξ2 ≡ ξ1 + ξ2 mod π−2n+pe1B

for ξ1, ξ2 ∈ π−nB. Finally, observe that n − e1 = (l − 1)/e1 and −2n + pe1 =
−(2l − p)e1. Write m = n − e1 max(0, l − 1, 2l − p). The above shows that doing
calculations in π−nB/π−n+mB the polynomial P behaves exactly as the polynomial
zp − z. This explains why the lemma is true but we also give the details below.

https://stacks.math.columbia.edu/tag/09F5
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Assumption (4) implies that κA is perfect. Observe that m ≤ e1 and hence A/πm
is annihilated by w and hence p. Thus we may choose compatible ring maps σ :
κA → A/πmA and σ : κB → B/πmB as in Lemma 115.10. We lift the second of
these to a map of sets σ : κB → B. Then we can write

ξ =
∑

i=n,...,n−m+1
σ(λi)π−i + π−n+m)b

for some λi ∈ κB and b ∈ B. Let

I = {i ∈ {n, . . . , n−m+ 1} | λi ∈ κA}

and
J = {j ∈ {n, . . . , n−m+ 1} | λi ̸∈ κA}

We will argue by induction on the size of the finite set J .

The case J = ∅. Here for all i ∈ {n, . . . , n −m + 1} we have σ(λi) = ai + πn−mbi
for some ai ∈ A and bi ∈ B by our choice of σ. Thus ξ = π−na + π−n+mb for
some a ∈ A and b ∈ B. If p|n, then we write a = ap0 + πa1 for some a0, a1 ∈ A
(as the residue field of A is perfect). Set z1 = −π−n/pa0. Note that P (z1) ∈ π−nB
and that z + z1 +wzz1 is an element generating M over L (note that wz1 ̸= −1 as
n < pe1). Moreover, by Lemma 115.13 we have

P (z + z1 + wzz1) = P (z) + P (z1) + wpP (z)P (z1) ∈ K

and by equations (115.16.1) and (115.16.2) we have

P (z) + P (z1) + wpP (z)P (z1) ≡ ξ + zp1 − z1 mod π−n+mB

for some b′ ∈ B. This contradict the minimality of n! Thus p does not divide n.
Consider the degree p extension K1 of K given by P (y) = −π−na. By Lemma
115.14 this extension is separable and totally ramified with respect to A. Thus
L1 = L ⊗K K1 is a field and A1 ⊂ B1 is weakly unramified (Lemma 115.3). By
Lemma 115.14 the ring M1 = M ⊗K K1 is either a product of p copies of L1 (in
which case we are done) or a field extension of L1 of degree p. Moreover, in the
second case, either C1 is weakly unramified over B1 (in which case we are done)
or M1/L1 is degree p, Galois, totally ramified with respect to B1. In this last case
the extension M1/L1 is generated by the element z + y + wzy and we see that
P (z + y + wzy) ∈ L1 and

P (z + y + wzy) = P (z) + P (y) + wpP (z)P (y)
≡ ξ − π−na mod π−n+mB1

≡ 0 mod π−n+mB1

in exactly the same manner as above. By our choice of m this means exactly that
M1/L1 has level at most max(0, l− 1, 2l− p). From now on we assume that J ̸= ∅.

Suppose that j′, j ∈ J such that j′ = prj for some r > 0. Then we set

z1 = −σ(λj)π−j − σ(λpj )π
−pj − . . .− σ(λp

r−1

j )π−pr−1j

and we change z into z′ = z + z1 + wzz1. Observe that z′ ∈ M generates M over
L and that we have ξ′ = P (z′) = P (z) + P (z1) + wP (z)P (z1) ∈ L with

ξ′ ≡ ξ − σ(λj)π−j + σ(λp
r

j )π−j′
mod π−n+mB
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by using equations (115.16.1) and (115.16.2) as above. Writing

ξ′ =
∑

i=n,...,n−m+1
σ(λ′

i)π−i + π−n+mb′

as before we find that λ′
i = λi for i ̸= j, j′ and λ′

j = 0. Thus the set J has gotten
smaller. By induction on the size of J we may assume there is no pair j, j′ of J
such that j′/j is a power of p. (Please observe that in this procedure we may get
thrown back into the case that J = ∅ we treated above.)

For j ∈ J write λj = µp
rj

j for some rj ≥ 0 and µj ∈ κB which is not a pth
power. This is possible by our assumption (4). Let j ∈ J be the unique index
such that jp−rj is maximal. (The index is unique by the result of the preceding
paragraph.) Choose r > max(rj + 1) and such that jpr−rj > n for j ∈ J . Let
K1/K be the extension of degree pr, totally ramified with respect to A, defined
by (π′)pr = π. Observe that π′ is the uniformizer of the corresponding discrete
valuation ring A1 ⊂ K1. Observe that L1 = L⊗K K1 is a field and L1/L is totally
ramified with respect to B (Lemma 115.3). Computing in the integral closure B1
we get

ξ =
∑

i∈I
σ(λi)(π′)−ipr

+
∑

j∈J
σ(µj)p

rj (π′)−jpr

+ π−n+mb1

for some b1 ∈ B1. Note that σ(λi) for i ∈ I is a qth power modulo πm, i.e., modulo
(π′)mpr . Hence we can rewrite the above as

ξ =
∑

i∈I
xp

r

i (π′)−ipr

+
∑

j∈J
σ(µj)p

rj (π′)−jpr

+ π−n+mb1

Similar to our choice in the previous paragraph we set

z1 −
∑

i∈I

(
xi(π′)−i + . . .+ xp

r−1

i (π′)−ipr−1
)

−
∑

j∈J

(
σ(µj)(π′)−jpr−rj + . . .+ σ(µj)p

rj −1
(π′)−jpr−1

)
and we change our choice of z into z′ = z + z1 + wzz1. Then z′ generates M1 over
L1 and ξ′ = P (z′) = P (z) + P (z1) + wpP (z)P (z1) ∈ L1 and a calculation shows
that

ξ′ ≡
∑

i∈I
xi(π′)−i +

∑
j∈J

σ(µj)(π′)−jpr−rj + (π′)(−n+m)pr

b′
1

for some b′
1 ∈ B1. There is a unique j such that jpr−rj is maximal and jpr−rj is

bigger than i ∈ I. If jpr−rj ≤ (n −m)pr then the level of the extension M1/L1 is
less than max(0, l− 1, 2l− p). If not, then, as p divides jpr−rj , we see that M1/L1
falls into case (C) of Lemma 115.14. This finishes the proof. □

Lemma 115.17.09F8 Let A ⊂ B ⊂ C be extensions of discrete valuation rings with
fraction fields K ⊂ L ⊂M . Assume

(1) the residue field k of A is algebraically closed of characteristic p > 0,
(2) A and B are complete,
(3) A→ B is weakly unramified,
(4) M is a finite extension of L,
(5) k =

⋂
n≥1 κ

pn

B

Then there exists a finite extension K1/K which is a weak solution for A→ C.
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Proof. Let M ′ be any finite extension of L and consider the integral closure C ′

of B in M ′. Then C ′ is finite over B as B is Nagata by Algebra, Lemma 162.8.
Moreover, C ′ is a discrete valuation ring, see discussion in Remark 114.1. Moreover
C ′ is complete as a B-module, hence complete as a discrete valuation ring, see
Algebra, Section 96. It follows in particular that C is the integral closure of B in
M (by definition of valuation rings as maximal for the relation of domination).

Let M ⊂ M ′ be a finite extension and let C ′ ⊂ M ′ be the integral closure of B as
above. By Lemma 115.4 it suffices to prove the result for A→ B → C ′. Hence we
may assume that M/L is normal, see Fields, Lemma 16.3.

If M/L is normal, we can find a chain of finite extensions

L = L0 ⊂ L1 ⊂ L2 ⊂ . . . ⊂ Lr = M

such that each extension Lj+1/Lj is either:
(a) purely inseparable of degree p,
(b) totally ramified with respect to Bj and Galois of degree p,
(c) totally ramified with respect to Bj and Galois cyclic of order prime to p,
(d) Galois and unramified with respect to Bj .

Here Bj is the integral closure of B in Lj . Namely, since M/L is normal we can
write it as a compositum of a Galois extension and a purely inseparable extension
(Fields, Lemma 27.3). For the purely inseparable extension the existence of the
filtration is clear. In the Galois case, note that G is “the” decomposition group
and let I ⊂ G be the inertia group. Then on the one hand I is solvable by Lemma
112.5 and on the other hand the extension M I/L is unramified with respect to B
by Lemma 112.8. This proves we have a filtration as stated.

We are going to argue by induction on the integer r. Suppose that we can find a
finite extension K1/K which is a weak solution for A→ B1 where B1 is the integral
closure of B in L1. Let K ′

1 be the normal closure of K1/K (Fields, Lemma 16.3).
Since A is complete and the residue field of A is algebraically closed we see that
K ′

1/K1 is separable and totally ramified with respect to A1 (some details omitted).
Hence K ′

1/K is a weak solution for A → B1 as well by Lemma 115.3. In other
words, we may and do assume that K1 is a normal extension of K. Having done
so we consider the sequence

L0
1 = (L0 ⊗K K1)red ⊂ L1

1 = (L1 ⊗K K1)red ⊂ . . . ⊂ Lr1 = (Lr ⊗K K1)red
and the corresponding integral closures Bi1. Note that C1 = Br1 is a product of
discrete valuation rings which are transitively permuted by G = Aut(K1/K) by
Lemma 115.6. In particular all the extensions of discrete valuation rings A1 →
(C1)m are isomorphic and a weak solution for one will be a weak solution for all of
them. We can apply the induction hypothesis to the sequence

A1 → (B1
1)B1

1 ∩m → (B2
1)B2

1 ∩m → . . .→ (Br1)Br
1 ∩m = (C1)m

to get a weak solution K2/K1 for A1 → (C1)m. The extension K2/K will then
be a weak solution for A → C by what we said before. Note that the induction
hypothesis applies: the ring map A1 → (B1

1)B1
1 ∩m is weakly unramified by our

choice of K1 and the sequence of fraction field extensions each still have one of the
properties (a), (b), (c), or (d) listed above. Moreover, observe that for any finite
extension κB ⊂ κ we still have k =

⋂
κp

n .
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Thus everything boils down to finding a weak solution for A ⊂ C when the field
extension M/L satisfies one of the properties (a), (b), (c), or (d).

Case (d). This case is trivial as here B → C is unramified already.

Case (c). Say M/L is cyclic of order n prime to p. Because M/L is totally ramified
with respect to B we see that the ramification index of B ⊂ C is n and hence
the ramification index of A ⊂ C is n as well. Choose a uniformizer π ∈ A and
set K1 = K[π1/n]. Then K1/K is a solution for A ⊂ C by Abhyankar’s lemma
(Lemma 114.4).

Case (b). We divide this case into the mixed characteristic case and the equichar-
acteristic case. In the equicharacteristic case this is Lemma 115.12. In the mixed
characteristic case, we first replace K by a finite extension to get to the situation
where M/L is a degree p extension of finite level using Lemma 115.15. Then the
level is a rational number l ∈ [0, p), see discussion preceding Lemma 115.16. If
the level is 0, then B → C is weakly unramified and we’re done. If not, then we
can replacing the field K by a finite extension to obtain a new situation with level
l′ ≤ max(0, l − 1, 2l − p) by Lemma 115.16. If l = p− ϵ for ϵ < 1 then we see that
l′ ≤ p− 2ϵ. Hence after a finite number of replacements we obtain a case with level
≤ p − 1. Then after at most p − 1 more such replacements we reach the situation
where the level is zero.

Case (a) is Lemma 115.9. This is the only case where we possibly need a purely
inseparable extension of K, namely, in case (2) of the statement of the lemma we
win by adjoining a pth power of the element π. This finishes the proof of the
lemma. □

At this point we have collected all the lemmas we need to prove the main result of
this section.

Theorem 115.18 (Epp).09F9 Let A ⊂ B be an extension of discrete valuation rings
with fraction fields K ⊂ L. If the characteristic of κA is p > 0, assume that every
element of ⋂

n≥1
κp

n

B

is separable algebraic over κA. Then there exists a finite extension K1/K which is
a weak solution for A→ B as defined in Definition 115.1.

Proof. If the characteristic of κA is zero or if the residue characteristic is p, the
ramification index is prime to p, and the residue field extension is separable, then
this follows from Abhyankar’s lemma (Lemma 114.4). Namely, suppose the ram-
ification index is e. Choose a uniformizer π ∈ A. Let K1/K be the extension
obtained by adjoining an eth root of π. By Lemma 114.2 we see that the integral
closure A1 of A in K1 is a discrete valuation ring with ramification index over A.
Thus A1 → (B1)m is formally smooth in the m-adic topology for all maximal ideals
m of B1 by Lemma 114.4 and a fortiori these are weakly unramified extensions of
discrete valuation rings.

From now on we let p be a prime number and we assume that κA has characteristic
p. We first apply Lemma 115.5 to reduce to the case that A and B have separably

https://stacks.math.columbia.edu/tag/09F9
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closed residue fields. Since κA and κB are replaced by their separable algebraic
closures by this procedure we see that we obtain

κA ⊃
⋂

n≥1
κp

n

B

from the condition of the theorem.

Let π ∈ A be a uniformizer. Let A∧ and B∧ be the completions of A and B. We
have a commutative diagram

B // B∧

A

OO

// A∧

OO

of extensions of discrete valuation rings. LetK∧ be the fraction field of A∧. Suppose
that we can find a finite extension M/K∧ which is (a) a weak solution for A∧ →
B∧ and (b) a compositum of a separable extension and an extension obtained by
adjoining a p-power root of π. Then by Lemma 113.2 we can find a finite extension
K1/K such that K∧ ⊗K K1 = M . Let A1, resp. A∧

1 be the integral closure of A,
resp. A∧ in K1, resp. M . Since A→ A∧ is formally smooth in the m∧-adic topology
(Lemma 111.5) we see that A1 → A∧

1 is formally smooth in the m∧
1 -adic topology

(Lemma 114.3 and A1 and A∧
1 are discrete valuation rings by discussion in Remark

114.1). We conclude from Lemma 115.4 part (2) that K1/K is a weak solution for
A→ B∧. Applying Lemma 115.4 part (1) we see that K1/K is a weak solution for
A→ B.

Thus we may assume A and B are complete discrete valuation rings with separably
closed residue fields of characteristic p and with κA ⊃

⋂
n≥1 κ

pn

B . We are also given
a uniformizer π ∈ A and we have to find a weak solution for A → B which is a
compositum of a separable extension and a field obtained by taking p-power roots
of π. Note that the second condition is automatic if A has mixed characteristic.

Set k =
⋂
n≥1 κ

pn

B . Observe that k is an algebraically closed field of characteristic p.
If A has mixed characteristic let Λ be a Cohen ring for k and in the equicharacteristic
case set Λ = k[[t]]. We can choose a ring map Λ → A which maps t to π in the
equicharacteristic case. In the equicharacteristic case this follows from the Cohen
structure theorem (Algebra, Theorem 160.8) and in the mixed characteristic case
this follows as Zp → Λ is formally smooth in the adic topology (Lemmas 111.5 and
37.5). Applying Lemma 115.4 we see that it suffices to prove the existence of a
weak solution for Λ→ B which in the equicharacteristic p case is a compositum of
a separable extension and a field obtained by taking p-power roots of t. However,
since Λ = k[[t]] in the equicharacteristic case and any extension of k((t)) is such a
compositum, we can now drop this requirement!

Thus we arrive at the situation where A and B are complete, the residue field k

of A is algebraically closed of characteristic p > 0, we have k =
⋂
κp

n

B , and in the
mixed characteristic case p is a uniformizer of A (i.e., A is a Cohen ring for k). If A
has mixed characteristic choose a Cohen ring Λ for κB and in the equicharacteristic
case set Λ = κB [[t]]. Arguing as above we may choose a ring map A → Λ lifting
k → κB and mapping a uniformizer to a uniformizer. Since k ⊂ κB is separable the
ring map A → Λ is formally smooth in the adic topology (Lemma 111.5). Hence
we can find a ring map Λ→ B such that the composition A→ Λ→ B is the given
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ring map A→ B (see Lemma 37.5). Since Λ and B are complete discrete valuation
rings with the same residue field, B is finite over Λ (Algebra, Lemma 96.12). This
reduces us to the special case discussed in Lemma 115.17. □

116. Eliminating ramification, II

0GLQ In this section we use the results of Section 115 to obtain (separable) solutions in
some cases.

Lemma 116.1.0GLR Let A → B be an extension of discrete valuation rings with
fraction fields K ⊂ L. If K1/K is a solution for A ⊂ B, then for any finite
extension K2/K1 the extension K2/K is a solution for A ⊂ B.

Proof. This follows from Lemma 114.3. Details omitted. □

Lemma 116.2.0GLS Let A ⊂ B be an extension of discrete valuation rings. If B is
Nagata and the extension L/K of fraction fields is separable, then A is Nagata.

Proof. A discrete valuation ring is Nagata if and only if it is N-2. Let K1/K
be a finite purely inseparable field extension. We have to show that the integral
closure A1 of A in K1 is finite over A, see Algebra, Lemma 161.12. Since L/K
is separable and K1/K is purely inseparable, the algebra L ⊗K K1 is a field (by
Algebra, Lemmas 43.6 and 46.10). Let B1 be the integral closure of B in L⊗K K1.
Since B is Nagata, B1 is finite over B. Since B ⊗A A1 ⊂ B1 and B is Noetherian,
we see that B ⊗A A1 is finite over B. As A → B is faithfully flat, this implies A1
is finite over A, see Algebra, Lemma 83.2. □

Lemma 116.3.0GLT Let A′ ⊂ A be an extension of rings. Let f ∈ A′. Assume that (a)
A is finite over A′, (b) f is a nonzerodivisor on A, and (c) A′

f = Af . Then there
exists an integer n0 > 0 such that for all n ≥ n0 the following is true: given a ring
B′, a nonzerodivisor g ∈ B′, and an isomorphism φ′ : A′/fnA′ → B′/gnB′ with
φ′(f) ≡ g, there is a finite extension B′ ⊂ B and an isomorphism φ : A/fA →
B/gB compatible with φ′.

Proof. Since A is finite over A′ and since A′
f = Af we can Cchoose t > 0 such

that f tA ⊂ A′. Set n0 = 2t. Given n,B′, g, φ′ as in the statement of the lemma,
denote N ⊂ B′ the set of elements b ∈ B′ such that b mod gnB′ ∈ φ′(f tA). Set
B = g−tN . As f tA′ ⊂ f tA and φ′ sends f to g we have gtB′ ⊂ N , hence B′ ⊂ B.
Since f tA · f tA ⊂ f t · f tA and φ′ sends f to g, we see that N · N ⊂ gtN . Hence
we obtain a multiplication on B extending the multiplication of B′. We have an
isomorphism of A′/fnA′-modules

A/f tA′ ft

−→ f tA/fnA′ φ′

−→ gtB/gnB′ g−t

−−→ B/gtB′

where the module structures on the right are defined using φ′. Since A/f tA′ is a
finite A′-module, we conclude that B/gtB′ is a finite B′-module and hence we see
that B′ → B is finite. Finally, we leave it to the reader to see that the displayed
isomorphism of modules sends fA into gB and induces an isomorphism of rings
φ : A/fA→ B/gB compatible with φ′ (it even induces an isomorphism A/f tA→
B/gtB but we don’t need this). □

https://stacks.math.columbia.edu/tag/0GLR
https://stacks.math.columbia.edu/tag/0GLS
https://stacks.math.columbia.edu/tag/0GLT
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Remark 116.4.0GLU The construction in Lemma 116.3 satisfies the following “func-
toriality”. Suppose we have a commutative diagram

A′
2

// A2

A′
1

//

OO

A1

OO

with injective horizontal arrows. Suppose given an element f ∈ A′
1 such that

(A′
1 ⊂ A1, f) and (A′

2 ⊂ A2, f) satisfy properties (a), (b), (c) of Lemma 116.3. Let
n0,1 and n0,2 be the integers found in the lemma for these two situations. Finally,
let B′

1 → B′
2 be a ring map, let g ∈ B′

1 be a nonzerodivisor on B1 and B2, let
n ≥ max(n0,1, n0,2), and let a commutative diagram

A′
2/f

nA′
2

φ′
2

// B′
2/g

nB′
2

A′
1/f

nA′
1

φ′
1 //

OO

B′
2/g

nB′
2

OO

be given whose horizontal arrows are isomorphisms and where φ′
1(f) ≡ g. Then we

obtain commutative diagrams

B′
2

// B2

B′
1

//

OO

B1

OO

and

A2/fA2 φ2
// B2/gB2

A1/fA1
φ1 //

OO

B2/gB2

OO

where (B′
1 ⊂ B1, φ1) and (B′

2 ⊂ B2, φ2) are constructed as in the proof of Lemma
116.3. We omit the detailed verification.

Lemma 116.5.0GLV Let p be a prime number. Let A ⊂ B be an extension of discrete
valuation rings with fraction field extension L/K. Let K2/K1/K be a tower of
finite field extensions. Assume

(1) K has characteristic p,
(2) L/K is separable,
(3) B is Nagata,
(4) K2 is a solution for A ⊂ B,
(5) K2/K1 is purely inseparable of degree p.

Then there exists a separable extension K3/K1 which is a solution for A ⊂ B.

Proof. Let us use notation as in Remark 114.1; we will use all the observations
made there. Since L/K is separable, the algebra L1 = L⊗KK1 is reduced (Algebra,
Lemma 43.6). Since B is Nagata, the ring extension B ⊂ B1 is finite where B1
is the integral closure of B in L1 and B1 is a Nagata ring. Similarly, the ring A
is Nagata by Lemma 116.2 hence A ⊂ A1 is finite and A1 is a Nagata ring too.
Moreover, the same assertions are true for K2, i.e., L2 = L⊗K K2 is reduced, the
ring extensions A1 ⊂ A2 and B1 ⊂ B2 are finite where A2, resp. B2 is the integral
closure of A, resp. B in K2, resp. L2.
Let π ∈ A be a uniformizer. Observe that π is a nonzerodivisor on K1, K2, A1, A2,
L1, L2, B1, and B2 and we have K1 = (A1)π, K2 = (A2)π, L1 = (B1)π, and L2 =
(B2)π. We may write K2 = K1(α) where αp = a1 ∈ K1, see Fields, Lemma 14.5.

https://stacks.math.columbia.edu/tag/0GLU
https://stacks.math.columbia.edu/tag/0GLV
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After multiplying α by a power of π we may and do assume a1 ∈ A1. For the rest of
the proof it is convenient to write K2 = K1[x]/(xp− a1) and L2 = L1[x]/(xp− a1).
Consider the extensions of rings

A′
2 = A1[x]/(xp − a1) ⊂ A2 and B′

2 = B1[x]/(xp − a1) ⊂ B2

We may apply Lemma 116.3 to A′
2 ⊂ A2 and f = π2 and to B′

2 ⊂ B2 and f = π2.
Choose an integer n large enough which works for both of these.

Consider the algebras

K3 = K1[x]/(xp − π2nx− a1) and L3 = L1[x]/(xp − π2nx− a1)

Observe that K3/K1 and L3/L1 are finite étale algebra extensions of degree p.
Consider the subrings

A′
3 = A1[x]/(xp − πnx− a1) and B′

3 = B1[x]/(xp − πnx− a1)

of K3 = (A′
2)π and L3 = (B′

3)π. We are going to construct a commutative diagram

B′
2/π

2nB′
2

ψ′
// B′

3/π
2nB′

3

A′
2/π

2nA′
2

φ′
//

OO

A′
3/π

2nA′
3

OO

Namely, φ′ is the unique A1-algebra isomorphism sending the class of x to the class
of x. Similarly, ψ′ is the unique B1-algebra isomorphism sending the class of x to
the class of x. By our choice of n we obtain, via Lemma 116.3 and Remark 116.4
finite ring extensions A′

3 ⊂ A3 and B′
3 ⊂ B3 such that A′

3 → B′
3 extends to a ring

map A3 → B3 and a commutative diagram

B2/π
2B2

ψ
// B3/π

2B3

A2/π
2A2

φ //

OO

A3/π
2A3

OO

with all the properties asserted in the references mentioned above (in particular φ
and ψ are isomorphisms).

With all of this data in hand, we can finish the proof. Namely, we first observe
that A3 and B3 are finite products of Dedekind domains with π contained in all of
the maximal ideals. Namely, if p ⊂ A3 is a maximal ideal, then π ∈ p as A → A3
is finite. Then p/π2A3 corresponds via φ to a maximal ideal in A2/π

2A2 which is
principal as A2 is a finite product of Dedekind domains. We conclude that p/π2A3
is principal and hence by Nakayama we see that p(A3)p is principal. The same
argument works for B3. We conclude that A3 is the integral closure of A in K3
and that B3 is the integral closure of B in L3. Let q ⊂ B3 be a maximal ideal
lying over p ⊂ A3. To finish the proof we have to show that (A3)p → (B3)q is
formally smooth in the q-adic topology. By the criterion of Lemma 111.5 it suffices
to show that p(B3)q = q(B3)q and that the field extension κ(q)/κ(p) is separable.
This is true because we may check both assertions by looking at the ring map
A3/π

2A3 → B3/π
2B3 and this is isomorphic to the ring map A2/π

2A2 → B2/π
2B2

where the corresponding statement holds by our assumption that K2 is a solution
for A ⊂ B. Some details omitted. □
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Lemma 116.6.0BRN Let A ⊂ B be an extension of discrete valuation rings. Assume
(1) the extension L/K of fraction fields is separable,
(2) B is Nagata, and
(3) there exists a solution for A ⊂ B.

Then there exists a separable solution for A ⊂ B.

Proof. The lemma is trivial if the characteristic of K is zero; thus we may and do
assume that the characteristic of K is p > 0.
Let K2/K be a solution for A → B. We will use induction on the inseparable
degree [K2 : K]i (Fields, Definition 14.7) of K2/K. If [K2 : K]i = 1, then K2 is
separable over K and we are done. If not, then there exists a subfield K2/K1/K
such that K2/K1 is purely inseparable of degree p (Fields, Lemmas 14.6 and 14.5).
By Lemma 116.5 there exists a separable extension K3/K1 which is a solution for
A ⊂ B. Then [K3 : K]i = [K1 : K]i = [K2 : K]i/p (Fields, Lemma 14.9) is smaller
and we conclude by induction. □

Lemma 116.7.09IH Let A → B be an extension of discrete valuation rings with
fraction fields K ⊂ L. Assume B is essentially of finite type over A. Let K ′/K
be an algebraic extension of fields such that the integral closure A′ of A in K ′ is
Noetherian. Then the integral closure B′ of B in L′ = (L⊗KK ′)red is Noetherian as
well. Moreover, the map Spec(B′) → Spec(A′) is surjective and the corresponding
residue field extensions are finitely generated field extensions.

Proof. Let A→ C be a finite type ring map such that B is a localization of C at
a prime p. Then C ′ = C⊗AA′ is a finite type A′-algebra, in particular Noetherian.
Since A→ A′ is integral, so is C → C ′. Thus B = Cp ⊂ C ′

p is integral too. It follows
that the dimension of C ′

p is 1 (Algebra, Lemma 112.4). Of course C ′
p is Noetherian.

Let q1, . . . , qn be the minimal primes of C ′
p. Let B′

i be the integral closure of
B = Cp, or equivalently by the above of C ′

p in the field of fractions of C ′
p′/qi. It

follows from Krull-Akizuki (Algebra, Lemma 119.12 applied to the finitely many
localizations of C ′

p at its maximal ideals) that each B′
i is Noetherian. Moreover the

residue field extensions in C ′
p → B′

i are finite by Algebra, Lemma 119.10. Finally,
we observe that B′ =

∏
B′
i is the integral closure of B in L′ = (L⊗K K ′)red. □

Proposition 116.8.09II See [dJ96, Lemma
2.13] for a special
case.

Let A→ B be an extension of discrete valuation rings with
fraction fields K ⊂ L. If B is essentially of finite type over A, then there exists
a finite extension K1/K which is a solution for A → B as defined in Definition
115.1.

Proof. Observe that a weak solution is a solution if the residue field of A is perfect,
see Lemma 111.5. Thus the proposition follows immediately from Theorem 115.18
if the residue characteristic of A is 0 (and in fact we do not need the assumption
that A→ B is essentially of finite type). If the residue characteristic of A is p > 0
we will also deduce it from Epp’s theorem.
Let xi ∈ A, i ∈ I be a set of elements mapping to a p-base of the residue field κ of
A. Set

A′ =
⋃

n≥1
A[ti,n]/(tp

n

i,n − xi)

where the transition maps send ti,n+1 to tpi,n. Observe that A′ is a filtered colimit
of weakly unramified finite extensions of discrete valuation rings over A. Thus A′

https://stacks.math.columbia.edu/tag/0BRN
https://stacks.math.columbia.edu/tag/09IH
https://stacks.math.columbia.edu/tag/09II
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is a discrete valuation ring and A→ A′ is weakly unramified. By construction the
residue field κ′ = A′/mAA

′ is the perfection of κ.
Let K ′ be the fraction field of A′. We may apply Lemma 116.7 to the extension
K ′/K. Thus B′ is a finite product of Dedekind domains. Let m1, . . . ,mn be the
maximal ideals of B′. Using Epp’s theorem (Theorem 115.18) we find a weak
solution K ′

i/K
′ for each of the extensions A′ ⊂ B′

mi
. Since the residue field of

A′ is perfect, these are actually solutions. Let K ′
1/K

′ be a finite extension which
contains each K ′

i. Then K ′
1/K

′ is still a solution for each A′ ⊂ B′
mi

by Lemma
116.1.
Let A′

1 be the integral closure of A in K ′
1. Note that A′

1 is a Dedekind domain by
the discussion in Remark 114.1 applied to K ′ ⊂ K ′

1. Thus Lemma 116.7 applies
to K ′

1/K. Therefore the integral closure B′
1 of B in L′

1 = (L ⊗K K ′
1)red is a

Dedekind domain and because K ′
1/K

′ is a solution for each A′ ⊂ B′
mi

we see that
(A′

1)A′
1∩m → (B′

1)m is formally smooth in the m-adic topology for each maximal
ideal m ⊂ B′

1.
By construction, the field K ′

1 is a filtered colimit of finite extensions of K. Say
K ′

1 = colimi∈I Ki. For each i let Ai, resp. Bi be the integral closure of A, resp. B
in Ki, resp. Li = (L⊗K Ki)red. Then it is clear that

A′
1 = colimAi and B′

1 = colimBi

Since the ring maps Ai → A′
1 and Bi → B′

1 are injective integral ring maps and
since A′

1 and B′
1 have finite spectra, we see that for all i large enough the ring

maps Ai → A′
1 and Bi → B′

1 are bijective on spectra. Once this is true, for all i
large enough the maps Ai → A′

1 and Bi → B′
1 will be weakly unramified (once the

uniformizer is in the image). It follows from multiplicativity of ramification indices
that Ai → Bi induces weakly unramified maps on all localizations at maximal ideals
of Bi for such i. Increasing i a bit more we see that

Bi ⊗Ai A
′
1 −→ B′

1

induces surjective maps on residue fields (because the residue fields of B′
1 are finitely

generated over those of A′
1 by Lemma 116.7). Picture of residue fields at maximal

ideals lying under a chosen maximal ideal of B′
1:

κBi
// κBi′

// . . . κB′
1

κAi
//

OO

κAi′
//

OO

. . . κA′
1

OO

Thus κBi
is a finitely generated extension of κAi

such that the compositum of κBi

and κA′
1

in κB′
1

is separable over κA′
1
. Then that happens already at a finite stage:

for example, say κB′
1

is finite separable over κA′
1
(x1, . . . , xn), then just increase

i such that x1, . . . , xn are in κBi and such that all generators satisfy separable
polynomial equations over κAi(x1, . . . , xn). This means that Ai → (Bi)m is formally
smooth in the m-adic topology for all maximal ideals m of Bi and the proof is
complete. □

Lemma 116.9.0BRP Let A → B be an extension of discrete valuation rings with
fraction fields K ⊂ L. Assume

(1) B is essentially of finite type over A,

https://stacks.math.columbia.edu/tag/0BRP
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(2) either A or B is a Nagata ring, and
(3) L/K is separable.

Then there exists a separable solution for A→ B (Definition 115.1).

Proof. Observe that if A is Nagata, then so is B (Algebra, Lemma 162.6 and
Proposition 162.15). Thus the lemma follows on combining Proposition 116.8 and
Lemma 116.6. □

117. Picard groups of rings

0AFW We first define invertible modules as follows.

Definition 117.1.0B8H Let R be a ring. An R-module M is invertible if the functor

ModR −→ ModR, N 7−→M ⊗R N

is an equivalence of categories. An invertible R-module is said to be trivial if it is
isomorphic to R as an R-module.

Lemma 117.2.0B8I Let R be a ring. Let M be an R-module. Equivalent are
(1) M is finite locally free module of rank 1,
(2) M is invertible, and
(3) there exists an R-module N such that M ⊗R N ∼= R.

Moreover, in this case the module N in (3) is isomorphic to HomR(M,R).

Proof. Assume (1). Consider the module N = HomR(M,R) and the evaluation
map M ⊗R N = M ⊗R HomR(M,R)→ R. If f ∈ R such that Mf

∼= Rf , then the
evaluation map becomes an isomorphism after localization at f (details omitted).
Thus we see the evaluation map is an isomorphism by Algebra, Lemma 23.2. Thus
(1) ⇒ (3).

Assume (3). Then the functor K 7→ K ⊗R N is a quasi-inverse to the functor
K 7→ K ⊗R M . Thus (3) ⇒ (2). Conversely, if (2) holds, then K 7→ K ⊗R M is
essentially surjective and we see that (3) holds.

Assume the equivalent conditions (2) and (3) hold. Denote ψ : M ⊗R N → R the
isomorphism from (3). Choose an element ξ =

∑
i=1,...,n xi⊗yi such that ψ(ξ) = 1.

Consider the isomorphisms

M →M ⊗RM ⊗R N →M

where the first arrow sends x to
∑
xi⊗x⊗yi and the second arrow sends x⊗x′⊗y

to ψ(x′ ⊗ y)x. We conclude that x 7→
∑
ψ(x ⊗ yi)xi is an automorphism of M .

This automorphism factors as

M → R⊕n →M

where the first arrow is given by x 7→ (ψ(x⊗y1), . . . , ψ(x⊗yn)) and the second arrow
by (a1, . . . , an) 7→

∑
aixi. In this way we conclude that M is a direct summand of

a finite free R-module. This means that M is finite locally free (Algebra, Lemma
78.2). Since the same is true for N by symmetry and since M ⊗R N ∼= R, we see
that M and N both have to have rank 1. □

https://stacks.math.columbia.edu/tag/0B8H
https://stacks.math.columbia.edu/tag/0B8I
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The set of isomorphism classes of these modules is often called the class group or
Picard group of R. The group structure is determined by assigning to the isomor-
phism classes of the invertible modules L and L′ the isomorphism class of L⊗R L′.
The inverse of an invertible module L is the module

L⊗−1 = HomR(L,R),

because as seen in the proof of Lemma 117.2 the evaluation map L⊗R L⊗−1 → R
is an isomorphism. Let us denote the Picard group of R by Pic(R).

Lemma 117.3.0BCH Let R be a UFD. Then Pic(R) is trivial.

Proof. Let L be an invertible R-module. By Lemma 117.2 we see that L is a
finite locally free R-module. In particular L is torsion free and finite over R.
Pick a nonzero element φ ∈ HomR(L,R) of the dual invertible module. Then
I = φ(L) ⊂ R is an ideal which is an invertible module. Pick a nonzero f ∈ I and
let

f = upe1
1 . . . per

r

be the factorization into prime elements with pi pairwise distinct. Since L is finite
locally free there exist ai ∈ R, ai ̸∈ (pi) such that Iai = (gi) for some gi ∈ Rai .
Then pi is still a prime element of the UFD Rai and we can write gi = pci

i g
′
i for

some g′
i ∈ Rai

not divisible by pi. Since f ∈ Iai
we see that ei ≥ ci. We claim that

I is generated by h = pc1
1 . . . pcr

r which finishes the proof.

To prove the claim it suffices to show that Ia is generated by h for any a ∈ R such
that Ia is a principal ideal (Algebra, Lemma 23.2). Say Ia = (g). Let J ⊂ {1, . . . , r}
be the set of i such that pi is a nonunit (and hence a prime element) in Ra. Because
f ∈ Ia = (g) we find the prime factorization g = v

∏
i∈J p

bj

j with v a unit and
bj ≤ ej . For each j ∈ J we have Iaaj

= gRaaj
= gjRaaj

, in other words g and gj
map to associates in Raaj

. By uniqueness of factorization this implies that bj = cj
and the proof is complete. □

118. Determinants

0FJ9 Let R be a ring. Let M be a finite projective R-module. There exists a product
decomposition R = R0 × . . . × Rt such that in the corresponding decomposition
M = M0 × . . . ×Mt of M we have that Mi is finite locally free of rank i over Ri.
This follows from Algebra, Lemma 78.2 (to see that the rank is locally constant)
and Algebra, Lemmas 21.3 and 24.3 (to decompose R into a product). In this
situation we define

det(M) = ∧0
R0

(M0)× . . .× ∧tRt
(Mt)

as an R-module. This is a finite locally free module of rank 1 as each term is
finite locally free of rank 1. If φ : M → N is an isomorphism of finite projective
R-modules, then we obtain a canonical isomorphism

det(φ) : det(M) −→ det(N)

of locally free modules of rank 1. More generally, if for all primes p of R the ranks
of the free modules Mp and Np are the same, then any R-module homomorphism
φ : M → N induces an R-module map det(φ) : det(M) → det(N). Finally, if

https://stacks.math.columbia.edu/tag/0BCH
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M = N then det(φ) : det(M) → det(M) is an endomorphism of an invertible R-
module. Since R = HomR(L,L) for an invertible R-module we may and do view
det(φ) as an element of R. In this way we obtain the determinant

det : HomR(M,M) −→ R

which is a multiplicative map.

Remark 118.1.0FJA Let R be a ring. Let M be a finite projective R-module. Then
we can consider the graded commutative R-algebra exterior algebra ∧∗

R(M) on
M over R. A formula for det(M) is that det(M) ⊂ ∧∗

R(M) is the annihilator of
M ⊂ ∧∗

R(M). This is sometimes useful as it does not refer to the decomposition
of R into a product. Of course, to prove this satisfies the desired properties one
has to either decompose R into a product (as above), or one has to look at the
localizations at primes of R.

Next, we consider what happens to the determinant give a short exact sequence of
finite projective modules.

Lemma 118.2.0FJB Let R be a ring. Let

0→M ′ →M →M ′′ → 0

be a short exact sequence of finite projective R-modules. Then there is a canonical
isomorphism

γ : det(M ′)⊗ det(M ′′) −→ det(M)

First proof. First proof. Decompose R into a product of rings Rij such that
M ′ =

∏
M ′
ij and M ′′ =

∏
M ′′
ij where M ′

ij has rank i and M ′′
ij has rank j. Of

course then M =
∏
Mij and Mij has rank i+ j. This reduces us to the case where

M ′ and M ′′ have constant rank say i and j. In this case we have to construct a
canonical map

∧i(M ′)⊗ ∧j(M ′′) −→ ∧i+j(M)

To do this choosem′
1, . . . ,m

′
i inM ′ andm′′

1 , . . . ,m
′′
j inM ′′. Denotem1, . . . ,mi ∈M

the images of m′
1, . . . ,m

′
i and denote mi+1, . . . ,mi+j ∈ M elements mapping to

m′′
1 , . . . ,m

′′
j in M ′′. Our rule will be that

m′
1 ∧ . . . ∧m′

i ⊗m′′
1 ∧ . . . ∧m′′

j 7−→ m1 ∧ . . . ∧mi+j

We omit the detailed proof that this is well defined and an isomorphism. □

Second proof. We will use the description of det(M), det(M ′), and det(M ′′) given
in Remark 118.1. Consider the R-algebra maps ∧∗

R(M ′)→ ∧∗
R(M) and ∧∗

R(M)→
∧∗
R(M ′′). The first is injective and the second is surjective. Take an element

x′ ∈ det(M ′) ⊂ ∧∗
R(M ′) and an element x′′ ∈ det(M ′′) ⊂ ∧∗

R(M ′′). Choose an
element y′′ ∈ ∧∗(M) mapping to x′′ and set

γ(x′ ⊗ x′′) = x′ ∧ y′′ ∈ det(M) ⊂ ∧∗
R(M)

The reader verifies easily by looking at localizations at primes that this well de-
fined and an isomorphism. Moreover, this construction gives the same map as the
construction given in the first proof. □

https://stacks.math.columbia.edu/tag/0FJA
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MORE ON ALGEBRA 358

Lemma 118.3.0FJC Let R be a ring. Let

0 // M ′ //

u

��

M //

v

��

M ′′ //

w

��

0

0 // K ′ // K // K ′′ // 0
be a commutative diagram of finite projective R-modules whose vertical arrows are
isomorphisms. Then we get a commutative diagram of isomorphisms

det(M ′)⊗ det(M ′′)
γ
//

det(u)⊗det(w)
��

det(M)

det(v)
��

det(K ′)⊗ det(K ′′) γ // det(K)

where the horizontal arrows are the ones constructed in Lemma 118.2.

Proof. Omitted. Hint: use the second construction of the maps γ in Lemma
118.2. □

Lemma 118.4.0FJD Let R be a ring. Let
K ⊂ L ⊂M

be R-modules such that K, L/K, and M/L are finite projective R-modules. Then
the diagram

det(K)⊗ det(L/K)⊗ det(M/L) //

��

det(L)⊗ det(M/L)

��
det(K)⊗ det(M/K) // det(M)

commutes where the maps are those of Lemma 118.2.

Proof. Omitted. Hint: after localizing at a prime of R we can assume K ⊂ L ⊂M
is isomorphic to R⊕a ⊂ R⊕a+b ⊂ R⊕a+b+c and in this case the result is an evident
computation. □

Lemma 118.5.0FJE Let R be a ring. Let M ′ and M ′′ be two finite projective R-
modules. Then the diagram

det(M ′)⊗ det(M ′′) //

ϵ·(switch tensors)
��

det(M ′ ⊕M ′′)

det(switch summands)
��

det(M ′′)⊗ det(M ′) // det(M ′′ ⊕M ′)

commutes where ϵ = det(−idM ′⊗M ′′) ∈ R∗ and the horizontal arrows are those of
Lemma 118.2.

Proof. Omitted. □

Lemma 118.6.0FJF Let R be a ring. Let M , N be finite projective R-modules. Let
a : M → N and b : N →M be R-linear maps. Then

det(id + a ◦ b) = det(id + b ◦ a)
as elements of R.

https://stacks.math.columbia.edu/tag/0FJC
https://stacks.math.columbia.edu/tag/0FJD
https://stacks.math.columbia.edu/tag/0FJE
https://stacks.math.columbia.edu/tag/0FJF
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Proof. It suffices to prove the assertion after replacing R by a localization at a
prime ideal. Thus we may assume R is local and M and N are finite free. In this
case we have to prove the equality

det(In +AB) = det(Im +BA)
of usual determinants of matrices where A has size n ×m and B has size m × n.
This reduces to the case of the ring R = Z[aij , bji; 1 ≤ i ≤ n, 1 ≤ j ≤ m] where aij
and bij are variables and the entries of the matrices A and B. Taking the fraction
field, this reduces to the case of a field of characteristic zero. In characteristic zero
there is a universal polynomial expressing the determinant of a matrix of size ≤ N
in the traces of the powers of said matrix. Hence it suffices to prove

Trace((In +AB)k) = Trace((Im +BA)k)
for all k ≥ 1. Expanding we see that it suffices to prove Trace((AB)k) = Trace((BA)k)
for all k ≥ 0. For k = 1 this is the well known fact that Trace(AB) = Trace(BA).
For k > 1 it follows from this by writing (AB)k = A(BA)k−1B and (BA)k =
(BA)k−1AB. □

Recall that we have defined in Algebra, Section 55 a group K0(R) as the free
group on isomorphism classes of finite projective R-modules modulo the relations
[M ′] + [M ′′] = [M ′ ⊕M ′′].

Lemma 118.7.0AFX Let R be a ring. There is a map
det : K0(R) −→ Pic(R)

which maps [M ] to the class of the invertible module ∧n(M) if M is a finite locally
free module of rank n.

Proof. This follows immediately from the constructions above and in particular
Lemma 118.2 to see that the relations are mapped to 0. □

119. Perfect complexes and K-groups

0FJG We quickly show that the zeroth K-group of the derived category of perfect com-
plexes of a ring R is the same as K0(R) defined in Algebra, Section 55.

Lemma 119.1.0AFY Let R be a ring. There is a map
c : perfect complexes over R −→ K0(R)

with the following properties
(1) c(K[n]) = (−1)nc(K) for a perfect complex K,
(2) if K → L → M → K[1] is a distinguished triangle of perfect complexes,

then c(L) = c(K) + c(M),
(3) if K is represented by a finite complex M• consisting of finite projective

modules, then c(K) =
∑

(−1)i[Mi].

Proof. Let K be a perfect object of D(R). By definition we can represent K by a
finite complex M• of finite projective R-modules. We define c by setting

c(K) =
∑

(−1)n[Mn]

in K0(R). Of course we have to show that this is well defined, but once it is well
defined, then (1) and (3) are immediate. For the moment we view the map c as
defined on complexes of finite projective R-modules.

https://stacks.math.columbia.edu/tag/0AFX
https://stacks.math.columbia.edu/tag/0AFY
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Suppose that L• → M• is a surjective map of finite complexes of finite projective
R-modules. Let K• be the kernel. Then we obtain short exact sequences of R-
modules

0→ Kn → Ln →Mn → 0
which are split because Mn is projective. Hence K• is also a finite complex of finite
projective R-modules and c(L•) = c(K•) + c(M•) in K0(R).

Suppose given finite complex M• of finite projective R-modules which is acyclic.
Say Mn = 0 for n ̸∈ [a, b]. Then we can break M• into short exact sequences

0→Ma →Ma+1 → Na+1 → 0,
0→ Na+1 →Ma+2 → Na+3 → 0,

. . .
0→ N b−3 →M b−2 → N b−2 → 0,

0→ N b−2 →M b−1 →M b → 0

Arguing by descending induction we see that N b−2, . . . , Na+1 are finite projective
R-modules, the sequences are split exact, and

c(M•) =
∑

(−1)[Mn] =
∑

(−1)n([Nn−1] + [Nn]) = 0

Thus our construction gives zero on acyclic complexes.

It follows formally from the results of the preceding two paragraphs that c is well
defined and satisfies (2). Namely, suppose the finite complexes M• and L• of finite
projective R-modules represent the same object of D(R). Then we can represent
the isomorphism by a map f : M• → L• of complexes, see Derived Categories,
Lemma 19.8. We obtain a short exact sequence of complexes

0→ L• → C(f)• → K•[1]→ 0

see Derived Categories, Definition 9.1. Since f is a quasi-isomorphism, the cone
C(f)• is acyclic (this follows for example from the discussion in Derived Categories,
Section 12). Hence

0 = c(C(f)•) = c(L•) + c(K•[1]) = c(L•)− c(K•)

as desired. We omit the proof of (2) which is similar. □

The following lemma shows that K0(R) is equal to K0(Dperf (R)).

Lemma 119.2.0FCU Let R be a ring. Let Dperf (R) be the derived category of per-
fect objects, see Lemma 78.1. The map c of Lemma 119.1 gives an isomorphism
K0(Dperf (R)) = K0(R).

Proof. It follows from the definition of K0(Dperf (R)) (Derived Categories, Defi-
nition 28.1) that c induces a homomorphism K0(Dperf (R))→ K0(R).

Given a finite projective module M over R let us denote M [0] the perfect complex
over R which has M sitting in degree 0 and zero in other degrees. Given a short
exact sequence 0 → M → M ′ → M ′′ → 0 of finite projective modules we obtain
a distinguished triangle M [0] → M ′[0] → M ′′[0] → M [1], see Derived Categories,
Section 12. This shows that we obtain a map K0(R) → K0(Dperf (R)) by sending
[M ] to [M [0]] with apologies for the horrendous notation.

https://stacks.math.columbia.edu/tag/0FCU
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It is clear thatK0(R)→ K0(Dperf (R))→ K0(R) is the identity. On the other hand,
if M• is a bounded complex of finite projective R-modules, then the the existence
of the distinguished triangles of “stupid truncations” (see Homology, Section 15)

σ≥nM
• → σ≥n−1M

• →Mn−1[−n+ 1]→ (σ≥nM
•)[1]

and induction show that
[M•] =

∑
(−1)i[M i[0]]

in K0(Dperf (R)) (with again apologies for the notation). Hence the map K0(R)→
K0(Dperf (R)) is surjective which finishes the proof. □

120. Determinants of endomorphisms of finite length modules

0GSX Let (R,m, κ) be a local ring. Consider the category of pairs (M,φ) consisting of
a finite length R-module and an endomorphism φ : M → M . This category is
abelian and every object is Artinian as well as Noetherian. See Homology, Section
9 for definitions.

If (M,φ) is a simple object of this category, then M is annihilated by m since oth-
erwise (mM,φ|mM ) would be a nontrivial suboject. Also dimκ(M) = lengthR(M)
is finite. Thus we may define the determinant and the trace

detκ(φ), Traceκ(φ)

as elements of κ using linear algebra. Similarly for the characteristic polynomial of
φ in this case.

By Homology, Lemma 9.6 for an arbitrary object (M,φ) of our category we have a
finite filtration

0 ⊂M1 ⊂ . . . ⊂Mn = M

by submodules stable under φ such that (Mi/Mi−1, φi) is a simple object of the
category where φi : Mi/Mi−1 → Mi/Mi−1 is the induced map. We define the
determinant of (M,φ) over κ as

detκ(φ) =
∏

detκ(φi)

with detκ(φi) as defined in the previous paragraph. We define the trace of (M,φ)
over κ as

Traceκ(φ) =
∑

Traceκ(φi)

with Traceκ(φi) as defined in the previous paragraph. We can similarly define the
characteristic polynomial of φ over κ as the product of the characteristic polyno-
mials of φi as defined in the previous paragraph. By Jordan-Hölder (Homology,
Lemma 9.7) this is well defined.

Lemma 120.1.0GSY Let (R,m, κ) be a local ring. Let 0 → (M,φ) → (M ′, φ′) →
(M ′′, φ′′)→ 0 be a short exact sequence in the category discussed above. Then

detκ(φ′) = detκ(φ) detκ(φ′′), Traceκ(φ′) = Traceκ(φ) + Traceκ(φ′′)

Also, the characteristic polynomial of φ′ over κ is the product of the characteristic
polynomials of φ and φ′′.

Proof. Left as an exercise. □

https://stacks.math.columbia.edu/tag/0GSY
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Lemma 120.2.0GSZ Let (R,m, κ) → (R′,m′, κ′) be a local homomorphism of local
rings. Assume that κ′/κ is a finite extension. Let u ∈ R′. Then for any finite
length R′-module M ′ we have

detκ(u : M ′ →M ′) = Normκ′/κ(u mod m′)m

where m = lengthR′(M ′).

Proof. Observe that the statement makes sense as lengthR(M ′) = lengthR′(M ′)[κ′ :
κ]. If M ′ = κ′, then the equality holds by definition of the norm as the determinant
of the linear operator given by multiplication by u. In general one reduces to this
case by choosing a suitable filtration and using the multiplicativity of Lemma 120.1.
Some details omitted. □

Lemma 120.3.0GT0 Let (R,m, κ)→ (R′,m′, κ′) be a flat local homomorphism of local
rings such that m = lengthR′(R′/mR′) <∞. For any (M,φ) as above, the element
detκ(φ)m maps to detκ′(φ⊗ 1 : M ⊗R R′ →M ⊗R R′) in κ′.

Proof. The flatness of R→ R′ assures us that short exact sequences as in Lemma
120.1 base change to short exact sequences over R′. Hence by the multiplicativity
of Lemma 120.1 we may assume that (M,φ) is a simple object of our category (see
introduction to this section). In the simple case M is annihilated by m. Choose a
filtration

0 ⊂ I1 ⊂ I2 ⊂ . . . ⊂ Im−1 ⊂ R′/mR′

whose successive quotients are isomorphic to κ′ as R′-modules. Then we obtain the
filtration

0 ⊂M ⊗κ I1 ⊂M ⊗κ I2 ⊂ . . . ⊂M ⊗κ Im−1 ⊂M ⊗κ R′/mR′ = M ⊗R R′

whose successive quotients are isomorphic to M ⊗κ κ′. Also, these submodules are
invariant under φ⊗ 1. By Lemma 120.1 we find
detκ′(φ⊗1 : M⊗RR′ →M⊗RR′) = detκ′(φ⊗1 : M⊗κκ′ →M⊗κκ′)m = detκ(φ)m

The last equality holds by the compatibility of determinants of linear maps with
field extensions. This proves the lemma. □

121. A regular local ring is a UFD

0FJH We prove the result mentioned in the section title.

Lemma 121.1.0AFZ Let R be a regular local ring. Let f ∈ R. Then Pic(Rf ) = 0.

Proof. Let L be an invertible Rf -module. In particular L is a finite Rf -module.
There exists a finite R-module M such that Mf

∼= L, see Algebra, Lemma 126.3.
By Algebra, Proposition 110.1 we see that M has a finite free resolution F• over R.
It follows that L is quasi-isomorphic to a finite complex of free Rf -modules. Hence
by Lemma 119.1 we see that [Lf ] = n[Rf ] in K0(Rf ) for some n ∈ Z. Applying
the map of Lemma 118.7 we see that L is trivial. □

Lemma 121.2.0AG0 A regular local ring is a UFD.

Proof. Recall that a regular local ring is a domain, see Algebra, Lemma 106.2.
We will prove the unique factorization property by induction on the dimension of
the regular local ring R. If dim(R) = 0, then R is a field and in particular a UFD.
Assume dim(R) > 0. Let x ∈ m, x ̸∈ m2. Then R/(x) is regular by Algebra, Lemma
106.3, hence a domain by Algebra, Lemma 106.2, hence x is a prime element. Let

https://stacks.math.columbia.edu/tag/0GSZ
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p ⊂ R be a height 1 prime. We have to show that p is principal, see Algebra,
Lemma 120.6. We may assume x ̸∈ p, since if x ∈ p, then p = (x) and we are done.
For every nonmaximal prime q ⊂ R the local ring Rq is a regular local ring, see
Algebra, Lemma 110.6. By induction we see that pRq is principal. In particular, the
Rx-module px = pRx ⊂ Rx is a finitely presented Rx-module whose localization at
any prime is free of rank 1. By Algebra, Lemma 78.2 we see that px is an invertible
Rx-module. By Lemma 121.1 we see that px = (y) for some y ∈ Rx. We can write
y = xef for some f ∈ p and e ∈ Z. Factor f = a1 . . . ar into irreducible elements of
R (Algebra, Lemma 120.3). Since p is prime, we see that ai ∈ p for some i. Since
px = (y) is prime and ai|y in Rx, it follows that px is generated by ai in Rx, i.e.,
the image of ai in Rx is prime. As x is a prime element, we find that ai is prime in
R by Algebra, Lemma 120.7. Since (ai) ⊂ p and p has height 1 we conclude that
(ai) = p as desired. □

Lemma 121.3.0DLQ Let R be a valuation ring with fraction field K and residue field
κ. Let R→ A be a homomorphism of rings such that

(1) A is local and R→ A is local,
(2) A is flat and essentially of finite type over R,
(3) A⊗R κ regular.

Then Pic(A⊗R K) = 0.

Proof. Let L be an invertible A⊗R K-module. In particular L is a finite module.
There exists a finite A-module M such that M ⊗R K ∼= L, see Algebra, Lemma
126.3. We may assume M is torsion free as an R-module. Thus M is flat as
an R-module (Lemma 22.10). From Lemma 25.6 we deduce that M is of finite
presentation as an A-module and A is essentially of finite presentation as an R-
algebra. By Lemma 83.4 we see that M is perfect relative to R, in particular M is
pseudo-coherent as an A-module. By Lemma 77.6 we see that M is perfect, hence
M has a finite free resolution F• over A. It follows that L is quasi-isomorphic
to a finite complex of free A ⊗R K-modules. Hence by Lemma 119.1 we see that
[L] = n[A ⊗R K] in K0(A ⊗R K) for some n ∈ Z. Applying the map of Lemma
118.7 we see that L is trivial. □

122. Determinants of complexes

0FJI In Section 119 we have seen how to a perfect complex K over a ring R there is
associated an isomorphism class of invertible R-modules, i.e., an element of Pic(R).
In fact, analogously to Section 118 it turns out there is a functor

det :
{

category of perfect complexes
morphisms are isomorphisms

}
−→

{
category of invertible modules
morphisms are isomorphisms

}
Moreover, given an object (L,F ) of the filtered derived category DF (R) of R whose
filtration is finite and whose graded parts are perfect complexes, there is a canonical
isomorphism det(grL) → det(L). See [KM76] for the original exposition. We will
add this material later (insert future reference).

For the moment we will present an ad hoc construction in the case of perfect
objects L in D(R) of tor-amplitude in [−1, 0]. Such an object may be represented
by a complex

L• = . . .→ 0→ L−1 → L0 → 0→ . . .

https://stacks.math.columbia.edu/tag/0DLQ
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with L−1 and L0 finite projective R-modules, see Lemma 74.2. In this case we set

det(L•) = det(L0)⊗R det(L−1)⊗−1 = HomR(det(L−1),det(L0))

Let us say a complex of this form has rank 0 if L−1
p and L0

p have the same rank for
all primes of R. If L• has rank 0, then we have seen in Section 118 that there is a
canonical element

δ(L•) ∈ det(L•)
which is simply the determininant of d : L−1 → L0. Note that δ(L•) is a trivializa-
tion of det(L•) if and only if L• is acyclic.

Consider a map of complexes a• : K• → L• such that
(1) a• is a quasi-isomorphism,
(2) an : Kn → Ln is surjective for all n,
(3) Kn, Ln are finite projective R-modules, nonzero only for n ∈ {−1, 0}.

In this situation we will construct an isomorphism

det(a•) : det(K•) −→ det(L•)

Using the exact sequences 0→ Ker(ai)→ Ki → Li → 0 we obtain isomorphisms

γi : det(Ker(ai))⊗ det(Li)→ det(Ki)

for i = −1, 0 by Lemma 118.2. Since a• is a quasi-isomorphism the complex Ker(a•)
is acyclic and has rank 0. Hence the canonical element δ(Ker(a•)) is a trivialization
of the invertible R-module det(Ker(a•)), see above. We define det(a•) : det(K•)→
det(L•) as the unique isomorphism such that the diagram

det(K•)
det(a•)

//

δ(Ker(a•)) ))

det(L•)

det(K•)⊗ det(Ker(a•))
γ0⊗(γ−1)⊗−1

66

commutes.

Lemma 122.1.0FJJ Let R be a ring. Let a• : K• → L• be a map of complexes of
R-modules satisfying (1), (2), (3) above. If L• has rank 0, then det(a•) maps the
canonical element δ(K•) to δ(L•).

Proof. Write M i = Ker(ai). Thus we have a map of short exact sequences

0 // M−1 //

dM

��

K−1 //

dK

��

L−1 //

dL

��

0

0 // M0 // K0 // L0 // 0

By Lemma 118.3 we know that det(dK) corresponds to det(dM )⊗det(dL) as maps.
Unwinding the definitions this gives the required equality. □

Lemma 122.2.0FJK Let R be a ring. Let a• : K• → L• be a map of complexes of
R-modules satisfying (1), (2), (3) above. Let h : K0 → L−1 be a map such that
b0 = a0 + d ◦ h and b−1 = a−1 + h ◦ d are surjective. Then det(a•) = det(b•) as
maps det(K•)→ det(L•).

https://stacks.math.columbia.edu/tag/0FJJ
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Proof. Suppose there exists a map h̃ : K0 → K−1 such that h = a−1 ◦ h̃ and such
that k0 = id+d◦ h̃ : K0 → K0 and k1 = id+ h̃◦d : K−1 → K−1 are isomorphisms.
Then we obtain a commutative diagram

0 // Ker(b•) //

c•

��

K•
b•
//

k•

��

L• //

id
��

0

0 // Ker(a•) // K• a•
// L• // 0

of complexes, where c• is the induced isomorphism of kernels. Using Lemma 118.3
we see that

det(Ker(bi))⊗ det(Li) //

det(ci)⊗1
��

det(Ki)

det(ki)
��

det(Ker(ai))⊗ det(Li) // det(Ki)
commutes. Since det(c•) maps the canonical trivialization of det(Ker(a•)) to the
canonical trivializatio of Ker(b•) (Lemma 122.1) we see that we conclude if (and
only if)

det(k0) = det(k−1)
as elements of R which follows from Lemma 118.6.
Suppose there exists a direct summand U ⊂ K−1 such that both a−1|U : U → L−1

and b−1|U : U → L−1 are isomorphisms. Define h̃ as the composition of h with the
inverse of a−1|U . We claim that h̃ is a map as in the first paragraph of the proof.
Namely, we have h = a−1 ◦ h̃ by construction. To show that k−1 : K−1 → K−1

is an isomorphism it suffices to show that it is surjective (Algebra, Lemma 16.4).
Let u ∈ U . We may choose u′ ∈ U such that b−1(u′) = a−1(u). Then u = k−1(u′).
Namely, both u and k−1(u′) are in U and a−1(u) = a−1(k−1(u′)) by a calculation17

Since a−1|U is an isomorphism we get the equality. Thus U ⊂ Im(k−1). On the
other hand, if x ∈ Ker(a−1) then x = k−1(x) mod U . Since K−1 = Ker(a−1) + U
we conclude k−1 is surjective. Finally, we show that k0 : K0 → K0 is surjective.
First, since a0 ◦ k0 = b0 we see that a0 ◦ k0 is surjective. If x ∈ Ker(a0), then
x = d(y) for some y ∈ Ker(a−1). We may write y = k−1(z) for some z ∈ K−1 by
the above. Then x = k0(d(z)) and we conclude.
Final step of the proof. It suffices to find U as in the preceding paragraph, but
this may not always be possible. However, in order to show equality of two maps
of R-modules, it suffices to do so after localization at primes of R. Hence we may
assume R is local. Then we get the following problem: suppose

α, β : R⊕n −→ R⊕m

are two surjective R-linear maps. Find a direct summand U ⊂ R⊕n such that both
α|U and β|U are isomorphisms. If R is a field, this is possible by linear algebra. In
general, one takes a solution over the residue field and lifts this to a solution over
the local ring R. Some details omitted. □

Lemma 122.3.0FJL Let R be a ring. Let a• : K• → L• and b• : L• → M• be
maps of complexes of R-modules satisfying (1), (2), (3) above. Then we have
det(b•) ◦ det(a•) = det(b• ◦ a•) as maps det(M•)→ det(K•).

17a−1(k−1(u′)) = a−1(u′) + a−1(h̃(d(u′))) = a−1(u′) + h(d(u′)) = b−1(u′) = a−1(u)

https://stacks.math.columbia.edu/tag/0FJL


MORE ON ALGEBRA 366

Proof. Omitted. Hints: Straightforward from Lemmas 118.2, 118.3, and 118.4. □

Lemma 122.4.0FJM Let R be a ring. The constructions above determine a functor

det :

category of perfect complexes
with tor amplitude in [−1, 0]
morphisms are isomorphisms

 −→
{

category of invertible modules
morphisms are isomorphisms

}
Moreover, given a rank 0 perfect object L of D(R) with tor-amplitude in [−1, 0] there
is a canonical element δ(L) ∈ det(L) such that for any isomorphism a : L→ K in
D(R) we have det(a)(δ(L)) = δ(K).

Proof. By Lemma 74.2 every object of the source category may be represented by
a complex

L• = . . .→ 0→ L−1 → L0 → 0→ . . .

with L−1 and L0 finite projective R-modules. Let us temporarily call a complex
of this type good. By Derived Categories, Lemma 19.8 morphisms between good
complexes in the derived category are homotopy classes of maps of complexes. Thus
we may work with good complexes and we can use the determinant det(L•) =
det(L0)⊗ det(L−1)⊗−1 we investigated above.
Let a• : L• → K• be a morphism of good complexes which is an isomorphism in
D(R), i.e., a quasi-isomorphism. We say that

L•
a•

// K•

M•
b•

aa

c•

<<

is a good diagram if it commutes up to homotopy and b• and c• satisfy conditions
(1), (2), (3) above. Whenever we have such a diagram it makes sense to define

det(a•) = det(c•) ◦ det(b•)−1

where det(c•) and det(b•) are the isomorphisms constructed in the text above. We
will show that good diagrams always exist and that the resulting map det(a•) is
independent of the choice of good diagram.
Existence of good diagrams for a quasi-isomorphism a• : L• → K• of good com-
plexes. Choose a surjection p : R⊕n → K−1. Then we can consider the new good
complex

M• = . . .→ 0→ L−1 ⊕R⊕n d⊕1−−→ L0 ⊕R⊕n → 0→ . . .

with the projection map b• : M• → L• and the map c• : M• → K• using a−1 ⊕ p
in degree −1 and using a0 ⊕ d ◦ p in degree 0. The maps b• : M• → L• and
c• : M• → K• satisfy conditions (1), (2), (3) above and we get a good diagram.
Suppose that we have a good diagram

L•
id•

// L•

M•
b•

aa

c•

==

Then by Lemma 122.2 we see that det(c•) = det(b•). Thus we see that det(id•) = id
is independent of the choice of good diagram.

https://stacks.math.columbia.edu/tag/0FJM
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Before we prove independence in general, we think about composition. Suppose
we have quasi-isomorphisms L•

1 → L•
2 and L•

2 → L•
3 of good complexes and good

diagrams

L•
1

// L•
2

M•
12

aa ==

and

L•
2

// L•
3

M•
23

aa ==

We can extend this to a diagram

L•
1

// L•
2

// L•
3

M•
12

aa <<

M•
23

bb ==

M•
123

bb <<

where M•
123 → M•

12 and M•
123 → M•

23 have properties (1), (2), (3) and the square
in the diagram commutes: we can just take Mn

123 = Mn
12 ×Ln

2
Mn

23. Then Lemma
122.3 shows that

det(L•
2) det(M•

23)oo

det(M•
12)

OO

det(M•
123)oo

OO

commutes. A diagram chase shows that the composition det(L•
1) → det(L•

2) →
det(L•

3) of the maps associated to the two good diagrams using M•
12 and M•

23 is
equal to the map associated to the good diagram

L•
1

// L•
3

M•
123

bb <<

Thus if we can show that these maps are independent of choices, then the compo-
sition law is satisfied too and we obtain our functor.

Independence. Let a quasi-isomorphism a• : L• → K• of good complexes be given.
Choose an inverse quasi-isomorphism b• : K• → L•. Setting L•

1 = L, L•
2 = K•

and L•
3 = L• may fix our choice of good diagram for b• and consider varying good

diagrams for a•. Then the result of the previous paragraphs is that no matter what
choices, the composition always equals the identity map on det(L•). This clearly
proves independence of those choices.

The statement on canonical elements follows immediately from Lemma 122.1 and
our construction. □
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123. Extensions of valuation rings

0ASF This section is the analogue of Section 111 for general valuation rings.

Definition 123.1.0ASG We say that A → B or A ⊂ B is an extension of valuation
rings if A and B are valuation rings and A → B is injective and local. Such an
extension induces a commutative diagram

A \ {0} //

v

��

B \ {0}

v

��
ΓA // ΓB

where ΓA and ΓB are the value groups. We say that B is weakly unramified over
A if the lower horizontal arrow is a bijection. If the extension of residue fields
κA = A/mA ⊂ κB = B/mB is finite, then we set f = [κB : κA] and we call it the
residual degree or residue degree of the extension A ⊂ B.

Note that ΓA → ΓB is injective, because the units of A are the inverse of the units
of B under the map A → B. Note also, that we do not require the extension of
fraction fields to be finite.

Lemma 123.2.0ASH Let A ⊂ B be an extension of valuation rings with fraction fields
K ⊂ L. If the extension L/K is finite, then the residue field extension is finite, the
index of ΓA in ΓB is finite, and

[ΓB : ΓA][κB : κA] ≤ [L : K].

Proof. Let b1, . . . , bn ∈ B be units whose images in κB are linearly independent
over κA. Let c1, . . . , cm ∈ B be nonzero elements whose images in ΓB/ΓA are
pairwise distinct. We claim that bicj are K-linearly independent in L. Namely, we
claim a sum ∑

aijbicj

with aij ∈ K not all zero cannot be zero. Choose (i0, j0) with v(ai0j0bi0cj0) minimal.
Replace aij by aij/ai0j0 , so that ai0j0 = 1. Let

P = {(i, j) | v(aijbicj) = v(ai0j0bi0cj0)}

By our choice of c1, . . . , cm we see that (i, j) ∈ P implies j = j0. Hence if (i, j) ∈ P ,
then v(aij) = v(ai0j0) = 0, i.e., aij is a unit. By our choice of b1, . . . , bn we see that∑

(i,j)∈P
aijbi

is a unit in B. Thus the valuation of
∑

(i,j)∈P aijbicj is v(cj0) = v(ai0j0bi0cj0). Since
the terms with (i, j) ̸∈ P in the first displayed sum have strictly bigger valuation,
we conclude that this sum cannot be zero, thereby proving the lemma. □

Lemma 123.3.0H37 Let A be a valuation ring with fraction field K of characteristic
p > 0. Let L/K be a purely inseparable extension. Then the integral closure B
of A in L is a valuation ring with fraction field L and A ⊂ B is an extension of
valuation rings.

Proof. Omitted. Hints: use Algebra, Lemmas 50.5 and 36.17 for example. □

https://stacks.math.columbia.edu/tag/0ASG
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Lemma 123.4.0ASI Let A → B be a flat local homomorphism of Noetherian local
normal domains. Let f ∈ A and h ∈ B such that f = whn for some n > 1 and
some unit w of B. Assume that for every height 1 prime p ⊂ A there is a height
1 prime q ⊂ B lying over p such that the extension Ap ⊂ Bq is weakly unramified.
Then f = ugn for some g ∈ A and unit u of A.

Proof. The local rings of A and B at height 1 primes are discrete valuation rings
(Algebra, Lemma 119.7). Thus the assumption makes sense (via Definition 111.1).
Let p1, . . . , pr be the primes of A minimal over f . These have height 1 by Algebra,
Lemma 60.11. For each i let qi,j ⊂ B, j = 1, . . . , ri be the height 1 primes of B
lying over pi. Say we number them so that Api → Bqi,1 is weakly unramified. Since
f maps to an nth power times a unit in Bqi,1 we see that the valuation vi of f in
Api

is divisible by n. Say vi = nwi for some wi ≥ 0. Consider the exact sequence

0→ I → A→
∏

i=1,...,r
Api

/pwi
i Api

defining the ideal I. Applying the exact functor −⊗AB we obtain an exact sequence

0→ I ⊗A B → B →
∏

i=1,...,r
(Api

/pwi
i Api

)⊗A B

Fix i. We claim that the canonical map

(Api
/pwi
i Api

)⊗A B →
∏

j=1,...,ri

Bqi,j
/q
ei,jwi

i,j Bqi,j

is injective. Here ei,j is the ramification index of Api → Bqi,j . The claim asserts
that pwi

i Bpi
is equal to the set of elements b of Bpi

whose valuation at qi,j is≥ ei,jwi.
Choose a generator a ∈ Api

of the principal ideal pwi
i . Then the valuation of a at

qi,j is equal to ei,jwi. Hence, as Bpi
is a normal domain whose height one primes

are the primes qi,j , j = 1, . . . , ri, we see that, for b as above, we have b/a ∈ Bpi
by

Algebra, Lemma 157.6. Thus the claim.
The claim combined with the second exact sequence above determines an exact
sequence

0→ I ⊗A B → B →
∏

i=1,...,r

∏
j=1,...,ri

Bqi,j
/q
ei,jwi

i,j Bqi,j

It follows that I⊗AB is the set of elements h′ of B which have valuation ≥ ei,jwi at
qi,j . Since f = whn in B we see that h has valuation ei,jwi at qi,j . Thus h′/h ∈ B
by Algebra, Lemma 157.6. It follows that I ⊗A B is a free B-module of rank 1
(generated by h). Therefore I is a free A-module of rank 1, see Algebra, Lemma
78.6. Let g ∈ I be a generator. Then we see that g and h differ by a unit in B.
Working backwards we conclude that the valuation of g in Api

is wi = vi/n. Hence
gn and f differ by a unit in A (by Algebra, Lemma 157.6) as desired. □

Lemma 123.5.0ASJ Let A be a valuation ring. Let A→ B be an étale ring map and
let m ⊂ B be a prime lying over the maximal ideal of A. Then A ⊂ Bm is an
extension of valuation rings which is weakly unramified.

Proof. The ring A has weak dimension ≤ 1 by Lemma 104.18. Then B has weak
dimension ≤ 1 by Lemmas 104.4 and 104.14. hence the local ring Bm is a valuation
ring by Lemma 104.18. Since the extension A ⊂ Bm induces a finite extension of
fraction fields, we see that the ΓA has finite index in the value group of Bm. Thus
for every h ∈ Bm there exists an n > 0, an element f ∈ A, and a unit w ∈ Bm such
that f = whn in Bm. We will show that this implies f = ugn for some g ∈ A and

https://stacks.math.columbia.edu/tag/0ASI
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unit u ∈ A; this will show that the value groups of A and Bm agree, as claimed in
the lemma.
Write A = colimAi as the colimit of its local subrings which are essentially of
finite type over Z. Since A is a normal domain (Algebra, Lemma 50.3), we may
assume that each Ai is normal (here we use that taking normalizations the local
rings remain essentially of finite type over Z by Algebra, Proposition 162.16). For
some i we can find an étale extension Ai → Bi such that B = A⊗Ai

Bi, see Algebra,
Lemma 143.3. Let mi be the intersection of Bi with m. Then we may apply Lemma
123.4 to the ring map Ai → (Bi)mi to conclude. The hypotheses of the lemma are
satisfied because:

(1) Ai and (Bi)mi
are Noetherian as they are essentially of finite type over Z,

(2) Ai → (Bi)mi is flat as Ai → Bi is étale,
(3) Bi is normal as Ai → Bi is étale, see Algebra, Lemma 163.9,
(4) for every height 1 prime of Ai there exists a height 1 prime of (Bi)mi

lying over it by Algebra, Lemma 113.2 and the fact that Spec((Bi)mi
) →

Spec(Ai) is surjective,
(5) the induced extensions (Ai)p → (Bi)q are unramified for every prime q

lying over a prime p as Ai → Bi is étale.
This concludes the proof of the lemma. □

Lemma 123.6.0ASK Let A be a valuation ring. Let Ah, resp. Ash be its henselization,
resp. strict henselization. Then

A ⊂ Ah ⊂ Ash

are extensions of valuation rings which induce bijections on value groups, i.e., which
are weakly unramified.

Proof. Write Ah = colim(Bi)qi where A→ Bi is étale and qi ⊂ Bi is a prime ideal
lying over mA, see Algebra, Lemma 155.7. Then Lemma 123.5 tells us that (Bi)qi

is a valuation ring and that the induced map
(A \ {0})/A∗ −→ ((Bi)qi

\ {0})/(Bi)∗
qi

is bijective. By Algebra, Lemma 50.6 we conclude that Ah is a valuation ring. It
also follows that (A \ {0})/A∗ → (Ah \ {0})/(Ah)∗ is bijective. This proves the
lemma for the inclusion A ⊂ Ah. To prove it for A ⊂ Ash we can use exactly
the same argument except we replace Algebra, Lemma 155.7 by Algebra, Lemma
155.11. Since Ash = (Ah)sh we see that this also proves the assertions of the lemma
for the inclusion Ah ⊂ Ash. □

124. Structure of modules over a PID

0ASL We work a little bit more generally (following the papers [War69] and [War70] by
Warfield) so that the proofs work over valuation rings.

Lemma 124.1.0ASM [War69, Corollary 1]Let P be a module over a ring R. The following are equivalent
(1) P is a direct summand of a direct sum of modules of the form R/fR, for

f ∈ R varying.
(2) for every short exact sequence 0 → A → B → C → 0 of R-modules such

that fA = A ∩ fB for all f ∈ R the map HomR(P,B) → HomR(P,C) is
surjective.

https://stacks.math.columbia.edu/tag/0ASK
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Proof. Let 0 → A → B → C → 0 be an exact sequence as in (2). To prove
that (1) implies (2) it suffices to prove that HomR(R/fR,B) → HomR(R/fR,C)
is surjective for every f ∈ R. Let ψ : R/fR→ C be a map. Say ψ(1) is the image
of b ∈ B. Then fb ∈ A. Hence there exists an a ∈ A such that fa = fb. Then
f(b − a) = 0 hence we get a morphism φ : R/fR → B mapping 1 to b − a which
lifts ψ.
Conversely, assume that (2) holds. Let I be the set of pairs (f, φ) where f ∈ R and
φ : R/fR→ P . For i ∈ I denote (fi, φi) the corresponding pair. Consider the map

B =
⊕

i∈I
R/fiR −→ P

which sends the element r in the summand R/fiR to φi(r) in P . Let A = Ker(B →
P ). Then we see that (1) is true if the sequence

0→ A→ B → P → 0
is an exact sequence as in (2). To see this suppose f ∈ R and a ∈ A maps to fb in
B. Write b = (ri)i∈I with almost all ri = 0. Then we see that

f
∑

φi(ri) = 0

in P . Hence there is an i0 ∈ I such that fi0 = f and φi0(1) =
∑
φi(ri). Let

xi0 ∈ R/fi0R be the class of 1. Then we see that
a′ = (ri)i∈I − (0, . . . , 0, xi0 , 0, . . .)

is an element of A and fa′ = a as desired. □

Lemma 124.2 (Generalized valuation rings).0ASN [War70]Let R be a nonzero ring. The
following are equivalent

(1) For a, b ∈ R either a divides b or b divides a.
(2) Every finitely generated ideal is principal and R is local.
(3) The set of ideals of R is linearly ordered by inclusion.

This holds in particular if R is a valuation ring.

Proof. Assume (2) and let a, b ∈ R. Then (a, b) = (c). If c = 0, then a = b = 0
and a divides b. Assume c ̸= 0. Write c = ua + vb and a = wc and b = zc. Then
c(1 − uw − vz) = 0. Since R is local, this implies that 1 − uw − vz ∈ m. Hence
either w or z is a unit, so either a divides b or b divides a. Thus (2) implies (1).
Assume (1). If R has two maximal ideals mi we can choose a ∈ m1 with a ̸∈ m2
and b ∈ m2 with b ̸∈ m1. Then a does not divide b and b does not divide a. Hence
R has a unique maximal ideal and is local. It follows easily from condition (1) and
induction that every finitely generated ideal is principal. Thus (1) implies (2).
It is straightforward to prove that (1) and (3) are equivalent. The final statement
is Algebra, Lemma 50.4. □

Lemma 124.3.0ASP [War70, Theorem 1]Let R be a ring satisfying the equivalent conditions of Lemma
124.2. Then every finitely presented R-module is isomorphic to a finite direct sum
of modules of the form R/fR.

Proof. Let M be a finitely presented R-module. We will use all the equivalent
properties of R from Lemma 124.2 without further mention. Denote m ⊂ R the
maximal ideal and κ = R/m the residue field. Let I ⊂ R be the annihilator of M .

https://stacks.math.columbia.edu/tag/0ASN
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Choose a basis y1, . . . , yn of the finite dimensional κ-vector space M/mM . We will
argue by induction on n.

By Nakayama’s lemma any collection of elements x1, . . . , xn ∈ M lifting the ele-
ments y1, . . . , yn in M/mM generate M , see Algebra, Lemma 20.1. This immedi-
ately proves the base case n = 0 of the induction.

We claim there exists an index i such that for any choice of xi ∈ M mapping to
yi the annihilator of xi is I. Namely, if not, then we can choose x1, . . . , xn such
that Ii = Ann(xi) ̸= I for all i. But as I ⊂ Ii for all i, ideals being totally ordered
implies Ii is strictly bigger than I for i = 1, . . . , n, and by total ordering once more
we would see that Ann(M) = I1∩ . . .∩ In is bigger than I which is a contradiction.
After renumbering we may assume that y1 has the property: for any x1 ∈M lifting
y1 the annihilator of x1 is I.

We set A = Rx1 ⊂ M . Consider the exact sequence 0 → A → M → M/A → 0.
Since A is finite, we see that M/A is a finitely presented R-module (Algebra, Lemma
5.3) with fewer generators. Hence M/A ∼=

⊕
j=1,...,mR/fjR by induction. On

the other hand, we claim that A → M satisfies the property: if f ∈ R, then
fA = A ∩ fM . The inclusion fA ⊂ A ∩ fM is trivial. Conversely, if x ∈ A ∩ fM ,
then x = gx1 = fy for some g ∈ R and y ∈ M . If f divides g, then x ∈ fA as
desired. If not, then we can write f = hg for some h ∈ m. The element x′

1 = x1−hy
has annihilator I by the previous paragraph. Thus g ∈ I and we see that x = 0 as
desired. The claim and Lemma 124.1 imply the sequence 0→ A→M →M/A→ 0
is split and we find M ∼= A⊕

⊕
j=1,...,mR/fjR. Then A = R/I is finitely presented

(as a summand of M) and hence I is finitely generated, hence principal. This
finishes the proof. □

Lemma 124.4.0ASQ [War70, Theorem 3]Let R be a ring such that every local ring of R at a maximal ideal
satisfies the equivalent conditions of Lemma 124.2. Then every finitely presented
R-module is a summand of a finite direct sum of modules of the form R/fR for f
in R varying.

Proof. Let M be a finitely presented R-module. We first show that M is a sum-
mand of a direct sum of modules of the form R/fR and at the end we argue the
direct sum can be taken to be finite. Let

0→ A→ B → C → 0

be a short exact sequence of R-modules such that fA = A ∩ fB for all f ∈ R. By
Lemma 124.1 we have to show that HomR(M,B)→ HomR(M,C) is surjective. It
suffices to prove this after localization at maximal ideals m, see Algebra, Lemma
23.1. Note that the localized sequences 0 → Am → Bm → Cm → 0 satisfy the
condition that fAm = Am ∩ fBm for all f ∈ Rm (because we can write f = uf ′

with u ∈ Rm a unit and f ′ ∈ R and because localization is exact). Since M is
finitely presented, we see that

HomR(M,B)m = HomRm
(Mm, Bm) and HomR(M,C)m = HomRm

(Mm, Cm)

by Algebra, Lemma 10.2. The module Mm is a finitely presented Rm-module. By
Lemma 124.3 we see that Mm is a direct sum of modules of the form Rm/fRm.
Thus we conclude by Lemma 124.1 that the map on localizations is surjective.

https://stacks.math.columbia.edu/tag/0ASQ
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At this point we know that M is a summand of
⊕

i∈I R/fiR. Consider the map
M →

⊕
i∈I R/fiR. Since M is a finite R-module, the image is contained in⊕

i∈I′ R/fiR for some finite subset I ′ ⊂ I. This finishes the proof. □

Definition 124.5.0ASR Let R be a domain.
(1) We say R is a Bézout domain if every finitely generated ideal of R is prin-

cipal.
(2) We say R is an elementary divisor domain if for all n,m ≥ 1 and every

n ×m matrix A, there exist invertible matrices U, V of size n × n,m ×m
such that

UAV =


f1 0 0 . . .
0 f2 0 . . .
0 0 f3 . . .
. . . . . . . . . . . .


with f1, . . . , fmin(n,m) ∈ R and f1|f2| . . ..

It is apparently still an open question as to whether every Bézout domain R is an
elementary divisor domain (or not). This is equivalent to the question of whether
every finitely presented module over R is a direct sum of cyclic modules. The
converse implication is true.

Lemma 124.6.0ASS An elementary divisor domain is Bézout.

Proof. Let a, b ∈ R be nonzero. Consider the 1 × 2 matrix A = (a b). Then we
see that u(a b)V = (f 0) with u ∈ R invertible and V = (gij) an invertible 2 × 2
matrix. Then f = uag11 + ubg21 and (g11, g21) = R. It follows that (a, b) = (f).
An induction argument (omitted) then shows any finitely generated ideal in R is
generated by one element. □

Lemma 124.7.0AST The localization of a Bézout domain is Bézout. Every local ring
of a Bézout domain is a valuation ring. A local domain is Bézout if and only if it
is a valuation ring.

Proof. We omit the proof of the statement on localizations. The final statement
is Algebra, Lemma 50.15. The second statement follows from the other two. □

Lemma 124.8.0ASU Let R be a Bézout domain.
(1) Every finite submodule of a free module is finite free.
(2) Every finitely presented R-module M is a direct sum of a finite free module

and a torsion module Mtors which is a summand of a module of the form⊕
i=1,...,nR/fiR with f1, . . . , fn ∈ R nonzero.

Proof. Proof of (1). Let M ⊂ F be a finite submodule of a free module F . Since M
is finite, we may assume F is a finite free module (details omitted). Say F = R⊕n.
We argue by induction on n. If n = 1, then M is a finitely generated ideal, hence
principal by our assumption that R is Bézout. If n > 1, then we consider the image
I of M under the projection R⊕n → R onto the last summand. If I = (0), then
M ⊂ R⊕n−1 and we are done by induction. If I ̸= 0, then I = (f) ∼= R. Hence
M ∼= R⊕Ker(M → I) and we are done by induction as well.
Let M be a finitely presented R-module. Since the localizations of R are maximal
ideals are valuation rings (Lemma 124.7) we may apply Lemma 124.4. Thus M is a
summand of a module of the form R⊕r⊕

⊕
i=1,...,nR/fiR with fi ̸= 0. Since taking

https://stacks.math.columbia.edu/tag/0ASR
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the torsion submodule is a functor we see that Mtors is a summand of the module⊕
i=1,...,nR/fiR and M/Mtors is a summand of R⊕r. By the first part of the proof

we see that M/Mtors is finite free. Hence M ∼= Mtors ⊕M/Mtors as desired. □

Lemma 124.9.0ASV Let R be a PID. Every finite R-module M is of isomorphic to a
module of the form

R⊕r ⊕
⊕

i=1,...,n
R/fiR

for some r, n ≥ 0 and f1, . . . , fn ∈ R nonzero.

Proof. A PID is a Noetherian Bézout ring. By Lemma 124.8 it suffices to prove
the result if M is torsion. Since M is finite, this means that the annihilator of
M is nonzero. Say fM = 0 for some f ∈ R nonzero. Then we can think of M
as a module over R/fR. Since R/fR is Noetherian of dimension 0 (small detail
omitted) we see that R/fR =

∏
Rj is a finite product of Artinian local rings Ri

(Algebra, Proposition 60.7). Each Ri, being a local ring and a quotient of a PID, is a
generalized valuation ring in the sense of Lemma 124.2 (small detail omitted). Write
M =

∏
Mj with Mj = ejM where ej ∈ R/fR is the idempotent corresponding to

the factor Rj . By Lemma 124.3 we see that Mj =
⊕

i=1,...,nj
Rj/f jiRj for some

f ji ∈ Rj . Choose lifts fji ∈ R and choose gji ∈ R with (gji) = (fj , fji). Then we
conclude that

M ∼=
⊕

R/gjiR

as an R-module which finishes the proof. □

One can also prove that a PID is a elementary divisor domain (insert future refer-
ence here), by proving lemmas similar to the following.

Lemma 124.10.0ASW Let R be a Bézout domain. Let n ≥ 1 and f1, . . . , fn ∈ R
generate the unit ideal. There exists an invertible n × n matrix in R whose first
row is f1 . . . fn.

Proof. This follows from Lemma 124.8 but we can also prove it directly as follows.
By induction on n. The result holds for n = 1. Assume n > 1. We may assume
f1 ̸= 0 after renumbering. Choose f ∈ R such that (f) = (f1, . . . , fn−1). Let A be
an (n − 1) × (n − 1) matrix whose first row is f1/f, . . . , fn−1/f . Choose a, b ∈ R
such that af − bfn = 1 which is possible because 1 ∈ (f1, . . . , fn) = (f, fn). Then
a solution is the matrix

f 0 . . . 0 fn
0 1 . . . 0 0

. . .
0 0 . . . 1 0
b 0 . . . 0 a




0
A

0
0 . . . 0 1


Observe that the left matrix is invertible because it has determinant 1. □

125. Principal radical ideals

0BWR In this section we prove that a catenary Noetherian normal local domain there
exists a nontrivial principal radical ideal. This result can be found in [Art86].

Lemma 125.1.0BWS Let (R,m) be a Noetherian local ring of dimension one, and let
x ∈ m be an element not contained in any minimal prime of R. Then
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(1) the function P : n 7→ lengthR(R/xnR) satisfies P (n) ≤ nP (1) for n ≥ 0,
(2) if x is a nonzerodivisor, then P (n) = nP (1) for n ≥ 0.

Proof. Since dim(R) = 1, we have dim(R/xnR) = 0 and so lengthR(R/xnR) is
finite for each n (Algebra, Lemma 62.3). To show the lemma we will induct on
n. Since x0R = R, we have that P (0) = lengthR(R/x0R) = lengthR0 = 0. The
statement also holds for n = 1. Now let n ≥ 2 and suppose the statement holds for
n− 1. The following sequence is exact

R/xn−1R
x−→ R/xnR→ R/xR→ 0

where x denotes the multiplication by x map. Since length is additive (Algebra,
Lemma 52.3), we have that P (n) ≤ P (n − 1) + P (1). By induction P (n − 1) ≤
(n− 1)P (1), whence P (n) ≤ nP (1). This proves the induction step.

If x is a nonzerodivisor, then the displayed exact sequence above is exact on the
left also. Hence we get P (n) = P (n− 1) + P (1) for all n ≥ 1. □

Lemma 125.2.0BWT Let (R,m) be a Noetherian local ring of dimension 1. Let x ∈ m
be an element not contained in any minimal prime of R. Let t be the number of
minimal prime ideals of R. Then t ≤ lengthR(R/xR).

Proof. Let p1, . . . , pt be the minimal prime ideals of R. Set R′ = R/
√

0 =
R/(

⋂t
i=1 pi). We claim it suffices to prove the lemma for R′. Namely, it is clear that

R′ has t minimal primes too and lengthR′(R′/xR′) = lengthR(R′/xR′) is less than
lengthR(R/xR) as there is a surjection R/xR → R′/xR′. Thus we may assume R
is reduced.

Assume R is reduced with minimal primes p1, . . . , pt. This means there is an exact
sequence

0→ R→
∏t

i=1
R/pi → Q→ 0

Here Q is the cokernel of the first map. Write M =
∏t
i=1 R/pi. Localizing at pj

we see that
Rpj →Mpj =

(∏t

i=1
R/pi

)
pj

= (R/pj)pj

is surjective. Thus Qpj
= 0 for all j. We conclude that Supp(Q) = {m} as m is the

only prime of R different from the pi. It follows that Q has finite length (Algebra,
Lemma 62.3). Since Supp(Q) = {m} we can pick an n≫ 0 such that xn acts as 0
on Q (Algebra, Lemma 62.4). Now consider the diagram

0 // R //

xn

��

M //

xn

��

Q //

xn

��

0

0 // R // M // Q // 0

where the vertical maps are multiplication by xn. This is injective on R and on M
since x is not contained in any of the pi. By the snake lemma (Algebra, Lemma
4.1), the following sequence is exact:

0→ Q→ R/xnR→M/xnM → Q→ 0

Hence we find that lengthR(R/xnR) = lengthR(M/xnM) for large enough n. Writ-
ing Ri = R/pi we see that length(M/xnM) =

∑t
i=1 lengthR(Ri/xnRi). Applying
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Lemma 125.1 and the fact that x is a nonzerodivisor on R and Ri, we conclude
that

nlengthR(R/xR) =
∑t

i=1
nlengthRi

(Ri/xRi)

Since lengthRi
(Ri/xRi) ≥ 1 the lemma is proved. □

Lemma 125.3.0BWU Let (R,m) be a Noetherian local ring of dimension d > 1, let
f ∈ m be an element not contained in any minimal prime ideal of R, and let
k ∈ N. Then there exist elements g1, . . . , gd−1 ∈ mk such that f, g1, . . . , gd−1 is a
system of parameters.

Proof. We have dim(R/fR) = d − 1 by Algebra, Lemma 60.13. Choose a sys-
tem of parameters g1, . . . , gd−1 in R/fR (Algebra, Proposition 60.9) and take lifts
g1, . . . , gd−1 in R. It is straightforward to see that f, g1, . . . , gd−1 is a system of
parameters in R. Then f, gk1 , . . . , gkd−1 is also a system of parameters and the proof
is complete. □

Lemma 125.4.0BWV Let (R,m) be a Noetherian local ring of dimension two, and let
f ∈ m be an element not contained in any minimal prime ideal of R. Then there
exist g ∈ m and N ∈ N such that

(a) f, g form a system of parameters for R.
(b) If h ∈ mN , then f +h, g is a system of parameters and lengthR(R/(f, g)) =

lengthR(R/(f + h, g)).

Proof. By Lemma 125.3 there exists a g ∈ m such that f, g is a system of param-
eters for R. Then m =

√
(f, g). Thus there exists an n such that mn ⊂ (f, g), see

Algebra, Lemma 32.5. We claim that N = n + 1 works. Namely, let h ∈ mN . By
our choice of N we can write h = af + bg with a, b ∈ m. Thus

(f + h, g) = (f + af + bg, g) = ((1 + a)f, g) = (f, g)
because 1 + a is a unit in R. This proves the equality of lengths and the fact that
f + h, g is a system of parameters. □

Lemma 125.5.0AXH Let R be a Noetherian local normal domain of dimension 2. Let
p1, . . . , pr be pairwise distinct primes of height 1. There exists a nonzero element
f ∈ p1 ∩ . . . ∩ pr such that R/fR is reduced.

Proof. Let f ∈ p1 ∩ . . . ∩ pr be a nonzero element. We will modify f slightly to
obtain an element that generates a radical ideal. The localization Rp of R at each
height one prime ideal p is a discrete valuation ring, see Algebra, Lemma 119.7 or
Algebra, Lemma 157.4. We denote by ordp(f) the corresponding valuation of f
in Rp. Let q1, . . . , qs be the distinct height one prime ideals containing f . Write
ordqj (f) = mj ≥ 1 for each j. Then we define div(f) =

∑s
j=1 mjqj as a formal

linear combination of height one primes with integer coefficients. Note for later
use that each of the primes pi occurs among the primes qj . The ring R/fR is
reduced if and only if mj = 1 for j = 1, . . . , s. Namely, if mj is 1 then (R/fR)qj is
reduced and R/fR ⊂

∏
(R/fR)qj as q1, . . . , qj are the associated primes of R/fR,

see Algebra, Lemmas 63.19 and 157.6.
Choose and fix g and N as in Lemma 125.4. For a nonzero y ∈ R denote t(y) the
number of primes minimal over y. Since R is a normal domain, these primes are
height one and correspond 1-to-1 to the minimal primes of R/yR (Algebra, Lemmas
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60.11 and 157.6). For example t(f) = s is the number of primes qj occurring in
div(f). Let h ∈ mN . By Lemma 125.2 we have

t(f + h) ≤ lengthR/(f+h)(R/(f + h, g))
= lengthR(R/(f + h, g))
= lengthR(R/(f, g))

see Algebra, Lemma 52.5 for the first equality. Therefore we see that t(f + h) is
bounded independent of h ∈ mN .
By the boundedness proved above we may pick h ∈ mN ∩ p1 ∩ . . . ∩ pr such that
t(f + h) is maximal among such h. Set f ′ = f + h. Given h′ ∈ mN ∩ p1 ∩ . . . ∩ pr
we see that the number t(f ′ + h′) ≤ t(f + h). Thus after replacing f by f ′ we may
assume that for every h ∈ mN ∩ p1 ∩ . . . ∩ pr we have t(f + h) ≤ s.
Next, assume that we can find an element h ∈ mN such that for each j we have
ordqj

(h) ≥ 1 and ordqj
(h) = 1 ⇔ mj > 1. Observe that h ∈ mN ∩ p1 ∩ . . . ∩ pr.

Then ordqj
(f + h) = 1 for every j by elementary properties of valuations. Thus

div(f + h) =
∑s

j=1
qj +

∑v

k=1
ekrk

for some pairwise distinct height one prime ideals r1, . . . , rv and ek ≥ 1. However,
since s = t(f) ≥ t(f +h) we see that v = 0 and we have found the desired element.
Now we will pick h that satisfies the above criteria. By prime avoidance (Algebra,
Lemma 15.2) for each 1 ≤ j ≤ s we can find an element aj ∈ qj such that aj ̸∈ qj′

for j′ ̸= j and aj ̸∈ q
(2)
j . Here q

(2)
j = {x ∈ R | ordqj (x) ≥ 2} is the second symbolic

power of qj . Then we take

h =
∏

mj=1
a2
j ×

∏
mj>1

aj

Then h clearly satisfies the conditions on valuations imposed above. If h ̸∈ mN ,
then we multiply by an element of mN which is not contained in qj for all j. □

Lemma 125.6.0AXI Let (A,m, κ) be a Noetherian normal local domain of dimension
2. If a ∈ m is nonzero, then there exists an element c ∈ A such that A/cA is
reduced and such that a divides cn for some n.

Proof. Let div(a) =
∑
i=1,...,r nipi with notation as in the proof of Lemma 125.5.

Choose c ∈ p1 ∩ . . . ∩ pr with A/cA reduced, see Lemma 125.5. For n ≥ max(ni)
we see that −div(a) + div(cn) is an effective divisor (all coefficients nonnegative).
Thus cn/a ∈ A by Algebra, Lemma 157.6. □

In the rest of this section we prove the result in dimension > 2.

Lemma 125.7.0BWW Let (R,m) be a Noetherian local ring of dimension d, let g1, . . . , gd
be a system of parameters, and let I = (g1, . . . , gd). If eI/d! is the leading coefficient
of the numerical polynomial n 7→ lengthR(R/In+1), then eI ≤ lengthR(R/I).

Proof. The function is a numerical polynomial by Algebra, Proposition 59.5. It
has degree d by Algebra, Proposition 60.9. If d = 0, then the result is trivial. If
d = 1, then the result is Lemma 125.1. To prove it in general, observe that there is
a surjection ⊕

i1,...,id≥0,
∑

ij=n
R/I −→ In/In+1
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sending the basis element corresponding to i1, . . . , id to the class of gi11 . . . gidd in
In/In+1. Thus we see that

lengthR(R/In+1)− lengthR(R/In) ≤ lengthR(R/I)
(
n+ d− 1
d− 1

)
Since d ≥ 2 the numerical polynomial on the left has degree d − 1 with leading
coefficient eI/(d−1)!. The polynomial on the right has degree d−1 and its leading
coefficient is lengthR(R/I)/(d− 1)!. This proves the lemma. □

Lemma 125.8.0BWX Let (R,m) be a Noetherian local ring of dimension d, let t be
the number of minimal prime ideals of R of dimension d, and let (g1, . . . , gd) be a
system of parameters. Then t ≤ lengthR(R/(g1, . . . , gn)).

Proof. If d = 0 the lemma is trivial. If d = 1 the lemma is Lemma 125.2. Thus
we may assume d > 1. Let p1, . . . , ps be the minimal prime ideals of R where the
first t have dimension d, and denote I = (g1, . . . , gn). Arguing in exactly the same
way as in the proof of Lemma 125.2 we can assume R is reduced.

Assume R is reduced with minimal primes p1, . . . , pt. This means there is an exact
sequence

0→ R→
∏t

i=1
R/pi → Q→ 0

Here Q is the cokernel of the first map. Write M =
∏t
i=1 R/pi. Localizing at pj

we see that
Rpj
→Mpj

=
(∏t

i=1
R/pi

)
pj

= (R/pj)pj

is surjective. Thus Qpj = 0 for all j. Therefore no height 0 prime of R is in
the support of Q. It follows that the degree of the numerical polynomial n 7→
lengthR(Q/InQ) equals dim(Supp(Q)) < d, see Algebra, Lemma 62.6. By Algebra,
Lemma 59.10 (which applies as R does not have finite length) the polynomial

n 7−→ lengthR(M/InM)− lengthR(R/In)− lengthR(Q/InQ)

has degree < d. Since M =
∏
R/pi and since n→ lengthR(R/pi+In) is a numerical

polynomial of degree exactly(!) d for i = 1, . . . , t (by Algebra, Lemma 62.6) we see
that the leading coefficient of n 7→ lengthR(M/InM) is at least t/d!. Thus we
conclude by Lemma 125.7. □

Lemma 125.9.0BWY Let (R,m) be a Noetherian local ring of dimension d, and let
f ∈ m be an element not contained in any minimal prime ideal of R. Then there
exist elements g1, . . . , gd−1 ∈ m and N ∈ N such that

(1) f, g1, . . . , gd−1 form a system of parameters for R
(2) If h ∈ mN , then f + h, g1, . . . , gd−1 is a system of parameters and we have

lengthRR/(f, g1, . . . , gd−1) = lengthRR/(f + h, g1, . . . , gd−1).

Proof. By Lemma 125.3 there exist g1, . . . , gd−1 ∈ m such that f, g1, . . . , gd−1 is
a system of parameters for R. Then m =

√
(f, g1, . . . , gd−1). Thus there exists

an n such that mn ⊂ (f, g), see Algebra, Lemma 32.5. We claim that N = n + 1
works. Namely, let h ∈ mN . By our choice of N we can write h = af +

∑
bigi with
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a, bi ∈ m. Thus

(f + h, g1, . . . , gd−1) = (f + af +
∑

bigi, g1, . . . , gd−1)
= ((1 + a)f, g1, . . . , gd−1)
= (f, g1, . . . , gd−1)

because 1 + a is a unit in R. This proves the equality of lengths and the fact that
f + h, g1, . . . , gd−1 is a system of parameters. □

Proposition 125.10.0BWZ [Art86, Lemma
3.14] has this result
without the
assumption that the
ring is catenary

Let R be a catenary Noetherian local normal domain. Let
J ⊂ R be a radical ideal. Then there exists a nonzero element f ∈ J such that
R/fR is reduced.

Proof. The proof is the same as that of Lemma 125.5, using Lemma 125.8 instead
of Lemma 125.2 and Lemma 125.9 instead of Lemma 125.4. We can use Lemma
125.8 because R is a catenary domain, so every height one prime ideal of R has
dimension d− 1, and hence the spectrum of R/(f + h) is equidimensional. For the
convenience of the reader we write out the details.

Let f ∈ J be a nonzero element. We will modify f slightly to obtain an element
that generates a radical ideal. The localization Rp of R at each height one prime
ideal p is a discrete valuation ring, see Algebra, Lemma 119.7 or Algebra, Lemma
157.4. We denote by ordp(f) the corresponding valuation of f in Rp. Let q1, . . . , qs
be the distinct height one prime ideals containing f . Write ordqj

(f) = mj ≥ 1
for each j. Then we define div(f) =

∑s
j=1 mjqj as a formal linear combination

of height one primes with integer coefficients. The ring R/fR is reduced if and
only if mj = 1 for j = 1, . . . , s. Namely, if mj is 1 then (R/fR)qj is reduced and
R/fR ⊂

∏
(R/fR)qj

as q1, . . . , qj are the associated primes of R/fR, see Algebra,
Lemmas 63.19 and 157.6.

Choose and fix g2, . . . , gd−1 and N as in Lemma 125.9. For a nonzero y ∈ R
denote t(y) the number of primes minimal over y. Since R is a normal domain,
these primes are height one and correspond 1-to-1 to the minimal primes of R/yR
(Algebra, Lemmas 60.11 and 157.6). For example t(f) = s is the number of primes
qj occurring in div(f). Let h ∈ mN . Because R is catenary, for each height one
prime p of R we have dim(R/p) = d. Hence by Lemma 125.8 we have

t(f + h) ≤ lengthR/(f+h)(R/(f + h, g1, . . . , gd−1))
= lengthR(R/(f + h, g1, . . . , gd−1))
= lengthR(R/(f, g1, . . . , gd−1))

see Algebra, Lemma 52.5 for the first equality. Therefore we see that t(f + h) is
bounded independent of h ∈ mN .

By the boundedness proved above we may pick h ∈ mN ∩ J such that t(f + h) is
maximal among such h. Set f ′ = f +h. Given h′ ∈ mN ∩J we see that the number
t(f ′ + h′) ≤ t(f + h). Thus after replacing f by f ′ we may assume that for every
h ∈ mN ∩ J we have t(f + h) ≤ s.

Next, assume that we can find an element h ∈ mN ∩J such that for each j we have
ordqj

(h) ≥ 1 and ordqj
(h) = 1 ⇔ mj > 1. Then ordqj

(f + h) = 1 for every j by
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elementary properties of valuations. Thus

div(f + h) =
∑s

j=1
qj +

∑v

k=1
ekrk

for some pairwise distinct height one prime ideals r1, . . . , rv and ek ≥ 1. However,
since s = t(f) ≥ t(f +h) we see that v = 0 and we have found the desired element.
Now we will pick h that satisfies the above criteria. By prime avoidance (Algebra,
Lemma 15.2) for each 1 ≤ j ≤ s we can find an element aj ∈ qj ∩ J such that
aj ̸∈ qj′ for j′ ̸= j. Next, we can pick bj ∈ J ∩ q1 ∩ . . . ∩ qs with bj ̸∈ q

(2)
j . Here

q
(2)
j = {x ∈ R | ordqj

(x) ≥ 2} is the second symbolic power of qj . Prime avoidance
applies because the ideal J ′ = J ∩ q1 ∩ . . . ∩ qs is radical, hence R/J ′ is reduced,
hence (R/J ′)qj

is reduced, hence J ′ contains an element x with ordqj
(x) = 1, hence

J ′ ̸⊂ q
(2)
j . Then the element

c =
∑

j=1,...,s
bj ×

∏
j′ ̸=j

aj′

is an element of J with ordqj
(c) = 1 for all j = 1, . . . , s by elementary properties

of valuations. Finally, we let

h = c×
∏

mj=1
aj × y

where y ∈ mN is an element which is not contained in qj for all j. □

126. Invertible objects in the derived category

0FNP We characterize invertible objects in the derived category of a ring.

Lemma 126.1.0FNQ Let R be a ring. The derived category D(R) of R is a sym-
metric monoidal category with tensor product given by derived tensor product and
associativity and commutativity constraints as in Section 72.

Proof. Omitted. Hints: The associativity constraint is the isomorphism of Lemma
59.15 and the commutativity constraint is the isomorphism of Lemma 59.14. Having
said this the commutativity of various diagrams follows from the corresponding
result for the category of complexes of R-modules, see Section 58. □

Thus we know what it means for an object of D(R) to have a (left) dual or to be
invertible. Before we can work out what this amounts to we need a simple lemma.

Lemma 126.2.0FNR Let R be a ring. Let F • be a bounded above complex of free R-
modules. Given pairs (ni, fi), i = 1, . . . , N with ni ∈ Z and fi ∈ Fni there exists a
subcomplex G• ⊂ F • containing all fi which is bounded and consists of finite free
R-modules.

Proof. By descending induction on a = min(ni; i = 1, . . . , N). If Fn = 0 for
n ≥ a, then the result is true with G• equal to the zero complex. In general, after
renumbering we may assume there exists an 1 ≤ r ≤ N such that n1 = . . . = nr = a
and ni > a for i > r. Choose a basis bj , j ∈ J for F a. We can choose a finite subset
J ′ ⊂ J such that fi ∈

⊕
j∈J′ Rbj for i = 1, . . . , r. Choose a basis ck, k ∈ K for

F a+1. We can choose a finite subset K ′ ⊂ K such that daF (bj) ∈
⊕

k∈K′ Rck for
j ∈ J ′. Then we can apply the induction hypothesis to find a subcomplex H• ⊂ F •

containing ck ∈ F a+1 for k ∈ K ′ and fi ∈ Fni for i > r. Take G• equal to H• in
degrees > a and equal to

⊕
j∈J′ Rbj in degree a. □
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Lemma 126.3.0FNS Let R be a ring. Let M be an object of D(R). The following are
equivalent

(1) M has a left dual in D(R) as in Categories, Definition 43.5,
(2) M is a perfect object of D(R).

Moreover, in this case the left dual of M is the object M∨ of Lemma 74.15.

Proof. If M is perfect, then we can represent M by a bounded complex M• of
finite projective R-modules. In this case M• has a left dual in the category of
complexes by Lemma 72.2 which is a fortiori a left dual in D(R).
Assume (1). Say N , η : R → M ⊗L

R N , and ϵ : M ⊗L
R N → R is a left dual as

in Categories, Definition 43.5. Choose a complex M• representing M . Choose a
K-flat complexes N• with flat terms representing N , see Lemma 59.10. Then η is
given by a map of complexes

η : R −→ Tot(M• ⊗R N•)
We can write the image of 1 as a finite sum

η(1) =
∑

n

∑
i
mn,i ⊗ n−n,i

with mn,i ∈Mn and n−n,i ∈ N−n. Let K• ⊂M• be the subcomplex generated by
all the elements mn,i and d(mn,i). By our choice of N• we find that Tot(K• ⊗R
N•) ⊂ Tot(M•⊗RN•) and η(1) is in the subcomplex by our choice above. Denote
K the object of D(R) represented by K•. Then we see that η factors over a map
η̃ : R −→ K ⊗L

R N . Since (1⊗ ϵ) ◦ (η ⊗ 1) = idM we conclude that the identity on
M factors through K by the commutative diagram

M
η⊗1

//

η̃⊗1 ((

M ⊗L
R N ⊗L

RM 1⊗ϵ
// M

K ⊗L
R N ⊗L

RM

OO

1⊗ϵ // K

OO

Since K is bounded above it follows that M ∈ D−(R). Thus we can represent
M by a bounded above complex M• of free R-modules, see for example Derived
Categories, Lemma 15.4. Write η(1) =

∑
n

∑
imn,i ⊗ n−n,i as before. By Lemma

126.2 we can find a subcomplex K• ⊂M• containing all the elements mn,i which is
bounded and consists of finite free R-modules. As above we find that the identity
on M factors through K. Since K is perfect we conclude M is perfect too, see
Lemma 74.5. □

Lemma 126.4.0FNT Let R be a ring. Let M be an object of D(R). The following are
equivalent

(1) M is invertible in D(R), see Categories, Definition 43.4, and
(2) for every prime ideal p ⊂ R there exists an f ∈ R, f ̸∈ p such that Mf

∼=
Rf [−n] for some n ∈ Z.

Moreover, in this case
(a) M is a perfect object of D(R),
(b) M =

⊕
Hn(M)[−n] in D(R),

(c) each Hn(M) is a finite projective R-module,
(d) we can write R =

∏
a≤n≤bRn such that Hn(M) corresponds to an invertible

Rn-module.

https://stacks.math.columbia.edu/tag/0FNS
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Proof. Assume (2). Consider the object RHomR(M,R) and the composition map
RHom(M,R)⊗L

RM → R

Checking locally we see that this is an isomorphism; we omit the details. Because
D(R) is symmetric monoidal we see that M is invertible.
Assume (1). Observe that an invertible object of a monoidal category has a left
dual, namely, its inverse. Thus M is perfect by Lemma 126.3. Consider a prime
ideal p ⊂ R with residue field κ. Then we see that M ⊗L

R κ is an invertible object
of D(κ). Clearly this implies that dimHi(M ⊗L

R κ) is nonzero exactly for one i and
equal to 1 in that case. By Lemma 75.7 this gives (2).
In the proof above we have seen that (a) holds. Let Un ⊂ Spec(R) be the union of
the opens of the form D(f) such that Mf

∼= Rf [−n]. Clearly, Un∩Un′ = ∅ if n ̸= n′.
If M has tor amplitude in [a, b], then Un = ∅ if n ̸∈ [a, b]. Hence we see that we have
a product decomposition R =

∏
a≤n≤bRn as in (d) such that Un corresponds to

Spec(Rn), see Algebra, Lemma 24.3. Since D(R) =
∏
a≤n≤bD(Rn) and similarly

for the category of modules parts (b), (c), and (d) follow immediately. □

127. Splitting off a free module

0GV7 The arguments in this section are due to Serre, see [Ser58].

Situation 127.1.0GV8 Here R is a ring and M is a finitely presented R-module. Denote
Ω ⊂ Spec(R) the set of closed points with the induced topology. For x ∈ Ω denote
M(x) = M/xM the fibre of M at x. This is a finite dimensional vector space over
the residue field κ(x) at x. Given s ∈M we denote s(x) the image of s in M(x).

Lemma 127.2.0GV9 In Situation 127.1 let x ∈ Ω. There exists a canonical short exact
sequence

0→ B(x)→M(x)→ V (x)→ 0
of κ(x)-vector spaces which the following property: for s1, . . . , sr ∈M the following
are equivalent

(1) there exists an f ∈ R, f ̸∈ x such that the map s1, . . . , sr : R⊕r → M
becomes the inclusion of a direct summand after inverting f , and

(2) s1(x), . . . , sr(x) map to linearly independent elements of V (x).

Proof. Define B(x) ⊂M(x) as the perpendicular of the image of the map
HomR(M,R)→ Homκ(x)(M(x), κ(x))

and set V (x) = M(x)/B(x). Then any R-linear map φ : M → R induces a map
φ : V (x)→ κ(x) and conversely any κ(x)-linear map λ : V (x)→ κ(x) is equal to φ
for some φ. Let s1, . . . , sr ∈M .
Suppose s1, . . . , sr map to linearly independent elements of V (x). Then we can
find φ1, . . . , φr ∈ HomR(M,R) such that φi(sj) maps to δij18 in κ(x). Hence the
matrix of the composition

R⊕r s1,...,sr−−−−−→M
φ1,...,φr−−−−−→ R⊕r

has a determinant f ∈ R which maps to 1 in κ(x) Clearly, this implies that
s1, . . . , sr : R⊕r →M is the inclusion of a direct summand after inverting f .

18Kronecker delta.

https://stacks.math.columbia.edu/tag/0GV8
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Conversely, suppose that we have an f ∈ R, f ̸∈ x such that s1, . . . , sr : R⊕r →M
is the inclusion of a direct summand after inverting f . Hence we can find Rf -
linear maps φi : Mf → Rf such that φi(sj) = δij ∈ Rf . Since HomR(M,R)f =
HomRf

(Mf , Rf ) by Algebra, Lemma 10.2 we conclude that we can find n ≥ 0 and
φ′
i ∈ HomR(M,R) such that φ′

i(sj) = fnδij ∈ R. It follows that s1, . . . , sr map to
linearly independent elements of V (x) as φ′

i(sj) = fnδij . □

In Situation 127.1 given s1, . . . , sr ∈ M we denote Z(s1, . . . , sr) ⊂ Ω the set of
x ∈ Ω such that s1(x), . . . , sr(x) map to linearly dependent elements of V (x). By
the lemma this is a closed subset of Ω.

Lemma 127.3.0GVA In Situation 127.1 let x1, . . . , xn ∈ Ω be pairwise distinct. Let
vi ∈ V (xi). Then there exists an s ∈M such that s(xi) maps to vi for i = 1, . . . , n.

Proof. Since xi is a maximal ideal of R we may use Algebra, Lemma 15.4 to see
that M(x1)⊕ . . .⊕M(xn) is a quotient of M . □

Proposition 127.4.0GVB [Ser58, Theorem 2]In Situation 127.1 assume Ω is a Noetherian topological
space. Let s1, . . . , sh ∈M . Let Z(s1, . . . , sh) ⊂ F ⊂ Ω be closed. Let x1, . . . , xn ∈ F
be pairwise distinct. Let vi ∈ V (xi). Let k ≥ 0 be an integer such that

(∗) h+ k ≤ dimκ(x) V (x) for all x ∈ Ω

Then there exist s ∈M and F ′ ⊂ Ω closed such that
(a) s(xi) maps to vi,
(b) Z(s1, . . . , sh, s) ⊂ F ∪ F ′, and
(c) every irreducible component of F ′ has codimension ≥ k in Ω.

Proof. We note that codimension was defined in Topology, Section 11 and that
we will use some results on Noetherian topological spaces contained in Topology,
Section 9.

The proof is by induction on k. If k = 0, then we choose s ∈M as in Lemma 127.3
and we choose F ′ = Ω.

Assume k > 0. By our induction hypothesis we may choose u ∈ M and G ⊂ Ω
closed satisfying (a), (b), (c) for s1, . . . , sh, F , x1, . . . , xn, v1, . . . , vn, and k − 1.

Let G = G1 ∪ . . . ∪Gm be the decomposition of G into its irreducible components.
If Gj ⊂ F , then we can remove it from the list. Thus we may assume Gj is not
contained in F for j = 1, . . . ,m. For j = 1, . . . ,m choose yj ∈ Gj with yj ̸∈ F and
yj ̸∈ Gj′ for j′ ̸= j. This is possible as there are no inclusions among the irreducible
components of G. Choose wj ∈ V (yj) not contained in the span of the images of
s1(yj), . . . , sh(yj); this is possible because h+ k ≤ dimV (yj) and k > 0.

Apply the induction hypothesis to the h + 1 sections s1, . . . , sh, u, the closed set
F ∪ G, the points x1, . . . , xn, y1, . . . , ym ∈ F ∪ G, the elements 0 ∈ V (xi) and
wj ∈ V (yj), and the integer k − 1. Note that we have increased h by 1 and
decreased k by 1 hence the assumption (∗) of the proposition remains valid. This
produces t ∈ M and H ⊂ Ω closed satisfying (a), (b), (c) for s1, . . . , sh, u, F ∪ G,
x1, . . . , xn, y1, . . . , ym, 0, . . . , 0, w1, . . . , wm, and k − 1.

Let H1, . . . ,Hp ⊂ H be the irreducible components of H which are not contained
in F ∪G. As before pick zl ∈ Hl, zl ̸∈ F ∪G and zl ̸∈ Hl′ for l′ ̸= l. Using Algebra,

https://stacks.math.columbia.edu/tag/0GVA
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Lemma 15.4 we may choose f ∈ R such that f(yj) = 1, j = 1, . . . ,m and f(zl) = 0,
l = 1, . . . , p. Claim: the element s = u+ ft works.

First, the value s(xi) agrees with u(xi) because t(xi) = 0 and hence we see that
s(xi) maps to vi. This proves (a). To finish the proof it suffices to show that every
irreducible component Z of Z(s1, . . . , sh, s) not contained in F has codimension ≥ k
in Ω. Namely, then we can set F ′ equal to the union of these and we get (b) and
(c). We can see that irreducible components Z of Z(s1, . . . , sh, s) of codimension
≤ k − 1 do not exist as follows:

(1) Observe that Z(s1, . . . , sh, s) ⊂ Z(s1, . . . , sh, u, t) = F ∪H as s = u + ft.
Hence Z ⊂ H.

(2) The irreducible components of H have codimension ≥ k − 1. Hence Z is
equal to an irreducible component of H as Z has codimension ≤ k − 1.
Hence Z = Hl for some l ∈ {1, . . . , p} or Z = Gj for some j ∈ {1, . . .m}.

(3) But Z = Gj is impossible as s1(yj), . . . , sh(yj) map to linearly independent
elements of V (yj) and s(yj) = u(yj) + f(yj)t(yj) = u(yj) + t(yj) maps to
an element of the form

linear combination images of si(yj) + wj

which is linearly independent of the images of s1(yj), . . . , sh(yj) in V (yj)
by our choice of wj .

(4) Also Z = Zl is impossible. Namely, again s1(zl), . . . , sh(zl) map to linearly
independent elements of V (zl) and s(zl) = u(zl) + f(zl)t(zl) = u(zl) maps
to an element of V (zl) linearly independent of those as zl ̸∈ F ∪G.

This finishes the proof. □

Theorem 127.5.0GVC [Ser58, Theorem 1]Let R be a ring whose max spectrum Ω ⊂ Spec(R) is a Noether-
ian topological space of dimension d <∞. Let M be a finitely presented R-module
such that for all m ∈ Ω the Rm-module Mm has a free direct summand of rank > d.
Then M ∼= R⊕M ′.

Proof. For m ∈ Ω suppose that R⊕r
m is a direct summand of Mm. Then by Algebra,

Lemmas 9.9 and 127.6 we see that R⊕r
f is a direct summand of Mf for some f ∈ R,

f ̸∈ m. Hence the assumption means that dimV (x) > d for all x ∈ Ω where
V (x) is as in Lemma 127.2. By Proposition 127.4 applied with F = ∅, h = 0 and
no si, n = 0 and no xi, vi, and k = d + 1 we find an s ∈ M and F ′ ⊂ Ω such
that every irreducible component of F ′ has codimension ≥ d + 1 and Z(s) ⊂ F ′.
Since d = dim(Ω) this forces F ′ = ∅. Hence s : R → M is the inclusion of a
direct summand at all maximal ideals. It follows that s is universally injective, see
Algebra, Lemma 82.12. Then s is split injective by Algebra, Lemma 82.4. □

128. Big projective modules are free

0GVE In this section we discuss one of the results of [Bas63]; we suggest the reader look
at the original paper. Our argument will use the slightly simplified proof given in
the papers [Aka70] and [Hin63].

Lemma 128.1 (Eilenberg’s lemma).0GVF [Bas63, Eilenberg’s
lemma]

If P ⊕Q ∼= F with F a nonfinitely generated
free module, then P ⊕ F ∼= F .

https://stacks.math.columbia.edu/tag/0GVC
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Proof.
F ∼= F ⊕ F ⊕ . . . ∼= P ⊕Q⊕ P ⊕Q⊕ . . . ∼= P ⊕ F ⊕ F ⊕ . . . ∼= P ⊕ F

□

Lemma 128.2.0GVG Let R be a ring. Let P be a projective module. There exists a free
module F such that P ⊕ F is free.

Proof. Since P is projective we see that F0 = P ⊕ Q is a free module for some
module Q. Set F =

⊕
n≥1 F0. Then P ⊕ F ∼= F by Lemma 128.1. □

Lemma 128.3.0GVH Let R be a ring. Let P be a projective module. Let s ∈ P . There
exists a finite free module F and a finite free direct summand K ⊂ F ⊕ P with
(0, s) ∈ K.

Proof. By Lemma 128.2 we can find a (possibly infinite) free module F such that
F ⊕ P is free. Then of course (0, s) is contained in a finite free direct summand
K ⊂ F ⊕ P . In turn K is contained in F ′ ⊕ P where F ′ ⊂ F is a finite free direct
summand. □

Lemma 128.4.0GVI Let R be a ring with Jacobson radical J such that R/J is Noether-
ian. Let P be a projective R-module such that Pm has infinite rank for all maximal
ideals m of R. Let s ∈ P and M ⊂ P such that Rs + M = P . Then we can find
m ∈M such that R(s+m) is a free direct summand of P .

Proof. The statement makes sense as Pm is free by Algebra, Theorem 85.4.
Denote M ′ ⊂ P/JP the image of M and s′ ∈ P/JP the image of s. Observe that
R/Js′ + M ′ = P/JP . Suppose we can find m′ ∈ M ′ such that R/J(s′ + m′) is a
free direct summand of M ′. Choose φ′ : P/JP → R/J which gives a splitting, i.e.,
we have φ′(s′ + m′) = 1 in R/J . Then since P is a projective R-module we can
find a lift φ : P → R of φ′. Choose m ∈M mapping to m′. Then φ(s+m) ∈ R is
congruent to 1 modulo J and hence a unit in R (Algebra, Lemma 19.1). Whence
R(s + m) is a free direct summand of P . This reduces us to the case discussed in
the next paragraph.
Assume R is Noetherian. Let m ∈M be an element and let φ1, . . . , φn : P → R be
R-linear maps. Denote

Z(s+m,φ1, . . . , φn) ⊂ Spec(R)
the vanishing locus of φ1(s+m), . . . , φn(s+m) ∈ R.
Suppose m is a maximal ideal of R and m ∈ Z(s, φ1, . . . , φn). Set K = M ∩⋂

Ker(φi). We claim the image of
K/mK → P/mP

has infinite dimension. Namely, the quotient P/K is a finite R-module as it is
isomorphic to a submodule of P/M ⊕ R⊕n. Thus we see that the kernel of the
displayed arrow is a quotient of TorR1 (P/K, κ(m)) which is finite by Algebra, Lemma
75.7. Combined with the fact that P/mP has infinite dimension we obtain our
claim. Thus we can find a t ∈ K which maps to a nonzero element t of the vector
space P/mP . By linear algebra, we find an R-linear map φ : P → κ(m) such that
φ(t) = 1. Since P is projective, we can find an R-linear map φ : P → R lifting
φ. Then we see that the vanishing locus Z(s + m + t, φ1, . . . , φn, φ) is contained
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in Z(s + m,φ1, . . . , φn) but does not contain m, i.e., it is strictly smaller than
Z(s+m,φ1, . . . , φn).

Since Spec(R) is a Noetherian topological space, we see from the arguments above
that we may find m ∈ M and φ1, . . . , φn : P → R such that the closed subset
Z(s+m,φ1, . . . , φn) does not contain any closed points of Spec(R). Hence Z(s+
m,φ1, . . . , φn) = ∅. Hence we can find r1, . . . , rn ∈ R such that

∑
riφi(s+m) = 1.

Hence

R
s+m−−−→ P

∑
riφi

−−−−−→ R

is the desired splitting. □

Lemma 128.5.0GVJ Let R be a ring with Jacobson radical J such that R/J is Noether-
ian. Let P be a projective R-module such that Pm has infinite rank for all maximal
ideals m of R. Let s ∈ P . Then we can find a finite stably free direct summand
M ⊂ P such that s ∈M .

Proof. By Lemma 128.3 we can find a finite free module F and a finite free direct
summand K ⊂ F ⊕ P such that (0, s) ∈ K. By induction on the rank of F we
reduce to the case discussed in the next paragraph.

Assume there exists a finite stably free direct summand K ⊂ R ⊕ P such that
(0, s) ∈ K. Choose a complement K ′ of K, i.e., such that R ⊕ P = K ⊕K ′. The
projection π : R ⊕ P → K ′ is surjectve, hence by Lemma 128.4 we find a p ∈ P
such that π(1, p) ∈ K ′ generates a free direct summand. Accordingly we write
K ′ = Rπ(1, p)⊕K ′′. We see that

R⊕ P = K ⊕K ′ = K ⊕Rπ(1, p)⊕K ′′

The projection π′ : P → K ′′ is surjective19 and hence split (as K ′′ is projective).
Thus Ker(π′) ⊂ P is a direct summand containing s. Finally, by construction we
have an isomorphism

R⊕Ker(π′) ∼= K ⊕Rπ(1, p)
and hence since K is finite and stably free, so is Ker(π′). □

Theorem 128.6.0GVK Commutative case
of [Bas63, Theorem
3.1]

Let R be a ring with Jacobson radical J such that R/J is
Noetherian. Let P be a countably generated projective R-module such that Pm has
infinite rank for all maximal ideals m of R. Then P is free.

Proof. We first prove that P is a countable direct sum of finite stably free modules.
Let x1, x2, . . . be a countable set of generators for P . We inductively construct
finite stably free direct summands F1, F2, . . . of P such that for all n we have that
F1 ⊕ . . . ⊕ Fn is a direct summand of P which contains x1, . . . , xn. Namely, given
F1, . . . , Fn with the desired properties, write

P = F1 ⊕ . . .⊕ Fn ⊕ P ′

and let s ∈ P ′ be the image of xn+1. By Lemma 128.5 we can find a finite stably
free direct summand Fn+1 ⊂ P ′ containing s. Then P =

⊕∞
i=1 Fi.

19Namely, if k′′ ∈ K′′ then k′′ viewed as an element of K′ can be written as k′′ = λπ(1, 0) +
π(0, q) for some λ ∈ R and q ∈ P . This means k′′ = λπ(1, p) + π(0, q − λp). This in turn means
that q − λp maps to k′′ by the composition P → R⊕ P

π−→ K′ → K′′ since K′ → K′′ annihilates
π(1, p).
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Assume that P is an infinite direct sum P =
⊕∞

i=1 Fi of nonzero finite stably
free modules. The stable freeness of the modules Fi will be used in the following
manner: the rank of each Fi is constant (and positive). Hence we see that Pm is free
of countably infinite rank for each maximal ideal m of R. By Lemma 128.4 applied
with s = 0 and M = P , we can find a t1 ∈ P such that Rt1 is a free direct summand
of P . Then t1 is contained in F1 ⊕ . . . ⊕ Fn1 for some n1 > n0 = 0. The same
reasoning applied to

⊕
n>n1

Fn produces an n1 < n2 and t2 ∈ Fn1+1 ⊕ . . . ⊕ Fn2

which generates a free direct summand. Continuing in this fashion we obtain a free
direct summand⊕

i≥1
ti :

⊕
i≥1

R −→
⊕

i≥1

⊕
ni≥n>ni−1

Fn = P

of infinite rank. Thus we see that P ∼= Q⊕F for some free R-module F of countable
rank. Since Q is countably generated it follows that Q⊕Q′ ∼= F for some module
Q′. Then the Eilenberg swindle (Lemma 128.1) implies that Q ⊕ F ∼= F and P is
free. □
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