
Variance of the test of Baek and Brock modified by Hiemstra and Jones

In this supplementary material, we present the variance of the statistics of Baek and Brock given
in eq. 32. We follow the approach of the appendix of Hiemstra and Jones article (Hiemstra & Jones,
1994) and we use notations of section 2.4. Firstly, let us define quantities
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such that the expression tested by Hiemstra and Jones (eq. 32) writes
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Under the assumptions that the underlying series are strictly stationary, weakly dependent, and
satisfy the mixing conditions of Denker and Keller (Denker & Keller, 1983), an expression for the
variance of the Baek and Brock test is given by

σ2(τ, L1, L2, r) = d.Σ.dT (SM.6)

where T is transposition, and with
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where wk = 1 + 1{k>1}, E denotes expected value and

A1,t = H1− C1 (SM.9)
A2,t = H2− C2 (SM.10)
A3,t = H3− C3 (SM.11)
A4,t = H4− C4. (SM.12)

A consistent estimator for d is given by
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Ĉ2
,− Ĉ1

Ĉ2
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with
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Using the results of Denker and Keller (Denker & Keller, 1983), and Newey and West (Newey & West,
1987), a consistent estimator of Σi,j is given by
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with

t = max(L1, L2) + k, ..., T − τ + 1 (SM.19)
n = T + 1− τ −max(L1, L2) (SM.20)
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where [.] denotes the integer part and
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for t, s = max(L1, L2) + 1, ..., T − τ + 1. Finally, a consistent estimator for σ2(τ, L1, L2, r) can be
expressed as

σ̂2(τ, L1, L2, r) = d̂(n).Σ̂(n).d̂(n)T . (SM.27)

For multidimensional estimator of eq. 33, replace Xf
2 by Xf
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p
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estimator.
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