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Abstract
The user’s behavior towards smartphone is not static and changes dynamically as the real world changes, depending on various
contextual patterns. Finding the latest behavioral rules is challenging because the smartphone log is incremented with the
user’s behavior, which is not static and changes daily. Previously, for mining, the latest user behavioral rules researchers have
used the recent log of static periods and considered it as the latest behavioral log; however those approaches create accuracy
and reliability problems because with time behavioral log keeps on updating and some user behaviors become outdated. On
the basis of user’s volatile behaviors toward smartphones, this study devises the issue of modeling an individual’s up-to-date
behavioral rules with their smart-phone interaction co-occurring patterns by incorporating the dynamically changing log
data. Proposed behavioral-based approach named “PredictionMiner” firstly, mines the dynamic log period which holds the
latest behavior of individual users by neglecting the outdated behaviors. Secondly, it extracts the individual latest smartphone
machine learning rules with co-occurring contextual patterns. By utilizing individualized co-occurring patterns with the
corresponding behavioral rules, the personalized context aware prediction model is built for predicting future smartphone
contextual behavioral activities. The proposed approach dynamically mines the latest machine learning rules and removes
the outdated rules making it more effective. To make this approach more relevant, real-world contextual notifications dataset
has been used. Our experiments and comparisons on each contextual dataset show that proposed rule discovery approach is
more adequate and accurate than base models.

Keywords Machine learning · Context-aware prediction · Behavioral modeling · Co-occurring patterns mining · Association
rule mining

1 Introduction

Recent smartphone advancements have enabled us to collect
users’ various behavioral activities on smartphones along
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with their related contextual information. We can save all
functions, such as mobile application usage, phone call
activities, notifications usage, social networking, and user
location, in the form of the corresponding log file. Using
public APIs on most smartphone platforms (Lee et al. 2022;
Belkhir et al. 2019), we can easily collect users’ contextual
data, which includes online activity, SMS and call behav-
iors, battery usage, and charging behavior. With the help
of these fine grained APIs, smartphone safety features have
also increased, making them less prone to different kinds of
attacks (Jiang et al. 2020).

The advancements in smartphones and their capability
to store such varied user activities (Sarker et al. 2018)
with related contexts enable the study of information-driven
smartphone usage behavior modeling and prediction. To
design a productive, context-specific user behavioral predic-
tion model, it is necessary to analyze an individual’s diverse
behaviors with their co-occurring patterns in multidimen-
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sional contexts. But, user behavior is not idle with time, it
can change depending on various factors, such as the user’s
location. The change in location can alter the context and
affect the way in which the user interacts with their smart-
phone. Previously statistical correlation functions were used
that demonstrate compelling correlations among different
numerical contexts such as sleep caliber and activity level
(Hao et al. 2013). The author has used static correlation fac-
tors, but the contexts and behavioral patterns do not remain
static; the user’s smartphone behaviors and contextual pat-
terns change over time and differ from user to user.

In this article, we focus on the symmetric yet equally
crucial problem of mining co-occurring patterns with a
personalized set of contemporary latest behavioral rules.
This modern approach utilizes an individual’s smartphone
context-based notifications data to structure a contextual
customized notifications interactive-based prediction model.
Using notifications data can enhance the effectiveness of our
approach, because the device’s notification log, is capable
of holding the individual smartphone interaction behavioral
activities in contrasting contexts.

1.1 Motivation

To create a user behavioral prediction model that is effective
and context-specific, it is important to analyze the individ-
ual’s various behaviors and patterns that occur together in
different situations. The predictor should be based on the
user’s most recent smartphone behaviors. However, user
behavior is not static over time. As time goes on, user behav-
ioral rules becomeoutdated and expire. This is because users’
behaviors towards smartphones change as their daily rou-
tines change, rendering previous prediction rules obsolete
which make prediction quiet inaccurate. It is imminent to
find the latest behaviors of user’s for accurate predictions.
Researchers have tried to incorporate this problem and used
the latest log of user’s data and consider it as recent behav-
ior of users. That approach works fine for some time but
as time goes by new log is added inclemently which makes
the old rules unrelated and prediction becomes wrong. Some
researchers have also tried to use a whole period of static data
for modeling smartphone user behavioral change but those
approaches creates a large amount of redundant and unneces-
sary rules which makes the extraction process inefficient and
incorrect. Therefore, to make accurate predictions, the pre-
dictor should work on the dynamic selection of latest period
of data with the capacity of generating compelling up to date
behavioral rules on the basis of user’s behavioral change. To
solve those problems in the proposed approach the dynamic
latest set of dynamic behavior-based rules are extracted with
their corresponding co-occurring patterns for different users.

2 Related work and problem statement

To develop a rule-based behavioral prediction model (Chen
and Li 2021), current researchers only use a fixed period
of time. In our previous work (Khan et al. 2022), we tried
to predict the ideal occasions at which notifications are
not interruptable for users. Many other authors have also
raised the issue that interruptions during ongoing tasks have
unfavorable impacts on user performance, such as reducing
task performance and affecting individuals’ emotional state
(Adamczyk and Bailey 2004; Boehm-Davis and Remington
2009). On the other hand, some interruptions are acceptable;
many studies show that different circumstances, such as the
type of major task, level of task engagement, and the time-
frame of interruptions, might influence the descriptiveness
of notifications (Monk et al. 2008). However, these studies
lose credibility because user behaviors change dynamically,
making it crucial to identify the ideal occasions when notifi-
cations are not interruptible. InWalsh et al. (2022), the author
explored smartphone notification content to place succeed-
ing Call-to-Action associated with them. The association
rule mining technique has been widely used to tackle these
kinds of problems, but the redundancy in the rules makes
it inefficient. In our study, we used the customized associa-
tion rule learning approach, where the redundancy of rules is
removed, and only high-quality rules are produced. We still
use association rule mining because recent studies suggest
that association and classification rule learning techniques
are widely used for finding rules from given datasets in the
field of machine learning and data mining (Han and Kamber
2011; Azuaje 2006). In Freitas (2000), it was said that deci-
sion trees could not ensure that the discovered classification
rules have high predictive efficiency and accuracy. The most
state-of-the-art algorithm for mining association rules was
proposed by Agrawal and Srikant (1994). In extension to the
proposedmodel,manyothermethodswere suggested tomine
association rules dynamically from databases, such as tree-
based (Visuri et al. 2019), Probability-based (Amornchewin
and Kreesuradej 2009; Thusaranon and Kreesuradej 2015),
pattern-based (Ünvan 2021; Zhiang et al. 2020), and three-
way decision-based (Zhang et al. 2014; Li et al. 2017). These
different techniques were developed to solve problems like
processing speed, for example, by making the mining proce-
dures efficient byminimizing the number of scans rather than
scanning the entire dataset, which contains the original log
with the additional chunk of the dataset. However, these tech-
niques did not take into account the relevance and newness
of the rules, i.e., producing an entire set of upgraded rules
depends on the user’s current and latest behaviors employing
their contextual smartphone notification log and neglecting
the rules that are obsolete and do not represent the user’s
behaviors.
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2.1 Static period dataset extraction problems

To model user behaviors from the static period of contextual
smartphone logs, several authors have contributed by using
different kinds of log files, such as smartphone application
records (Srinivasan et al. 2014; Liao et al. 2013), notifica-
tions (Walsh et al. 2022; Ibrahim et al. 2022), call histories
(Sarker and Kayes 2020), web browsing activity (Bordino
et al. 2012), game usage data (Zhang et al. 2014), sensor
data (Rawassizadeh et al. 2013;Mafrur et al. 2015) and smart-
phone contextual logs (Zhu et al. 2014) for different purposes.
For prediction purposes that either a user attend or did not
attend a call, a static data log starting in 2012 to June 2014
was used by Pielot (2014). In Sarker et al. (2016), researchers
used a smartphone call log from July 2014 to mid-October
2015 tomodel distinct smartphone user behaviors.Khan et al.
(2022) put forward a machine learning advanced user behav-
ioral model named the behavioral adversarial traversal tree,
experimenting on an individual’s real-life notification log
data collected for six months. Mafrur et al. (2015) used a life
sensing log of smartphones for two months to unveil user
behaviors for recognition services. For the modeling of user
preferences for customized context-aware recommendations,
Srinivasan et al. (2014), have also utilized the contextual data
of a three-month static period. It predicts that under certain
contexts,which app is preferredby an individual user.Mehro-
tra et al. (2016) used a static notification log that consists of
11,185 notifications. All the approaches we discussed were
used to model user phone usage behaviors utilizing the entire
smartphone dataset log for a static period. However, they did
not incorporate the latestness of user behavioral patterns uti-
lizing their smartphone log, which is crucial for predicting
user behaviors accurately and in which we are interested.

2.2 Dynamic period dataset extraction problems

Many researchers have used the latest smartphone dataset
to produce rules based on individuals’ latest behavior to
forecast their future behavior from entire historical logs. In
Visuri et al. (2019) authors try to incorporate the notifications
content and context information to develop the personal-
ized prediction model. The problem is the same; they also
use the latest static data log and consider it a user’s cur-
rent behavioral log. For instance, Sarker et al. (2016) utilized
the previous three months’ data as the current call log of a
user to develop a call proposition method for a customiz-
able speed call list. Likewise, in Sarker and Kayes (2020),
the researchers used the last 24h’ call record as the latest
record of the users to forecast the next calling pattern for
24h for a specific user. Although taking the latest log of
the data can show current behaviors, this approach may not
reflect the latest behavioral activities of the users, as user
behavior changes frequently over time in real life. Prob-

lem statement Providing a NotifyMiner dataset holding the
detailed multidimentional contexts with relevant notifica-
tion interaction behavioral activities of a specific smartphone
user. Our aim is to develop an approach which automatically
identify the user’s smartphone interaction behavioral change
and dynamically identify the ideal period of time which
holds the latest user latest behavior. The Proposed should
dynamically predict user behavior. So, unlike old methods,
in PredictionMiner, we present the latest rules-based sys-
tem that vigorously regulates the ideal period of the latest
notification log of individual users according to their lat-
est current behaviors. By using that latest behaviors-based
log, our approach removes the obsolete rules and produces
the current co-occurring patterns for individuals. Those co-
occurring patterns are based upon user’s latest smartphone
interactions by incorporating the notification’s log.

3 Research challenges andmain
contribution

Onechallengewe encounteredwhile initializing this research
was identifying the ideal period for behavioral extraction.
The ideal period is the time period in which we can expect
to find the user’s latest behaviors. The duration of this time
period is crucial for selecting valid latest rules. For instance,
if we take a brief time interval (e.g., two weeks of data) as
representative of an individual’s current behavior, there may
not be enough data occurrences to indicate significant behav-
ioral rules. behavioral rules with insufficient support are not
likely to be effective in representing user behavior (Sarker
et al. 2016). On the contrary, if we take behaviors over a
prolonged time interval (e.g., 8 months) as representative
of individual behavior, the support would be high, but the
behavioral variations will be greater. So, while these behav-
ioral variations in different contexts may have high support
value, they decrease the confidence value, and the rules may
lose validity because of a lower confidence threshold. There-
fore, the main challenge was to find the ideal time period that
holds the latest log of data.

Another challenge is selecting the machine learning
approach for extracting rules. Within the field of data min-
ing and machine learning (Sarker and Salim 2018), the most
commonly used approaches for extracting rules are classi-
fication rule mining and association rules mining. We have
chosen the association rule mining approach as compared to
the classification rule mining approach. The reason is that
in the classification approach that is used for rule mining
(e.g., decision-based tree), the set of rules produced does
not consider individual user-to-user preferences, resulting in
inflexible decision-making. Additionally, classification rule
mining approaches have less reliability and cannot assure that
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the produced set of rules will have high prediction accuracy
(Mehrotra et al. 2016; Freitas 2000).

Our key contribution is the development of a method,
PredictionMiner, for pattern mining services. Using min-
imal time resources, PredictionMiner runs on the entire
extracted dynamic latest notification data log and mines user
co-occurring patterns. The proposed approach is flexible in
permitting the addition of more newly generated contexts
and makes it easy to extract the user’s co-occurring patterns
or provide more comprehensive patterns affiliated with a cer-
tain type of context (e.g., temporal location, application type,
etc.). In the proposed approach, a favorable period of time is
dynamically determined for identifying the changing behav-
ior of individual users and setting a threshold for behavioral
change. If the varying behavioral limit for a specified user
is not reached, we consider it as no change in behavior, and
the whole smartphone notification log data will be utilized
to uncover the behavioral patterns. When the latest log data
has been identified in the proposed method, the old, outdated
rules are deleted, which do not represent the changing behav-
ior of the user. The major contributions of this work are:

• We proposed an approach that dynamically identifies the
co-occurring patterns of individual smartphone users on
the basis of collected notification log data.

• We devise a mechanism with which we can dynami-
cally find the Contemporary period of the latest log data
established on the behavior patterns changes of separate
smartphone users rather than the specific time slot.

• The proposed approach mines the compelling latest rules
representing the most delinquent behaviors of the users
towards their smartphone notifications.

• Unlike the old approached, in the proposed approach the
predictions are being done on the basis of user’s latest
smartphone interaction behaviors.

• The experiments are conducted on solitary real-world
notification datasets to assess our behavior modeling-
based method contrasting with subsisting core models
to exhibit the efficacy of the PredictionMiner in making
predictions.

The contents of the following article is organized in vari-
ous sections. Next, in Sect. 4, the main notions regarding the
proposed approach are presented. In Sect. 5, we describe our
methodology and provide details on how the algorithm is
employed. The results after the experiment will be discussed
thoroughly in Sect. 6. Last, Sect. 7 holds the conclusion.
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4 Materials andmethods

4.1 Definitions and discussions

The main notions regarding pattern mining with the latest
rules are discussed below.

Definition 1 Con ={ con1, con2, ....conn } indicates a set
of contexts occur together in different dimensions at a
given timestamp with their corresponding decisions; e.g.,
the contexts { Meeting,Messaging_app } → { Dismiss}
could be followed by { Meeting,Messaging_app, Colleague,
Wed[10:30-11:30] } → { Dismiss }Ṫhe contexts which are
output to base rules miner are the common co-occurring pat-
terns denoted in the form of association rules.

Definition 2 Let, c1 is the occasions count (logs) in the whole
set of notifications dataDS,which is sorted for the time being.
A current notifications dataset DScurrent is the subset of the
dataset which holds the utmost current details of DS on the
basis of timestamps of the range c2 whereas c2 ≤ c1. The
dynamic ideal time period of the dataset can be utilized to
identify the current rules for individual user’s that’s why
the proposed method must hold the capability to point out
individual behavioral changes from all the notifications logs
without making any predetermined suppositions.

Definition 3 ATheRule R1 can be considered as an outdated
rule if B1 is changed (different behavior) for that particu-
lar context A1 utilizing current log data Dcurrenti.e.,A1→B2

and B2 �=B1where B1 and B2 represents the current and past
behaviors .

Definition 4 A new latest rule is not a rule which is created
from an entire log of data; it is a rule which is created by
a current/recent log of data DScurrent. Let a rule X: M→N
be developed by employing the current log of user’s mobile
notifications DScurrent, in rule M denotes the user’s context-
sensitive details, and N represents the notification interaction
behaviors. Following ruleX can only be acknowledged as the
current behavioral rule Rcurrent if that rule has not been dis-
covered before from the entire notification data log.Although
DScurrent is the subdivision of the entire DS, so those rule
types cannot be uncovered by employing the whole notifi-
cation data-log for the reason of less confidence threshold
(assume 80%).

Definition 5 A robust rules governance is required to acquire
the entire set of up-to-date rules by not considering a few
suppositions regarding the time an individual user behavior
can change. Let, Xbasic is the set of rules originating from the
whole notification dataset DS, andYcurrent holds another rule-
set which is originated through the current data log DScurrent.
An entire list of current upgraded rules Zupdated ought to
be the combined result of those two rulesets, like, Zupdated

Fig. 1 Prediction miner algorithm

= combination ( Xbasic, Ycurrent ). Zupdated ruleset not only
contains prominent rules of individual smartphone users but
also shows the current updated behavioral patterns, which
can be suitable for modeling smartphone usage behaviors in
actual-world operations.

5 PredictionMiner approach

In the following section, we will discuss our prediction
miner approach step by step, starting with the procedure
of extracting the latest user behaviors and then mining the
co-occurring patterns to make individual smartphone user
behavioral predictions using their notification log data. The
proposed methodology is composed of two parts, as shown
in Fig. 1. The first part involves the process of extracting
the individual latest smartphone interactions, while the sec-
ond part includes the extraction of co-occurring patterns that
occur together.

The input to our approach is the real smartphone notifi-
cation log DS. After going through several processing steps,
the proposed method is capable of producing an entire set of
upgraded rules for individual users. Later, duplicate patterns
are removed using the pattern compression module.

5.1 Extracting preeminent period for latest data

The first step of the current pattern generation module is to
extract the ideal period from the current log. Since time has a
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significant impact on user behaviors (Halvey et al. 2006), we
initially divide the notification data log on aweekly basis. The
reason for selecting the weekly division is because individ-
uals’ behavior is likely to remain the same during the same
period of the week (Mon,..., Sunday).We assume that user
behavior will keep repeating (e.g., the office timing of the
user remains the same on all days of the week). The weeks
are divided in the week-wise data division, whereWk1 is ini-
tial week and Wkn is represented as the most current week,
which holds the user’s latest behaviors.

Algorithm 1 shows the context generation method. The
input includes week wised data Dweek= m1,m2, ...,mn ,
holds the collection of occasions with definite contexts and
resultant data in the form of an association-list assoclist. The
assoclist is a subset Dsub that holds the value of context. In
case the subset is not vacant, then we iteratively repeat it in
favor of every context and create associations by considering
each context based on the context precedence. After the list
is empty algorithm generates the list assoclist.

5.2 Behavioral clash calculation

Behavioral clash calculation is the most important part in
the process of identifying the behavioral change. After the

contexts are associated later, we calculate the behavioral
clash for every association among adjacent weeks. We start
from identifying the prominent behavior (which occurs max-
imum times) (Sarker et al. 2018). For a particular association
(e.g., morning, lab); we do not expect 100% user’s like
behavior meanwhile, we can consider it as 80% click, 60%
dismiss, and 50% deferred notifications so in this particu-
lar association, click ought to be the prominent behavior.
For finding the clash behavior, scanning will be initialized
by us from the utmost current week Wkn into preceding
weeks. Wkn−1,Wkn−2, ....,Wk1 individually determining
the behavior change for every context in adjoining weeks.
After determining whether there exists a behavioral clash or
not for every association created in the previous part, we
use Eq. 1, stated below, to compute the clash score. Here
assoctotal exhibits the complete count of associations deter-
mined from week Wkn and clashtotal denotes the complete
count of behavioral clashes exhibited by comparing against
arising associations in week Wkn .

ClashScore(%) = clashtotal
assoctotal

× 100 (1)
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Algorithm 2 shows the process for calculating the behav-
ioral clash score. For input, we take the adjoining weeks’
data into account: DTweek for week Wkn and DTweek2

for week Wk(n−1), each of them holds a set of instances
M1,M2, ....,Mn . The data output would be a behavioral
clash score in the form of parentage. From Algorithm 1, we
generate the contextual association; later, from Algorithm 2,
for every association, we examine whether prominent behav-
ior is similar or changing. If various prominent behaviors
changes are found, the behavioral clash score rises. The per-
centage (%) is calculated for the behavioral clash at that time.
Finally, algorithm 2 returns the behavioral clash score.

5.3 Data accumulation

Data accumulation is the last step in finding the preeminent
log of latest data, For data accumulation, the weekly data
depending upon identical behavioral patterns detected by
the behavioral clash is accumulated. Rather than probabil-
ity to determine the behavioral similarity, behavioral clash
score between two adjoining weeks is used because simi-
lar contextual information is not expected every week. In
case the behavioral clash score between two weeks is 0 (%),
it shows that the user behavioral pattern in both weeks is
almost the same (Sarker et al. 2017). We start to accumu-
late from the most current week Wkn to preceding week
[Wk(n−1),Wk(n−2), ....] until we get the prominent variation
in the behavioral clash score among two adjoiningweeks.We
then set the threshold for the current behavioral patterns. By
examining the comprehensive behavior in all the datasets, the
prominent change is met once it surpasses the average vari-
ations outcome. X total is the total behavioral clash score and
Noweeks is a total no of weeks in the dataset, subsequently
from Eq. 2, the average of a score can be defined as:

AverageScore = X total

NoWeeks
× 100 (2)

By accumulating the most latest four weeks’ data (from
Wk(n−3) up toWkn), Fig. 2 shows the current behavioral pat-
tern of an individual smartphone user. It exhibits that week
Wkn is the utmost latest week whereasWk(n−3) is a limit for
latest user behavior patterns, it is a behavioral pattern that
depends upon the relevant contexts before the weekWk(n−3)

(from Wk1 up to Wk(n−3)) are noted as a previous behavior.
The user behavior patterns after Wkn−3 before the utmost
latest week Wkn(starting Wk(n−3) to Wkn) are called as lat-
est behavior of a user. In case we notice no variation starting
fromWk1 log to the end of the logWkn then entire log behav-
ioral patterns are considered as the latest patterns instead
of promptly identifying the count of intervals initially, the
proposed algorithm interactively determines the preeminent
period of the latest log from an individual’s smartphone noti-

Fig. 2 Data accumulation example. Data Accumulation technique of
alike behavioral patterns for the identification of log data accommodat-
ing updating behavioral patterns

fications dataset. That’s why the weeks count and time limits
for the latest log will be inconsistent for every user depend-
ing upon how the user behavior changes in separate contexts
with the passage of time.

5.4 Machine learning-based latest rules generation

After the determination of the of the latest data log DSlatest ru
les will be generated using that log. For the rules production
wewill use our previousmachine learning rule-basedmethod
names behavioral adversarial traversal tree (Khan et al. 2022)
on the latest log. We are using that approach because that
approach generates more generalized rules as compared to
other approaches. For rules generation this approachfirst pro-
duces a tree based on the context precedence. When the tree
is generated, the rules are devised via traversing form the
root node to the node which make decisions. The nodes are
devised based on the presidence of contexts. To identify the
precedence of context, we first calculate the information gain
(Srinivasan et al. 2014), a statistical quality that computes
the entropy and then checks that at what degree the speci-
fied context distinguishes the practicing datasets into desired
behavior class present in the data log shown in eq 3.

M(N ) = −
∑

x∈X
p(x) log 2p(x) (3)

Here in Eq 3, N is the current data whose entropy is being
calculated, X is denoted as set of classes in N. The rules
produced from the following approach are easily understand-
able by humans. (relevantcontexts→humanbehavior). The rules
produced in this approach met a certain level of confidence
with less number of contexts.Whenmore number of contexts
are considered the proposed approach also able to meet that
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Fig. 3 Weighted patterns compression

expectation. In the proposed method the rules will be gener-
ated by considering the dynamic latest log of data DSlatest.
We merge the latest rule-set with the initial ruleset Rinitial.
For the generation of the initial ruleset we will use the same
approach as we have discussed above (Khan et al. 2022).
In the process of merging we will remove the expired rules
from Rinitial which can’t expresses the latest behavior of a
user. Same from ruleset Rlatest our method will also delete
the rules which are present in initial ruleset Rinitial. Thus,
as a result the complete updated set of latest rules will be
produced by merging the initial and the latest ruleset e.g.,
Rupdated = merger(Rinitial,Rlatest). Those updated rules will
be used later in the pattern compression module for the gen-
eration of the individual co-occurring patterns.

5.5 Weighted contextual patterns compression

Each latest rule is composed of contextual patterns that
happen simultaneously at a given timestamp, e.g., Time,
Location, apptype.In the course of the pattern extraction
procedure, we append the derived items like location con-
text, app-type context, relation context, and time slot context
shown in Fig. 3. The main reason is to produce more compre-
hensive rules where possible because the events always occur
in proper contexts and are different for different relations as
discussed previously. The preset sampling period introduced
for creating the itemset is 25 s. During extraction of patterns
rules, it is noted that due to the repeated nature of contex-
tual data, the pattern extraction leads to duplicate extractions,
e.g., if the time for sample is 25 s and the set of contexts Lab,
Lifestyleapp, friend→click in two months period occurs for
120 times then therewill be 220 such contexts. So, rather then
repeating the patterns, we compress the patterns by associat-
ing the weight with every pattern, signifying the number of
periods it iterates. The weighted patterns will be later used
for the process of generating the co-occurring patterns.

5.6 Co-occurring patterns generation

After the pattern compression, the proposedmethodproduces
frequent co-occurring patterns of all dimensions, represent-
ing which recent co-occurring context activities happen
simultaneously. During the pattern generation process a cer-
tain confidence threshold is introduced. A context can said
to be frequent if and only if it happens as equal to the
confidence threshold stated. For example, frequent contexts
are { Work, Entertainment_app, Netflix, Sat[slot1]}. From
those contexts, possible patterns are generated as long as it
surpasses the predefined confidence level. Another case of
an association rule from the previous example can be like
{Work, Entertainment_app, Netflix, Sat[slot]} →{dismiss};
the following rule can be able to predict if a user is
more lenient towards dismissing a notification when pro-
vided the latest context. Formally for pattern generation,
let Con= {Con1,Con2,Con3, ....,Conn} are the set of pat-
terns contexts, and domain Dm={d1, d2, d3, ...., dn} are the
designated fields. DS is the set of records from the notifica-
tion’s log, where each record of notification has a specific
event associated with it depending upon user behavior (i.e.,
deferred, reject, accept).

5.7 User behavioral prediction

The behavioral predictor helps us to understand the future
that in different circumstances how the user will interact
with different smartphone notifications. The rule set gener-
ated from a co-occurring pattern generation module can be
utilized for predicting the individual’s future behavior shown
in algorithm 3. For better prediction proposed approach is be
more helpful because it utilizes the latest individual behaviors
with the removal of repeated co-occurring patterns. Our pre-
diction engine takes contexts like (Afternoon, Lab) and the
resultant context which ought to be predicted, e.g., click as an
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input. While taking it as an input we look for the association
rules produced by PredictionMiner whose ascendants would
be a subset of the input contexts and subsequent is equivalent
to the destinated context class. An example of the matching
rule is: {afternoon,gmail}→click with confidence 0.8. The
list of predictions are returned based on multiple contexts
which are found in matching association rules. If we found
one more rule e.g., {Afternoon,calling_app} →{click}with
a confidence of 0.9, we return both the calling app and Gmail
as a candidate for sending notifications. Predicted contexts
ranking is dependent upon the declining order of confidence
score for every distinct prediction. During the prediction pro-
cess among all the rules which are matched those rules will
be considered whose confidence value is calculated as the
highest e.g., for rule.g. for rule{ afternoon, calling_ app}
confidence value would be 0.9 and for another rule {after-
noon,calling_app,mom_call}with a confidence of 0.9. if two
separate predictions confidence values become equal, those
rules are preferred, which holds more number of contexts.

6 Experimental evaluation and results

In this section, the performance comparison of the Predic-
tionMiner approach has been done for the validation of the
proposed method. Various experiments have been done on

individual mobile-phone notification data logs. In the exper-
imental section, we will answer the following questions for
the authentication of the proposed approach.
Q1:While producing the rules, is there any difference
between the PredictionMiner latest set of rules and the ini-
tial set of rules that originated from the entire smartphone
notification dataset?
Q2:What are some common sample patterns, and how can
they be used?
Q3:Is the prediction Miner Approach personalized? Using
the behavioral clash score, how can we find individuals’ pre-
eminent periods of recent notification logs?
Q4:Howeffective is our PredictionMiner approach, andwhat
are the precision-recall results for our predictions?
Toanswer the abovequestions, different kinds of experiments
are performed on real-life notification datasets of different
smartphone consumers. The notification datasets used in the
following experimentation are collected by individual smart-
phone user’s in the NotifyMiner project (Khan et al. 2022).
NotifyMiner dataset collectively holds the constraints like
device id, user id, app name, app type, seen time, arrival
time, user’s GPS location, user interaction, user condition,
and network usage. Those raw datasets have been used in
our experimentation section to validate our approach Pre-
dictionMiner. In order to evaluate our approach, we have
experimented with eight notification log datasets. The noti-
fication dataset contains 40,000 notifications, denoted as
USR01, USR02,...,USR08.

6.1 Rules discovery effect

To answer question no 1 in the first experiment, we have
checked whether the proposed approach has any effect
on the discovery of the latest rules or not. For this, we
have shown the rules production comparison between eight
datasets USR01, USR02...USR08 for a specific 75% confi-
dence threshold is shown in Fig. 4. For comparison purposes,
we have used the base model that holds the whole dataset
which means that if there is a little change in human behav-
ior the older ruleswill nullify the latest rules and our proposed
approach, which considers the vigorous latest log for a pre-
eminent period. By analyzing the results, it is seen that rules
produced from our method are more in count as compared to
the base model. The main reason behind it is that, in the base
model, the former adverse rules would invalidate the latest
rules if there is a change in human behavior. Whereas, in the
proposed approach, we determine the latest behavioral rules
based on the user-changing patterns in the dataset and pro-
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Fig. 4 Impact on the count of rules produced from the proposed method with the basic rules discovered from the base model

duce the entire set of current upgraded behavioral rules. So,
the rule count rises because newly discovered rules depend
on the user’s latest behavioral patterns.

6.2 Behavioral clash score effect on discovering
individual latest log

To identify the latest individual log in the following experi-
ment,wewill display the impact of the behavioral clash score.
This experiment will answer our question 3. Table 1 shows
the behavioral clash score for a sample user for every adjoin-
ing week.Wx denotes the latest week in the dataset. Upon
observing Table tab1, it is seen that the individual behavior
doesn’t remain the same over the time period. For the adjoin-
ing weeks in the start (Week [Wx ] to week [W(x−1)]) the
behavioral clash score is the same as zero because the behav-
ior is matched during those weeks in the same contexts. But
if we observe some adjoining weeks like (week [W(x−5)] to

Table 1 Sample user dataset (USR05) behavioral Clash Score Count

Adjoining weeks Behavioral clash
score (%)

Week [Wx ] to Week [W(x−1)] 0

Week [W(x−1)] to Week [W(x−2)] 0

Week [W(x−3)] to Week [W(x−4)] 0.23

Week [W(x−4)] to Week [W(x−5)] 1.45

Week [W(x−5)] to Week [W(x−6)] 2.98

Week [W(x−6)] to Week [W(x−7)] 0.52

Week [W(x−7)] to Week [W(x−8)] 3.33

Week [W(x−8)] to Week [W(x−9)] 4.78

Week [W(x−9)] to Week [W(x−10)] 1.10

Week [W(x−10)] to Week [W(x−11)] 2.22

Week [W(x−11)] to Week [W(x−12)] 4.96

week [W(x−6)]) the behavioral clash score is more than zero.
It’s because the user behavior is not matching under the same
contexts. For the individual dataset (USR5), the behavioral
clash score is not always zero. Using Eq. 2, we calculate the
average behavioral clash score as (1.95%) for an individual
using a real threshold value instead of assuming the random
threshold value. In Table tab1, it is identified that the user
behavioral patterns are the same from starting Wx to week
Wx−2 (≥1.95% ). For the particular user, a prominent change
has been seen between weeks [W(x−5)] to week [W(x−6)] we
can say that the last 7 weeks of the users is the latest log
period which can represent the latest updated behavior of the
user. In Fig. 6, it is shown that the clash score differs between
different users based on how consistent their behavior is. Fig-
ure5 shows that the user’s preeminent log period also differs
from each other based on their different behavioral patterns.
So, we figured out that using a static period of the log is not
the right option to model the individual’s smartphone usage
behaviors. The log period should be personalized based on
user characteristics. For prediction purposes, if the log period
is not correctly identified, the prediction of user behaviors
cannot be correct.

6.3 Co-occurring pattern generation

To answer question 2 in this experiment, we have visualized
some common co-occurring patterns from recent notifica-
tion logs of the sample users. We have visualized the smaller
portion of association rules produced through Prediction-
Miner. The sample user USR07 patterns are visualized in
Fig. 7. Figure7a shows the base patterns mined through the
co-occurring pattern generation module, and in Fig. 7b, we
have shown the detailed patterns of notification clicks. Each
matrix row shown in Fig. 7 represents the association rule.
The rules subsequent is represented along the row names,
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Fig. 5 Effect on Individual’s Preeminent Log varies between individuals

Fig. 6 Effect of behavioral clash score on individuals

Fig. 7 Co-occurring patterns of sample user USR07
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and the antecedent of the rules is mentioned along the col-
umn names. For every row, the cells can be colored if the
association rule ascendant is specified in the column and the
row specifies the subsequent. The cells’ color depends upon
the confidence value denoted as a percentage presented in
Fig. 7c. Figure7a presents the base patterns for prolonged
durational contexts for a sample user; it shows the base pat-
terns for prolonged durational contexts for a sample user,
such as calling patterns at different locations. For the follow-
ing patterns generation, 1% threshold level of support is used.
The first rule indicates the sample rule that a user uses app
when the location is class; also, the user is more likely to use
apps in the evening time in cell ID C2. While we move along
to cell ID C2, we see that a user is also more prone to use the
appwhen he is in ameeting or in themorning time. Similarly,
if we move along row 16, we can see that when the location
is outside user became more attentive towards different kind
of apps. Figure7b shows the click patterns for a sample user.
We have selected the click pattern because, right now, we are
more interested in the occasions at which the user is more
likely to click the notifications, as it can help us to predict
the user’s future behaviors precisely. The click patterns could
be used to preload the specific notifications when the ideal
occasion is met. We see that the user-click ratio increases
towards different apps when the time is morning or evening.
Similarly, a user mostly clicks on the calls if they are from B
or H relations. In the next part, we will show how the mined
co-occurring patterns can help predict user future notifica-
tion interactions. of social apps, i.e., Instagram, Fitness, etc.
Those patterns can be utilized in various applications, like
(1) pre-loading specific app types based on user temporal
locations and (2) pre-loading specific app notifications when
the user is more prone to attend them.

Figure7b shows the click patterns for a sample user. We
have selected the click pattern because, right now, we are
more interested in the occasions at which the user is more
likely to click the notifications, as it can help us to predict
the user’s future behaviors precisely. The click patterns could
be used to preload the specific notifications when the ideal
occasion is met. We see that the user-click ratio increases
towards different apps when the time is morning or evening.
Similarly, a user mostly clicks on the calls if they are from B
or H relations. In the next part, we will show how the mined
co-occurring patterns can help predict user future notification
interactions.

6.4 Predictions precision recall trade off

To answer question 4 in the following experiment, we will
check the precision-recall tradeoff of our predictions. For it,
we have selected a use case in which we check for an app and
its click prediction. We employed quality evaluation metrics

from the classification literature to assess the accuracy of
click prediction.

• Precision: The portion of time the user clicks on the spec-
ified notifications to complete his task.

• Recall: The proportion of the time the notifications are
shown to the user.

Contrarily, the lower precision results in higher recall results.
In this experiment, we have introduced the higher confidence
rank threshold to represent whether the user has clicked or
not clicked the notification.When the confidence threshold is
low, it produces an increased recall, and if a higher confidence
threshold is high, the precision will be higher.

To evaluate the following tradeoff, we again run our Pre-
dictionMiner method on the longitudinal trace of recorded
data with notification click record via increasing the confi-
dence threshold value. In Fig. 8a and b, we have shown the
click predictions by introducing different supports. In Fig. 8c
we have shown the dismiss predictions by introducing differ-
ent supports. Fig. 8a–c shows that the prediction based on the
latest co-occurring patterns outperformed most base models
depending upon the area matric below the recall prediction
curve. While making predictions, it is noted that generally,
more than 55% time, we accomplish 89–110% betterment in
precision compared with base model predictors in predicting
the upcoming app is clicked or dismissed. The reason is we
have used the dynamic latest behavioral co-occurring pat-
terns of the users, while the base model doesn’t consider the
recentness of the user behavioral patterns. The most signifi-
cant challenge in the rule mining methods is the selection of
suitable support for devising patterns. Figure8a and b shows
the impact of the utter support on the PredictionsMiner click
predictions. As the support decreases from 20–5, we have
noticed a 4–5% improvement in predictions. Thus, it could
be potentially useful to mine patterns that could occur only
5 times to improve prediction accuracy.

6.5 Efficiency analysis and comparison

To answer question 5, in this section we are going to analyze
our approach’s efficiency. We will analyze the efficiency of
our proposed approach by measuring the error rate (%) and
prediction coverage (%) and by comparing it with state of
the art model for delivering context-specific notifications.
Figures9 and 10 present the outcome for both approaches
with a specific confidence threshold (80%).We have shown
the prediction results of individual users by utilizing their
datasets. From Figs. 9 and 10, we have found out that our
approach consistently shows better results comparedwith the
base model for predicting smartphone interaction behavior.

Aswe have discussed before, themain reason is in the base
model; the rules are not the latest according to user’s current
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Fig. 8 Precision-recall tradeoff for click and dismiss notification predictions using co-occurring patterns

Fig. 9 Proposed method and base model efficiency comparison with
regard to error rate (%)

behavior.We have noticed that while making predictions, the
error rate is quite high; our proposed approach solves that
problem by generating the rules that are dependent upon the
user’s latest behavioral patterns. It makes our method more
productive and reliable by expanding prediction coverage
and reducing the errors.

7 Discussion

Generally, our proposedmachine learning rules-basedmodel
is totally personalized and exhibits the individual’s current
behaviors by utilizing their latest smartphone notifications
log. From literature review we have analyzed that this
approach is one of its kind that considers the dynamic data log
for the purpose of mining the up-to-date individual behav-
ioral rules. By comparing with previous approaches that

Fig. 10 Proposed method and base model efficiency comparison with
regard to prediction coverage (%)

uses the fixed period of log data(discussed in “related work
and problem statement” section) it is seen that the proposed
rule-based approach is more effective for predicting the indi-
vidual user’s smartphone interaction patterns. The proposed
approach not only reduced the error-rate but also increases
the prediction coverage as shown in Figs. 9 and 10.

Identification of the behavioral change of individuals is
another key contribution of our work. The preeminent period
of time for data log collection is dynamically devised based
on the individuals behavioral change. The preeminent time
period is different for different individuals based on their
behavioral change. If overall the user behavior is not changed
then all the log data will be considered as the recent log
period, which makes this approach quite different compared
to old approaches which considered only latest log of two
to five months and consider it as a recent behavioral log of
individuals.
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Another finding of this study is the detection of the
outdated behavioral rules which do not depict the latest
behavioral patterns of individuals. As discussed the user
behaviors towards smartphones does not remain static and
they change over time making the user behavioral rules out-
dated and not interesting for the users. If those rules have not
been detected and removed they makes the ruleset unnec-
essarily large and decrease its effectiveness. Our approach
keeps on updating the behavioral rules. It removes the expired
rules which do not depict the individuals latest behavioral
patterns that, make proposed approach very much effective
shown in Figs. 5 and 6.

Another key finding of this study is to remove the redun-
dancy among the latest behavioral rules. In the rule extraction
process, some redundant rules are extracted, which makes
the rules extraction process pointless and creates reliability
problems. It also makes decision-based problems more com-
plex. The weighted pattern compression module associates
the weight to each rules and helps us in discovery of the
redundant rules and remove them on the basis of the thresh-
old.

The recent co-occurring patterns generation module helps
us to get more insight of understanding the user interac-
tion with a smartphone in different contexts. The current
co-occurring patterns helps to find the contexts which occa-
sionally occur for the specified user. Those co-occurring pat-
terns later helps in making the future behavioral predictions
of individual users that during the following circumstances
how user will interact with their smartphones. This recent
co-occurring patterns generation makes the prediction pro-
cess more accurate and improve the result as shown in the
Figs. 7a and b and 8a and b, which is another finding of this
study.

As the center of attention of this work is to produce the
updated behavioral rules of individuals so, rather than the
incremental data we have processed the entire dataset. The
reason behind it is that the behavioral change threshold will
not be reached if we use the incremental data of small period.
In addition to smartphone, the proposed up-to-date rules-
based approach can also be used for stock exchange updated
trends-based prediction, current trend-based jobmarket anal-
ysis, updated trend-based medical health care systems and
many relevant areas where human recent interests and fond-
ness is entangled.

8 Conclusion

In this research, we have proposed a novel PredictionMiner
approach for mining the latest frequently co-occurring pat-
terns. Later, we have utilized those patterns for mining user’s
future behavioral predictions. For this purpose, we studied
the different user behavioral aspects: (1) Volatility in user

behaviors.(2) Determined the preeminent period of the lat-
est notification logs data. (3) Identified and removed expired
rules which cannot represent the current user’s behavioral
activities. (4) Discovered the new latest user behavioral rules
and using these rules mining the frequently co-occurring
patterns. (5) By using the extracted co-occurring patterns
later mining of user’s behavioral predictions. The rule set
we concluded not just contains the notable rules of spe-
cific smartphone users from all the notification data logs,
but also includes their current behavioral patterns. The lat-
est behavioral patterns exhibit the latest behavior of the user,
that allowed us to make exact user behavioral predictions.
However, we have used the individual notifications log data
to demonstrate our method; the Following approach can also
be applied to diverse application domains of natural life.

In our future work, we plan to discover different research
directions for improving the PredictionMiner. We will
explore the co-occurring patterns of events over larger time
period intervals. We may plan to execute our context predic-
tionmethod comparison with other classifier-basedmethods,
which are being widely used and have the ability to trade
off precision and recall. Accessing the exact timing of user
smartphone interactions and delivering customized notifica-
tions following approach can also play a vital role.
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