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Abstract

Counterfactuals are central in causal human reasoning and the scientific discovery process. The
uplift, also called conditional average treatment effect, measures the causal effect of some action, or
treatment, on the outcome of an individual. This paper discusses how it is possible to derive bounds
on the probability of counterfactual statements based on uplift terms. First, we derive some original
bounds on the probability of counterfactuals and we show that tightness of such bounds depends on
the information of the feature set on the uplift term. Then, we propose a point estimator based on
the assumption of conditional independence between the counterfactual outcomes. The quality of
the bounds and the point estimators are assessed on synthetic data and a large real-world customer
data set provided by a telecom company, showing significant improvement over the state of the art.

Contributions

The contributions of this paper are as follow:

e A set of original bounds on the probability of counterfactuals, expressed in terms of the uplift
quantity.

e A formal derivation of the relationship between our original bounds and the state-of-the-art
Frechet bounds derived by Tian & Pearl (2000).

A point estimator of the counterfactual probabilities based on the conditional independence
assumption.

A hierarchical Bayesian model for simulating counterfactual settings and assessing the accu-
racy of the sample version of the derived bounds.

e A real-world assessment of the proposed bounds with a large data set of customer churn
campaigns and a discussion of the potential benefits.



Simulated examples indicate that the proposed bounds typically provide a significant improvement
over the state of the art, and that the point estimator provides a good approximation of the true
counterfactual probability even when the underlying assumption is not respected.

Related work

The probability of necessity and sufficiency (PNS) as presented by Pearl (2009, p. 286) is one
of the four counterfactual probabilities that we consider in this paper. Seminal works on partial
counterfactual identification include (Balke & Pearl, 1994) and (Tian & Pearl, 2000). The PNS
conditioned on a set of covariates z is called z-specific PNS in (Li & Pearl, 2019). The main focus
of Li & Pearl (2019) is the estimation of the benefit generated by a customer retention campaign
when the different types of customers have different values. In (Li & Pearl, 2021), the authors
further refine the bounds on the campaign benefit based on causal assumptions derived from causal
diagrams.

Mueller et al. (2021) derived tighter bounds on the PNS for a variety of causal diagrams, such as
with sufficient covariates or with a mediator variable. In particular, Theorem 5 in (Mueller et al.,
2021) is formally very close to the bounds we develop in this paper, although they consider a set
of discrete covariates, whereas we use uplift modeling which allows for arbitrary high-dimensional
covariate sets. Zhang et al. (2022) express the problem of bounding the probability of counterfac-
tuals into polynomial programming, providing tight bounds for any causal graph and combination
of experimental and observational data.

Our approach in this paper differs from Mueller et al. (2021) and Zhang et al. (2022) in that we
make very few causal assumptions (only that the treatment is randomized), but we suggest uplift
modeling as a powerful way to estimate conditional probabilities, and we analyze the impact of
mutual information between the conditioning set and the potential outcomes.

Past submissions

This paper is the revised version of our original submission to the MLJ special issue on the Foun-
dations of Data Science!. The manuscript has been significantly improved following the reviewers’
comments. In particular, we developed further our theoretical contributions on bounding and ap-
proximating the probability of counterfactuals (Sections 4 and 5). We added two theorems to set
these results on firm theoretical grounds. We separated the general results from their applications
to customer churn, which required changing the name of the manuscript to “Partial counterfactual
identification and uplift modeling: theoretical results and real-world assessment”. Most of the text
has been updated to improve clarity, and a sensitivity analysis has been added in Section 6.
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