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Abstract: Algorithms for numeric data classification have been applied
for text classification. Usually the vector space model is used to represent
text collections. The characteristics of this representation such as sparsity
and high dimensionality sometimes impair the quality of general-purpose
classifiers. Networks can be used to represent text collections, avoiding
the high sparsity and allowing to model relationships among different
objects that compose a text collection. Such network-based
representations can improve the quality of the classification results. One
of the simplest ways to represent textual collections by a network is
through a bipartite heterogeneous network, which is composed of objects
that represent the documents connected to objects that represent the terms.
Heterogeneous bipartite networks do not require computation of
similarities or relations among the objects and can be used to model any
type of text collection. Due to the advantages of representing text
collections through bipartite heterogeneous networks, in this article we
present a text classifier which builds a classification model using the
structure of a bipartite heterogeneous network. Such an algorithm,

referred to as IMBHN (Inductive Model Based on Bipartite



Heterogeneous Network), induces a classification model assigning
weights to objects that represent the terms for each class of the text
collection. An empirical evaluation using a large amount of text
collections from different domains shows that the proposed IMBHN
algorithm produces significantly better results than k-NN, C4.5, SVM,
and Naive Bayes algorithms.
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