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Research Questions
Q1. Poor Maintainability

Fig.1. Layout-aware programming for AvgPool in TensorFlow (with the 
layout-dependent lines shown in red). 

Library have layout conventions, while applications 
have no restrictions on layout, so a lot of layout-
related code needs to be developed.

Q2. Lost opportunity for layout optimization.

Fig.2. Layout conversion is done by operators, because the layout 
of the application can only be determined at runtime.

Lost layout optimization opportunities, such as 
redundant layout transition operations. 。



Insights & Solution

Fig.1. Layout-aware programming for AvgPool in TensorFlow (with the 
layout-dependent lines shown in red). 

Fig.3. Layout-oblivious programming for AvgPool in VTensor (blue lines 
are auto-generated, orange lines are VTensor API calls). 



Design and Experimentation

Fig.5. Comparison of LOC when writing an operator using 
VTensor/TensorFlow framework.

Fig.6. Inference latency of TensorFlow/VTensor on CPU platform.

Experimental results: 
• VTensor can reduce the LOC 

of writing a new operation by 
47.82% on average.

• VTensor improve the overall 
performance by 18.65%, on 
average.

Fig.4. The VTensor framework overview.



Conclusions
• The library has a convention on the layout but the application has 

no restrictions, resulting in the following problems:
– Poor Maintainability
– Lost opportunity for layout optimization.

• Insight: The application layer uses the mathematical semantics of 
tensors, while the library uses the physical semantics of tensors.
– Use the idea of polymorphism

• Contribution
– Propose a new programming abstraction that decouples operator developers from 

tensor layouts.
– Propose a new layout parsing mechanism for automatically mapping virtual 

tensors to physical tensors.
– Taking advantage of the fact that VTensor layout resolution happens at runtime, 

uncovers new opportunities for layout optimization.



Conclusions
• Experimental results

– VTensor can reduce the LOC of writing a new operation by 47.82% on average.
– VTensor improve the overall performance by 18.65%, on average.

• Future work
– Modify the layout optimization algorithm with the goal of minimizing layout 

transition time.
– Abstracts the layout of sparse tensors and integrates the VTensor idea into the 

compiler as an intermediate representation.
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