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Research Objectives

• Graphs can be very large

– Billions of users in social networks

• Stringent Latency requirements

– Power grid cascading failure prediction

• High Throughput requirements

– E-commerce analysis on shopping season
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Combination

GCNs are popular but poses a great challenge to the processing hardware

GCN accelerators failed to exploit all the opportunity of data reuse

A typical GCN accelerator

Optimizing memory access 
efficiency is the key to energy 
efficiency for GCN accelerators



Research Method

• Define the optimization problem and build analytical models for memory 
accesses

• Develop two algorithms to solve the problem



Research Results

GShuttle reduces DRAM accesses up 
to a factor of 1.7X compared to the 

SOTA approaches

GShuttle improves energy efficiency 
by 1.4X compared to the SOTA 

approaches



Research Conclusions

• GShuttle can  find the optimal design variables of 

GCN dataflow under certain design constraints.

• The results show that GShuttle could significantly 

reduce the number of DRAM and SRAM accesses for 

GCN Accelerators.

• we expect that GShuttle can be applied to many 

existing GCN accelerators such as HyGCN and AWB-

GCN.


