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The algorithm SALSA in this paper is used to
solve the following problem

{t1, @2} = arg min [Awfl; +[[(1 = A)well, (1)
sit. @ = FrFT_op (w1) + ISTFT (w3) (2)

For the sake of simplicity, we replace FrFT_,p,;
with ®;* and ISTFT with ®,*. As follows

{t1, @2} = arg min [Aw]l; +[[(1 = A)well; (3)
st. x =" (wy) + P2 (w2) (4)

We consider the optimization problem by
the alternating direction method of multipliers
(ADMM), which use iterative methods to solve
problems. As is shown in the following

Initialize : p > 0,d;,i = 1,2
argmin [[Axuq ||, +[[(1 = A) * ua||,

Wi, Usg
+pn fluy —wy — d1||§
2
+h2 [Jug — w2 — da5 (5)

Wy, Uy
such.that : © = ®Jw; + P3wo
di = di — (ug —wy)
dy = dy — (uz — wy)

Repeat

To alternate between w and u minimization, we

Email:

obtain the algorithm.

Initialize : p > 0,d;,i = 1,2
w; <= argmin [|X s uq ||} + [|(1 = A) *usl|;

u;
+ 1
+ pia luz — wy — da3

argmin |lu; — wy — d1||§ (6)
w;

lur —wy — di;

W + [Juz — wa — daf;

such.that : x = ®Tw; + Piws
di =d; — (Uv - wv)
Repeat

The minimization problem in (6) can be broken
down into two problems, where the one is soft-
thresholding problem. That is, the minimizer u of
| Aull, + |luw— y||§ is solved by u = soft (y,0.5X).
soft(y,T) is soft-threshold rule with threshold T,
and that is

soft(y,T) = sign(y)(ly| = T),y € C,T € Ry (7)

The another problem can be considered as least
squares problem, which can be given in matrix
form. When these two problems are simplified, we
define v = u—d and further simplify the equations.
The algorithm can be depicted as

Initialize : p > 0,d;,i = 1,2

v; < soft(w; +d;, 0.5\ /p) — d;

d; + 3 (0rd;) Yz — Fvy) (8)
w; = d; +v;

Repeat
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We assume that ®; is self-inverting transforms,
that is ®7®; = I, P3Py = I, therefore, we can
write

o
0, = [@703] [q); — ®}0; + B30y = 21 (9)

After putting (9) in (8), which gives the following
result.
Initialize : > 0,d;,2 = 1,2
u; < soft(w; + d;,0.5\/p) — d;
di < 1% (x — ®Juy) (10)
w; = d; + u;
Repeat
Finally, we rewritten (10), and the proposed al-
gorithm steps can be summarized as follows.
Initialize : p > 0,d;, w;
uy < soft(wy + dq,0.5M\ /p) — dy
ug < soft(wg + da,0.5X\2 /1) — da
R+ 2 —®ju; — Pius
dy < 3P (11)
do +— %@20
wp =di +up
we = da + Us
Repeat

The Algorithm 1 in the paper can be ob-
tained by replacing ®1* with FrFT_,,, @2 with
ISTFT, as shown below.

Initialize : p > 0,d;, w;
uy < soft(wy + dy, 0.5\ /) — dy
{ ug < soft(wg + do,0.5Aa /1) — da
R« a— FrFT_q(u1) — ISTFT (us)
dy < LFrFT_on(R) (12)
dy + LSTFT(R)
wyp =d; +up
we = dg + Usg
Repeat



