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Problems & Ideas
• Problems of existing works:

– Pipelined methods: easily suffer from error propagation.

– Multi-task learning methods: cannot optimize all subtasks of ECPE 
globally and may lead to suboptimal extraction results.

• Ideas: A novel Pairwise Tagging Framework (PTF) that tackles 
the complete emotion-cause pair extraction in one unified 
tagging task.
– PTF innovatively transforms all subtasks of ECPE, i.e., emotions 

extraction, causes extraction, and causal relations detection between 
emotions and causes, into one unified clause-pair tagging task.

The meanings of PTF tags for the ECPE task.



Main Contributions
• Contributions:

– A novel tagging framework PTF that is the first work to solve all 
subtasks of ECPE with a global and unified clause-pair tagging task, 
instead of multi-task learning;

– A PTF-based end-to-end neural network PTN that avoids error 
propagation and improves the performance of ECPE significantly;

– PTN introduces three helpful mechanisms and achieves state-of-the-
art performance on the ECPE benchmark dataset.

Best and second-best results are respectively in bold and underline. With the help of novel unified tagging framework PTF,

the proposed end2end model PTN outperforms the pipelined methods such as Inter-CE, Inter-EC, and multi-task methods

such as E2EECPE, ECPE-2D, and RankCP.


