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Problems & Ideas
• Problems of classification of hierarchical data:

– To encode the hierarchical data in Euclidean space and then train a 
Euclidean classifier leads to a performance drop due to distortion of 
data embedding in the Euclidean space. 

– Although much progress has been made in hyperbolic embedding 
hierarchical data, existing hyperbolic kernel methods to classify the 
hierarchical data still lead to distortion and the classification results 
are not so good.

• Ideas: Two novel kernel formulations in the hyperbolic space, 
with one being positive definite (PD) and another one being 
indefinite, to solve the classification tasks in hyperbolic space. 

The mapping process form Poincaré ball (a model of hyperbolic space) to the Kre Ƽin space induced from DA-Sigmoid kernel



Main Contributions
• Contributions:

– Using a positive definite kernel defined in the Drury-Arveson (DA) 
space, a special reproducing kernel Hilbert space (RKHS), thus the 
barrier from hyperbolic space to Euclidean space is broken.

– An indefinite kernel mapping from hyperbolic space to Kre Ƽin spaces, 
with DA space as the bridge between them, providing new 
classification methods of hyperbolic data.

Average ACC of node classification on real-world datasets. DA-Sigmoid kernel our proposed indefinite 

kernel to classify hyperbolic data. ‘Hyperbolic’ refers to the hyperbolic embedding of the hierarchical 

structure, and then classifying the hyperbolic data. ‘Euclidean’ refers to the classification of Euclidean 

embedded data.


