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Background & Ideas
• Background of Large Language Model for Table Processing:

– Large volumes of data stored in tables: Spreadsheet, Web Table,
Database, Document

– Industry and academia want to use Large Language Models (LLMs) or
Visual Language Models (VLMs) to automate table processing

• Ideas: review latest developments in LLM for table processing, 
summarize table tasks and types, categorize methods, collect
datasets and benchmarks.



Main Contributions
• Contributions:

– cover diverse table tasks;
– categorize methods: training and prompting;

• instruction training
• chain-of-thought, ReAct

– discuss challenges.
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Cyclist Rank
Alejandro(ESP) 1
Alexandr(RUS) 2

... ...

Which country had the
most cyclists finish
within the top 10?
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[ROW] 1: 1|Alejandro Valverde (ESP)|1...
Answer the following question
based on the data above: "Which country ...
Generate SQL or Python code step-by-step ...

Action 1 Execute SQL

SELECT Cyclist FROM T0
WHERE Rank <= 10Update
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Cyclist
Alejandro(ESP)
Alexandr(RUS)

...

Prompt 2
Intermedia Table (T1)
[ROW] 1: Alejandro Valverde (ESP)
...

Action 2 Execute Python
def get_country(s):
    ...
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Cyclist Country
Alejandro ESP
Alexandr RUS

... ...
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