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Abstract

Nowadays, wireless sensor networks based applications is drastically increasing. Onet the eri_ging and public safety appli-
cations is surveillance monitoring. This paper focused on monitoring a forest eny{rG: hent, is considered as the sample sur-
veillance application. The existing deep learning application has been used onlyfor objec Wétection and classification alone.
It does not explain about data transmission or the base platform where the agblice ion deployed. But this paper describes the
surveillance application and routing in WSN more clearly. Surveillance moni %tz o nainly used for identifying and detect-
ing abnormal activities to tighten the security and provide prevention.in a speci: Wfield. This paper proposed a Novel Deep
Learning Framework (NDLF) for integrating two different fields such < Bmage processing and routing in wireless sensor
network. NDLF involves a deep Convolution Neural Network for identifying the abnormal events and the data streaming by
creating a Multipath routing in WSN. The multipath routing immediatelj~creates an optimal path and transmit the data as
quick as possible to the admin, which leads to provide segéiic,  WDLF is implemented and experimented using MATLAB
software, verify the results and evaluate the performawC 3Erom| he comparison, it is identified that the proposed NDLF
method obtained 99.53% of accuracy in classificatigfiwhiCl_g Fetter than the existing approaches such as Time-efficient
Object Recovery Scheme and a Communication-eff piefy Obiect Recovery Scheme. Also, the proposed NDLF performs well
than the existing CNN method in terms of pregidion ¥ regall.

Keywords Deep learning - Convolution netral 1i
Surveillance monitoring applications

vork - Object detection and classification - Wireless sensor network -

1 Introduction identification and detection in remote Forest. It helps to save
the forest, animals, trees and other assets in the forest. There
are two different fields are involved in this framework such

as video/image processing and wireless sensor networks.

The main moto of this s is t§ save forest and various
assets in the forest f#m fi saccidents and other natural

disasters. To increg®e the scurity and providing immediate
reaction againg#_hnormal{ vents, an alarm is (alert mes-
sage) broadcaSiing t-_habnormal event. In this paper, a novel
deep learping framework (NDLF) is used for abnormal event
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Hence it is necessary to understand the concepts of video/
image processing as well as WSN.

Wireless sensor network (WSN) consists of several sensor
nodes to monitor the environment where they are deployed
geographically. The node can able to sense, process and
communicate with each other through a wireless link and
can communicate with the base station to the internet and
end user. The node transfers the data using the multi-hop
technique to communicate with the other nodes and to the
sink and gateway to the internet or the other network. The
nodes can be stationary or mobile nodes, and it can be homo-
geneous or heterogeneous nodes, and the network may have
a single sink or multi-sink to connect with the base station.
The sensor network has the ability of self-organizing and
can cooperate with each other to communicate. Each node
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in the WSN has an inbuilt processor to process the raw data
before transmitting to others. There are an extensive variety
of applications using WSNs ranging from environmental
monitoring, military surveillance, object tracking, event
detection, healthcare monitoring, structural monitoring,
vehicle detection, biomedical field, agriculture field and
habitat monitoring.

In environmental monitoring, WSN is used to monitor the
environment like sensing the pollution in the air, quality of
water, natural disasters, forest fire detection, and landslide
detection. In healthcare monitoring, WSN can use as wear-
able and implantable devices which implanted inside the
body. It can use for monitoring the patients in hospital or
home thoroughly to examine the behavior of the patient.
In agricultural applications, WSN is used to check the con-
dition of the environment which affects crops, soil mois-
ture, humidity of the air, and tracking birds, insects, and
animals. In structural monitoring, WSN is used to sense
the movements inside the building, bridges, and flyovers.
In intelligent home monitoring, WSN provides a smart liv-
ing environment for the human beings, and it gives more
comfort, safety, security, energy saving and automation of
the situation. In military applications, WSN is used for sur-
veillance, target system control, and computing, and intel-
ligence. Many of the countries are motivated the researchén
this field for the intelligent processing of military applica
tions. In industrial applications, WSN is used for mgfiitoring
the manufacturing equipment and process to ayoic
The sensor can locate in unreachable positiondn machs W/
to sense temperature, pressure, etc., and tg gi_Wthe alarm
in case of failure.

In vehicle detection, WSN is used for tracking arid detect-
ing the vehicle using GPS systems, sj. &d contyol and emer-
gency handling. And also, WSN is usec. Wtraffic monitor-
ing on the road and can send th " Bmsage to the drivers to
avoid further traffic. Using RFIDalong with WSN provides
location-based service £0 i k the position of human beings
or any object. In this"pe ez iscussed the animal moni-
toring using sensgrs 1n the hsest.

WLure.

2 Anipfalmonitoring

Lif€" dence™ Kearchers are focusing on the plants and
4 mal siie wild area with different field conditions.
The™ yman presence in the field may distort the results by
altering behavioral patterns or distributions, while at worst
anthropogenic disturbance can severely reduce or even
destroy sensitive populations by increasing stress, decreasing
breeding success, increasing predation, or causing a shift to
unsuitable habitats. WSN is used widely in habitat monitor-
ing nowadays. The sensors are used to monitor the animal’s
information in the forest to the base station and to send to the
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remote station. But it is tough to watch in the remote wild
area because of the hazardous and uncertain environment
of the forest. And also the energy limitation of the sensors
to send the sensed information to the end user timely causes
more costly.

The sensor networks in this field provide more benefits
when compare to traditional methods of moni{oring. Sensors
can be deployed in the sensitive area of thef hredato iponitor
the animal activities. This deployment consic_%ed/As more
economical than the other preciouggnethods, Orcasionally
it may be discomfort and may beysoni hisk tg'the deployed
sensors may happen in the field. Logistics feed to be imple-
mented in the forest area duj ag the iritial period of node
deployment and in a tigfyinte. Wl I#'may be useful in the
long term for studyipg.thel mbitability of animals and for
further research.

Low-cost Seritors™ i be deployed in the wild area to
track and mg€. W the atizmals and can detect the wildlife
appearancd ¥Thé mmaansors can sense the animal’s sound,
image, and vic_h,of the animal and it can send the informa-
tion tdWs, basesteaon. This information is time sensitive and
cost-effectve. :nd mainly used for surveillance. In the remote
area depioyed sensors can sense the knowledge of animals
and it sends to the remote base station may take some time
«_lay. If the information reached to the end user at a par-
ticalar time interval and at the same time the sensed animal
‘hay leave the specific place. So, the primary challenge of
this research is the detected information should reach the
base station within less time. Each animal has particular
features and habitats that will live as a group and move of
the animal has a specific pattern. It can predict according to
the animal feature and behavior, and we can track those ani-
mals with the path prediction method. The following Fig. 1
shows the existing architecture of sensor network for animal
monitoring in the forest. Here the sensors are deployed ran-
domly, and it can be self-organized, and it will communi-
cate with each other by multi-hop technique, and the sensed
information reaches the base station via the gateway node,
and finally, it hosted on the internet for further processing.
The surveillance environment is surrounded and monitored
by remote measuring stations. Figure la is the surveil-
lance environment and (b) shows the entire application.
In a surveillance monitoring system, when an abnormality
is identified it should be intimated to the admin, server, or
associated people in the network immediately. It leads to
stop further tragedies in the network. If the abnormality is
broadcasted, the person who is near to the location can take
necessary action as early as possible to safe the surveillance
environment.

In this paper, the surveillance monitoring is assumed as
an application and part of WSN. A set of wireless sensor
nodes are deployed for monitoring purpose. WSN is the
collection of sensor nodes that are connected together in
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Fig. 1 Surveillance monitoring application of WSN

a network by wireless medium. Sensors are connected to
the routers/cluster head/relay station and hence to base sta-
tion. Figure 1 shows the surveillance application is a part
of WSN.

The main objective of this paper is to improve the qu

ity of service of WSN in an emerging applicatio as
surveillance monitoring. To do that, a novel de g
framework (NDLF) is proposed for learnin

ment that improves the quality of se
monitoring system is an application o

earning approach
the sensor nodes.
Then it identifies the
broadcasting. Deep

terms O. energy, delay and throughput. In order to save the
energy consumption, alternate sensor nodes follow sleep-
active mechanism.

To provide a better approach for forest monitoring the
following contribution is carried out one by one.

enting a dCNN model for abnormal event iden-
tification by analyzing surveillance data such as video
and images.

Broadcast the data through a broadcasting routing pro-
tocol.

3 Related work

Monitoring the animals in the wild area is the most cru-
cial topic in recent years. So many authorities compel the
government to track the animals all over the country. The
author in Hsu et al. (2012) introduced an RFID chip called
VeriChip is implanted in the animals to monitor the ani-
mals. This chip injected into the animal, and it has the size
of a grain of rice. The author in Gossett (2004) located the
sensor in ducks’ underground nests and on four-inch stilts
situated immediately outer surface of duck burrows for a
nine-month monitoring period. This deployed network of
thirty-two nodes continuously streams data onto the web.
The researchers at Princeton University (Mainwaring et al.
2002) investigated the wildlife tracking with help of wire-
less sensor networks. They named this tracking system as
Zebranet and the sensed data transferred to the mobile base
station using peer-to-peer networking techniques. They used
2.4 1b collars enabled with GPS to worn by the animals to
track.
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Some of the earlier researchers proposed various
approaches for tracking animalsin a remote forest area
(Juang et al. 2002; Liu et al. 2003; Shin et al. 2003). Some
of the research focused, based on the sensor’s received signal
with time measurements to signify the location and charac-
teristics of the animal. One approach is to take on the clas-
sic Bayesian formulation, which computes the measurement
and communication costs to minimize tracking failure. The
research work in Zhao et al. (2003) explained about the mul-
tiple target tracking environments, monitoring the behavior
of various animals. It also used for tracking wolf which will
vulnerably attack the innocent lambs. The author in Guibas
(2002) proposes a distributed protocol for target tracking.
They organized the sensor cluster and used triplet triangula-
tion to predict the target’s present location. The next position
of the target identified using a linear predictor. The number
of animal tracking system developed by researchers in the
past years (Yang and Sikdar 2003; Zhang et al. 2004; Wark
et al. 2007; GPS). Akbas et al. (POST) proposed a protocol
for mobile object tracking. They experimented with gorilla
equipped with sensor node while the Silverbacks equipped
with actors.

Author in (https://www.sdmmag.com/articles/94763-ic-
realtime-debuts-ai-powered-search-engine-for-security-surve
illance-video) and (Senthil Selvi and Sukumar 2018) haife
discussed about a security technology named Ella, is a dec;:
learning method as a search engine used in cloud-baded sur-
veillance applications to analyse recorded vided™ ./ the
search engine augments the surveillance syst€m usiti, he
searching capabilities obtained from naturgdl i \guage pro-
cessing. Ella is a built-in application whash' canric_¥5¢ used
for all the applications, also it is not fime efficient'method.
Pan et al. (2018) proposed an unname_surveillance monitor-
ing system, is a cost effective, consists< shitoring centre
and measuring stations. It has ¢ Wpservice which uses a
map, cameras, water level analysgy’and routers for measur-
ing the level of water axd ¢ _Jerminiss the level of rivers and
reservoirs in a web dp; gat ’he communication router
used to transmit tfie watei_huel to the server through inter-
net through a ¢ZIIt wnetwork. This surveillance system used
to intimate the tlood & Wster and provide prevention system.
Most of tie deep learning models used CNN for various appli-
cations in_yapute? vision applications (Pereira et al. 2016).
It ig°C dause ' ¥ne great performance has been obtained by
» ous mmlizations using CNN. For example, image classi-
ficat_ W (Krizhevsky et al. 2012b), face recognition (Li et al.
2015), pedestrian detection (Zeng et al. 2013), and (Senthil-
selvi and Sukumar 2014) etc.

Chan et al. (2015), and (Selvi et al. 2019) proposed a
very simple deep learning network for image classification
which based on very basic data processing components. The
proposed architecture PCA is used to learn multistage filter
banks which is followed by simple binary hashing and block
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histograms for indexing and pooling. This architecture is
called the PCANet. Two simple variations of PCANet named
(1) RandNet and (2) LDANet were introduced to share the
same topology as PCANet, but their cascaded filters are
either randomly selected or learned from linear discrimi-
nant analysis.

Dragan et al. (2016) and Kryftis et al. (20}7)proposed an
opportunistic multimedia sharing algorit} W fosdelivering
multimedia content in opportunistic network:<_he pioposed
multimedia sharing algorithm is the g&tension\of \:ie author’s
previous algorithm named as Social PR lction oased routing
in opportunistic NeTworks (SPRINT) algor’ ¥n (Ciobanu et al.
2013). This algorithm has be¢ ) implenjented for supporting
overlay for transferring mfdia ¢ hentbver mobile-to-mobile
very speedily. It uses wareles, J)ommunication protocol for data
transmission. It redifss the cori Zstion and the success rate of
data transmission$s 807 here it needs to be improved. Kryftis
et al. (2017) a#@ragan ¢ al. (2016), proposed a new multi-
media servi{ ihto ¢ aver multimedia contents through resources
selected basea . poptimal resource allocation model. The con-
tent d&fiary satisy s the user requests by exploiting the existing
servers\ Cap... 1ties. The proposed service is a proven model
for demoastrating video-on-demand process.

From tne survey, it is clear and noted that still the applica-

ns of WSN extended into various real-time environments
ar | their efficiency should be given to the public. Also, it is
vonsidered that, this is the first application incorporating the
application with environment.

4 Limitation and motivation

This paper focused on design and implements an efficient
object tracking algorithm for animal tracking in thick forest.
Among various real-world applications, animal monitoring in
deep forest areas become an exciting and necessary applica-
tion. From the literature survey, it is noted that most of the
object tracking focused on monitoring and tracking objects
in a fixed place, for a specific object, or looking for abun-
dant object detection in a public place, etc. The sensors are
fixed sensors, record the data and pass it to a server in the
form of video. Some of the problems faced by the earlier
research works are, nodes mislay their energy soon, since they
restricted in their battery capacity. Monitoring the network
region entirely and informing the server in a critical situation
is also an essential requirement need in the surveillance moni-
toring. Some individual embedded applications have done it,
but the cost of the circuit system is not cost effective. The
significant problems taken into account here is, energy, imple-
ment a WSN application without changing the environmental
information, analyze the monitoring data algorithmically and
create an opportunity to explore an innovative area of wireless
communication in real time environments.
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The existing research works mainly used supervised
learning algorithms from machine learning approaches.
Most of the applications used machine learning and deep
learning for object detection and classification. Objects are
predefined as car, people or abundant objects. Also, machine
learning algorithms are not fully automatic in feature extrac-
tion, The classification accuracy needs to be improved.

This paper motivated to design and implement a novel
deep learning framework for identifying and broadcasting
abnormal event by learning the surveillance data and broad-
cast it to apply immediate action. Each abnormal data is
identified by learning the odd events occur in the objects
(living things in forest environment).

Hence this paper motivated to design and implement a
novel deep learning framework for identifying and broad-
casting abnormal event and create a multi-path for rout-
ing the data. This paper absorbed in monitoring wildlife to
know their doings, food, growth and their locality. If any
new baby animal, forest officers can help them, provide
food, water and if any animal dead, close their dead body
properly to avoid infections on other animals. The proposed
NDLF used deep convolution neural network for learning the
video data. dCNN not only learn the data, it also extracts the
features and classify automatically. The image data is mov-
ing objects, which are segmented automatically and classify
them based on their activities. Objects are the foregrounc
images placed on a background. It is not assured £hat the
background images are static. If the background™ hace.is
changed frequently, then detecting and classiffing thct ys#
ground objects is difficult.

5 Existing research work

In the existing system (Hsu et &0 3%42) the author consid-
ered energy is the primary factor\ provide an energy effi-
cient routing, the authgt pi posedya short-term Prediction
based Optimistic Objc WL g Strategy (POOT) which
increases the network lifcd he by saving energy in individ-
ual sensor nod#s. < e senscr nodes used for object tracking
based on tipse, cost a.. pgommunication effectiveness. Dur-
ing the @bjest tracking, the routing distance is minimized
by collecti_¥the 1Scation information. The communication
tim& den foi, Wject tracking is reduced, using face model.
BT/ ‘st speak about the direction. Hence it needs to
depic_ymany sensor nodes, and the volume of the data col-
lection):s increased time to time. Naturally, it improves the
data comparison time and more memory. Also, POOT did
not discuss about direction and angle of the sensor nodes
which will also increase the number of nodes deployed the
network. This paper proposed NDLF method, to overcome
these kinds of problems which restricts the number of nodes,
make the sensors as rotatable, and the sensing angles are

determined so that the monitoring information increased.
Past 5 years various numerical, theoretical and simulation-
based applications made on object tracking. From an in-
depth study applied to the earlier research works, it came
to understand that all the reviews are highly general and
discussed node deployment and location tracking process.
The primary objective of this research wo#k is to design
and implement a novel approach for trad ¥nghanimals in
thick forests. The significant issues focusea® W this paper
are, identifying specific Good/Bad agtivities andjupply rem-
edy immediately. Also, this papesfocd ad on/mproving the
network lifetime by controlling the node< Jvities based on
time. This paper focused on 1 ulti-objekt tracking and iden-
tifying the events. NDL®\app.. Wsh_i# proposed to do that,
and it is implementedand '« _mpared with TORS and CORS
for performance ey wation.

6 NDLE< y:st. ;nyrodel

The f@mat.envircnment considered as a network G, which
has bedp gcp vyed fully with N number of wireless sensor
nodes. Sgnsor nodes are the highly active remote cameras,
adjustable and rotate by itself slowly within a defined angle

C

# = {G.G,,...,G;,...,Gy },Viel toM//
M number of forest networks (1)
G = {NI,NZ, D\ A ,NN},Vjel to N// N number of nodes

@

Multiple objects are considered as objects to track their

activities. It is assumed and implemented that the objects

are static as well as moving objects. All the objects walk in

a forest network which divided into quadrants of the equal

angle of (90°). Each object is tracked based on their loca-
tions in a two-dimensional network (Fig. 2).

7 Node deployment

Network G considered as a circular shape, and the nodes are
deployed randomly and distributed within the region X and
Y. X is the maximum width and Y is the maximum height of
the network. Hence any node can be placed anywhere within
X and Y and the all the nodes are moving (not always). Nodes
can move in any direction from 0° to 360° in the network.
Monitoring and recording a moving object within a distance
or at an angle is easy, and most of the earlier research works do
it. But, here, the surveillance system is focused on monitoring
the objects within a region and the objects are also multiple.
During the node deployment process, all the nodes information
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such as node-number, node name, deployed location, current
location, and comments about the nodes’ last activities stored
in the Node-database.

Whenever the admin detected a new activity from the mo:
toring data, the activity updated as a comment in th N = {N1 N3, N;, ..., Ny, } (6)

odd-numbered and even-numbered nodes, and they rep-
nted as:

EN = {Nj,N,,N,,....Ny} 7

The other way of considering the network architecture
is tree-architecture. The number of RN and SN is unlim-
ited. This paper, NDLF connects many forest networks G;
by interconnecting the RN with the BS directly. If neces-
sary, that is, if the distance from an RN to BS is high, then
that RN can connect to BS with the help of another RN
in the network. The physical structure of the SN, RN and
BS connection resembles the LEACH protocol. The logical
functionalities of the entire forest network are applied based

are acting as
node. During the
des reproduced without
time to complete one
e following equality and

any data loss. The se
round of operation s
inequality constraifits as:

0<I8e <80 60 (3)  on tree-architecture. All the sensor nodes monitor, record,
and transmit to the RN available within the quadrant. Then
RN nodes send the data to the base station. From the base
Tab ode-table Node-number Node-name Deployed location Present location Comments
NO001 Elephant 320,123 456,378 Nil
NO002 Lion 121,548 382, 342 Nil
NO003 Horse 100,231 145,289 New baby
NOON Deer 385,457 482,489 Fire accident
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station, the admin of the network can investigate and identify

. Application Data
the activities of the network. Based on events the manual Layer Data T .
. . ? L. ransmission
applications are executed. (surveillance Acquisition Layer (Broadcast
monitoring) layer (dCNN) Routing)

8 Observing objects in forest network
Fig.5 Logical diagram of the proposed system

The monitoring process of the sensor node is carried out in
two steps. One is in the anti-clock direction of monitoring  feed into data acquisition process using dC ipdlly, the
calculated in +6, and the other is in the clockwise direction  layer provides the classified output S normal oyrabnormal.
in — @. Each sensor changed their angle from an 16 to F6@
within a time interval, and it is shown in Fig. 4a. Once the
node reached the final angle F0, it reset its values, final as
initial and initial as final and it rotates clockwise, and it is
shown in Fig. 4b.

The sensor nodes changed their 6, from 16 to FO within a
time intervals. It can be represented by:

FO « 16 (8)
[l ©)]
And repeat the process of rotating and monitoring the i on the object size) with RGB as a sample
environment as shown in Fig. 4. . While learning process the parameters of the
Also, the nodes that are classified into ON and EN d NN are’tuned for obtaining the best set of parameters to
the monitoring process by Sleep/activate method. When ease the accuracy of object le.arning. Aft"jr comple-
ONs are in sleep mode, then the ENs has inactivat of learning process the labeling process is done by
mode. Reversely, when the ENG is in sleep mode N. 40% of the data is taken for training process and
ONs are inactivating the mode. It reduces the £0 the remaining is taken for testing process from the overall
saves memory and mainly it reduces the ener: dataset. In both training and testing process the sliding-

moving window is used to accurate object detection for
learning process. For the classification of the abnormal
objects some of the predefined images are also used. After
successful learning process each object are labeled with

and prolongs the network lifetime.
The logical functionality of the pro

( Fo, at time t,, 70, at time £,

~

.\.\ o

\

is increased ".\ Bis increased

. based on time t \ basedontimet
\ .
\

1

VF 8, at time

‘18, at time 1

A

(a) Anti-Clock Direction (b) Clockwise Direction
Fig.4 Sensor node monitoring directions clockwise/anti-clockwise
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Fig.6 dCNN based surveillance

data analysis .
Training Samples

Testing Samples

Convolutional layer

Max-pooling layer

Convolutional layer Mz -pooling layer % iy connected layer

normal or abnormal. During the testing process the same
training process is applied on the input data and the CNN
parameters are compared with the trained labels for pre-
dicting testing class effectively and speedily.

9 dCNN based data manipulation

The real process of NDLF is data manipulation, which lezgtn
the video frames, extract the features and classify the ohjects
as normal or abnormal. The whole video is not ontinu-
ously applied for processing in NDLF. The vided 15¢_ided
into small segments with length of 50 fram#s only a: it
applied for processing, where it can be pfocd hed speed-
ily and effectively. Initially the foregsCund is | parated
from the background and the foregrfund objects detected
by a tight bounding box. Bounding b % is created over the
objects using Region of Interest (ROL;“¥thod. By using
prior knowledge, the normal abricii Whyisrages are classified
in the existing approach (Ren et al¢’2013). Another existing
method used Bag of Yisua 'Wordy'model for object clas-
sification (Blei et al? Z¢ 334 ciei and Perona 2005). But
the time complexfity and ¢ pparison complexity are high.
The algorithngs us_%in (Ren et al. 2013; Blei et al. 2003;
Fei-Fei andf®erona 2¢_ %), has their own merits and demer-
its. To sgfze the various issues and challenges faced by the
existing ap, saches (Ren et al. 2013; Blei et al. 2003; Fei-
Fe#ai_ Peroir, 2005), this paper used deep Convolutional
N gal orks (dCNN) algorithm for video analysis. It
is dei wibed that the dCNN method obtained a superior
perforniance than several state-of-the-art image processing
algorithms (Krizhevsky et al. 2012a; Kavukcuoglu et al.
2010; Large Scale Visual Recognition Challenge 2012),
but they need high amount of trained data. In the proposed
method 40% of the data is taken for training process. The
dCNN model has 3 convolutional and max pooling layers.
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The kernel size oicon'_Ttion layer is 9 X9 and the pooling
layer is 2 X 2#°0_ % entir¢ layers are described in terms of
input size£ hens Wmprand output size are given in Fig. 7.
The input layc gize is 128 X 128 is applied to process in
the colflution Liyer. The output of the convolution layer is
120 % 120 z11a. - 1x with the 32 kernels. Because of 32 kernels,
it proviags, 32 output matrixes, which has been feed into
max-pooling layer represented by 2 X 2 block. The first level
1 x-pooling layer provides 32 X (60 x 60) matrices as the
ou:put. This will be carried as the input to the second level
convolution layer. In the second level a 64 X (52 X 52) matrix
is produced by the convolution, feed into max-pooling layer
and get the output of 64 X (26 X 26) matrix, is the output of
the second level max-pooling layer and feed as input to the
third level convolution layer. Finally, the output obtained
from the third level max-pooling layer is 32 X (9 X 9) matri-
ces, which will be converted into 2592-dimensional vector.

In the fourth layer a fully connected layer with SoftMax
layer is involved in the dCNN architecture. The SoftMax
layer has 20 neurons used for determining the input image
as normal or abnormal. Final classification can be done by
data augmentation method proposed in (Zeng et al. 2013) is
followed here for training the dataset. In order to identify the
normal and abnormal activities some of the images extracted
from the input video is given in Fig. 8.

To identify the activities of the animals from the recorded
video, the entire procedure on this NDLF approach is given
in the form of algorithm, which is given below. The algorithm
describes the node deployment, initializing the properties of
SN, record the data, process the data and identify the activities
are normal or abnormal by comparing the detection objects
with the ground truth objects stored in the DB. The admin can
select any video from at any sensor node in the network and
can monitor the activities dynamically or taken from the DB
which stored in the high capacity memory. The memory can
manage by copying the oldest data into secondary memory to
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Fig.7 Architecture of the pro-
posed dCNN

Input: 128 x 128

v

Convolution
Input Size: 128 x 128
Outputs: 120 x 120 x 32

v A

Pooling
Filter Size: 2 x 2
Outputs: 60 x 60x 32

v

Convolution
Filter Size: 60 x 60
Outputs: 52 x 52 x 64

\'

v

Pooling
Filter Size: 26 X
Outputs: 26 64

~

ion
tput: 24 x 24 x 64

utputs: 9x 9 x 32

Fully Connected
Outputs: 1 x 1 x 4

Output

Fig. 8 Normal and abnormal activities stored in ground truth images

control the memory regarding the speed. When the memory
size filled with lesser data, then the speed of the NDLF is
increased in animal activity detection. The efficiency of the
proposed NDLF is verified by implementing the entire process

Normal Activities

Abnormal Activities

in MALTAB software. One is for analyzing the effectiveness
of the NDLF process in real time, and the other is to simulate
the functionalities of the network behavior.
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10 Simulation results and discussion

Number of SN, the area of the network, number of RN, 8
and other necessary parameters are initialized in MAT-
LAB software and executed; also, the recorded video is
using a surveillance camera taken as an input and per-
formed. The footage is divided into segments, and the seg-
ments are converted into frames then frames are applied
using image processing methods for object detection and
identification. The numbers of surveillance cameras are
considered as sensor nodes which simulate the network
functionality. From both experimental and simulation, the
results are verified to understand the object tracking appli-
cations under WSN, and it helps to implement real-time
applications.

The video played, and the optical flow analyzed. Then,
on each frame background, subtraction and morphological
operations are applied sequentially to detect the objects.
After object detection, all the objects are compared with
the ground truth scenes to identify the abnormal activities
happen inside the forest. Once the event is detected manual
protection is applied immediately on the spot. Some of the
normal and abnormal activities identified by the proposed
implementation are given in the following Fig. 9, wherea
this kind of results obtained in real time applicati
deployed in any remote environments which are useful.

According to the above discussion and under varijgus,con-
ditions, the proposed approach is programmed a
in MATLAB software. The dataset used in
collected from Wildlife Television. It is
initial process of the proposed method.
the frames which increases the video
the results obtained regarding norm
ties of the animal objects in the forest ni

activity detection obtained by comparing with the ground
truth images. A child elephant fell inside water, lion arrest-
ing an elephant, more lions are arresting a group of elephants
are the abnormal activities obtained from the videos, and it
results from the experiment.

Time complexity is the primary concern to be consid-

experiment and makes al
video processing and jima cessing in the admin system.
deo into the segment, seg-
into objects then identifying the

ments into fram
object as nor,

and show om the consequences, it is perceived

Time (ms) For Benchmark Data

0 T T T

Video to Segment  Segmentto Frames Frames to Objects Objects Classification

Fig. 10 Time complexity analysis for benchmark data

Fig.9 Normal and abnormal activities detected using object tracking in WSN
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Time (ms) for User Data performance of the proposed approach. Also, the time com-

80
70 4

60 4
50
40

Time (ms)

30
20 A
10

plexity is verified based on the data.

The experiment is carried out using benchmark data and
user-defined data. User-defined data is, the user record a
video data in the forest network using their handy camera.
The time complexity comparison is shown in Fig. 11. The
time taken for data process is merely equal th the data,
hence it is identified that the proposed
any data. The lesser time reduces the cost,
the customer.

In Fig. 12, N number of sensog,no SN)/and a number

Video to Segment Segment to Frames Frames to Objects Objects

Fig. 11 Time complexity analysis for user defined data

of relay nodes (RN) are deplgfed in th work, in which
location of each sensor nodel \(SN) is randomly chosen as
(xi, yi). Since the node i odes, they rotate in
both clockwise and anti wise at angle theta (¢). The
rotation time and

Classification

that the video into segment processing time is more than the ~ to T. Each time ing time ts and the ending time te
other processes. The object identification time is lesser than  are calculate@®ich i d to check whether the interval
the different timings comparatively where it increases the s correct he recorded data by the ith sensor node

Fig. 12 NDLF algorithm

SN() is storc a video V(i). The video is divided into

Algorithm_NDLF () {

s of the sensors, rotating angle, and data(s) extracted from the
sround truth images for normal and abnommal condition is in

Input: Numberof senso;
monitoring data. Store th
DB.

Initializatio

fori=1tqg,
Pldc the SN'and RN in the network //like in Figure-1.

= (x5

6to+ 6 //itvaries depending on the nodes

onitoring Data:
fori=1toN

V(i) = SN(i).data
Sg() = fr(D

end i

fori=1toN
fr@
fi(i) == CNN-layer()
Feature(i) <- feature.fi(i)
if (feature(i) is matched with abnormal object feature) then =
"Broadcast " + alarm
else

End i
}
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frames fr(i) and video segments sg(i) are created. From sg(i), Table 2 Comparison of error analysis in various datasets

the frames fr(i) are applied for object detection and identify 0~ Err (frame level)  Err (pixel
whether the activity is normal or abnormal. Once the activity (%) level) (%)
is identified as abnormal then alarm will be generated and
the data is broadcasted.

From the experiment, the stage wise results obtained
from the proposed NDLF is given in Fig. 13. The input
image is given for preprocessing. Then preprocessing and
feature selection is applied to the input image. Hence the RErr (Frame Level) DErr (Pixe
image is identified whether normal or abnormal. 80% \

Generally, the image (frame) extracted from the video
segment is stored as a JPEG image in a folder using MAT-
LAB function. Each frame is RGB image, where it is not
directly applied into CNN model. It is converted into gray-
scale and feed into CNN model. In the CNN model ReLU
activate the CNN layers to intimate the image and its meta 30%
information. The convolutional layer and the pooling lay- 20%
ers learn the images using m x n moving sliding window. 10%
Which learns all the information about the image and
choose only the object information. The sliding window
width, height and depth learns the features within the win-
dow and feed to fully connected layer. This layer predicts Fig. 14
the existing classes according to the number of elements in
the vector. The resultant vector has the classes of the input

objects as normal or abnormal used for classification. Iso compared with the existing approaches presented
The error also influences the data processing in th aligrama et al. (2017), Reddy et al. (2011) and Bertini

t al. (2012). It is identified that the proposed NDLF model
obtained less error in the frame as well as in pixel level
of the monitored data by comparing with all the methods.
Table 4 shows the error level comparison of benchmark and
customer-defined dataset.

During the classification, the true positive rate (TPR)
and false positive rate (FPR) calculated over benchmark
periment and  3pd customer dataset. TPR and FPR determine the accu-
racy of the classification of the NDLF approach. Both TPR

NDLF model (benchmark DS) 8 11
NDLF model (custom DS) 11 17

7

70%
60%
50%

40% -

Error Level (%)

0%
POOT NDLF Model

ysis in frame and pixel levels

error degrades the performance o
Hence error analysis is identified fro

Input Image RGB to Gray Feature Learning Feature Selection Classified as Abnormal

Fig. 13 Stage wise result obtained using NDLF
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Fig. 15 Comparison of false
positive rate versus true positive

[ITORS

[ CORS BPOOT EONDLF

rate for UCSD-AD DS 14

1.2 ~

Trus Positive Rate (%)

0.1 0.2 0.3

Table 3 Performance analysis

L NDLF model =~ NDLF mo
based on sensitivity and (benchmark (customsDS)
specificity DS)

0.47
0.61 0.4

and FPR estimated from the e
shown in Fig. 15. From the res

, and the result is
s noticed that TPR

o1

otted in the graph against
is calculated for benchmark

bove Fig. 14 and Table 2 show the comparison
betweej: sensitivity and 1-specificity. Here, NDLF approach
obtained better value than the other values for both data-
sets. In general, it is well known that for the same value
of sensitivity the obtained specificity becomes poor. If the
discussed processes are accurate, then the accuracy of the
object tracking and identification is increased automati-
cally. The efficiency obtained by calculating the correctly

0! 5 0.6 0.7 038 09 1
sitive Rate (%)

e4 Performance analysis for NDLFon various datasets

Correctly classified (number of

frames)

Dataset 200 400 600 800 1000
NDLF model (benchmark DS) 200 400 598 798 997
NDLF Model (custom DS) 195 389 591 783 981

In correctly classified
Dataset 200 400 600 800 1000
NDLF model (benchmark DS) 0 0 2 2 3
NDLF model (custom DS) 5 11 9 17 19

classified and not-correctly classified objects, and it is given
in Table 4. It estimated from the experiment for the differ-
ent dataset, and the results are verified. For the results and
discussion, it is observed that the NDLF approach obtained
99.53% and 98.11% as correctly classified the normal and
abnormal frames from benchmark dataset and custom data-
set respectively. As well as, the incorrect classification per-
centage is 0.23% and 2.03% for normal and abnormal frames
from benchmark dataset and custom dataset respectively, and
it is given in Table 4.

The performance of the proposed NDLF the accuracy
of objects detection and classification results is compared
with the existing approach (Li et al. 2016) used for palm tree
detection and classification using same CNN model. Some
of the performance measures such as precision and recall
are calculated and compared with the results obtained in
(Li et al. 2016). The comparison result is given in Fig. 16.
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100
98 7
96 i
94
92
90
88
86
84
82 +—
80

Precision

# Recall

Fig. 16 Performance comparison

From the above discussion it is clear that this proposed a
novel framework detect and classifies the abnormal activity
happening in the surveillance environment. This paper inte-
grates the application with the base environment/network
where it comprises of surveillance application, video/image
processing, and routing the data in WSN. It focused on three
different process parallel such as video to image conversion,
image processing, object detection and classification, and
routing the abnormal data. Routing process route the normal
data normally and broadcast the abnormal data due to sayt
the environment. The experimental results present in tic
paper describes the image processing performance 24d het-
working performance. From the performance cof
it is concluded that the proposed NDLF approaCiiis a< ter
approach for object tracking and it is suitab}€< wany digital
video regarding object tracking and objeit ¢lassi: Jation.

arihan,

11 Limitation of NDLF

The limitation of the NDLF is, Yome uifficulties are faced
while integrating the sus#¢ ance aoplication into the WSN.
Also, application setuf ad / ‘Wmiyzxecution takes more time.

12 Conclusion

The primic_wwvtjedrive of this paper is to design and imple-
mepdISN & Wlication for surveillance monitoring in for-
efnety ark_It'is used to do object tracking and identifying
acti'_ies of the objects as normal or abnormal. To do that
a NDLj "method with increased efficiency regarding energy
and cost. The proposed NDLFhas been implemented, and
experimental work has been one by using MATLAB soft-
ware and the results are verified. To evaluate the perfor-
mance obtained results using NDLF is compared with exist-
ing approaches a Time-efficient Object Recovery Scheme
(TORS) and a Communication-efficient Object Recovery

@ Springer

Scheme (CORS). The obtained results from the experiment
are shown in the results and discussion section. From the
results, it is identified and concluded that NDLF approach
is better and suitable for online video processing when com-
pared to other contemporary methods. In future, the same
experiment is verified with various datasets and verifies the
performance.
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