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SUPPLEMENTARY FIG. S1. Experimental periodograms for increasing interrogation times up to 5µs. a) Ramsey
(5MHz detuned from the presumed resonance), b) π-rotary-echo and c) Rabi sequences. There is a trade-off between signal
intensity and sensitivity to the detunings {b, A± b} in the signal.
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SUPPLEMENTARY FIG. S2. Rotary-echo periodogram over the full spectrum. Frequencies corresponding to the even
harmonics of the Rabi frequency Ω, which are present in the signal, but which are not contemplated by the first order of average
Hamiltonian theory, can be clearly identified. In the inset, the signal peaks arising from the frequencies of interest are shown
for interrogation times much longer than the dephasing time T ′

RE.
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SUPPLEMENTARY FIG. S3. Experimental sensitivity taking into account the time dependence of CA(t). This plot
superimposes to Fig. 3 in the main text the expected sensitivity of the quantum magnetometer for all times of the correction
factor C × CA(t) (solid red line). The experimental points (blue circles) are chosen accordingly, so as to have each one of the
four realizations of CA at a local maximum. We see that the data do indeed correspond to points of maximal sensitivity of the
quantum magnetometer. We note that the solid blue curve is estimated using an averaged correction factor C × CA, for the
four experimental realizations of C and CA.
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SUPPLEMENTARY FIG. S4. Fitted parameters used to determine the experimental sensitivity. a) The fitted
periods τ (blue dots) are linear in the interrogation time t and agree well with the theoretically expected time 2t sin(ϑ/2)/ϑ

(red line). b) The Ramsey signal (blue circles) is fitted to SRam = k1−k2 [cos(δωt) + cos((A+ δω)t) + cos((A− δω)t)] e−(t/T⋆
2 )2

(red), with fitting parameters {k1, k2, δω,A, T ⋆
2 }. In particular, T ⋆

2 ∼ 2.19 ± 0.15µs.
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SUPPLEMENTARY FIG. S5. Simulated signal decay in the presence of stochastic noise. a) In the presence of
stochastic bath noise, different ϑ-RE with ϑ = {3π/4, π, 5π} (green, blue, black) are compared against a Ramsey sequence
(purple); numerical simulations (dashed lines) agree with the formulas presented in the text (solid lines). The Ramsey sequence
is the least resilient to bath noise, whereas one can adjust the dephasing of the RE by the choice of ϑ; RE sequences are more
resilient to bath noise with correlation times shorter than the echo period. The used numerical parameters are: Ω = 2π×20MHz,
δω = 2π×2MHz, τc = 200ns, σ = 0.05Ω. b) In the presence of stochastic noise in the excitation field, the situation is inverted:
RE sequences refocus microwave noise with correlation times longer than the echo period; the decay of the Rabi sequence
(orange) is plotted for comparison. Used parameters are the same as in a), except for δω = 0.
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SUPPLEMENTARY FIG. S6. Sensitivity with repeated readouts. We compare the achievable sensitivity for Ramsey
(purple, dotted) and rotary-echo (π-RE, blue, dashed; 11π-RE, gray) sequences, when using the repeated readout scheme, with
Nr = 100 and the time per each readout tr = 1.5µs. In the presence of dephasing with T ⋆

2 = 3µs, the longer angle RE achieves
good sensitivity for much longer interrogation times.
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SUPPLEMENTARY METHODS

Dynamics under rotary-echo sequence

Consider a two-level system, |0〉 and |1〉, with resonance frequency ω0. The qubit is excited by radiation of
frequency ω with associated Rabi frequency Ω and phase modulation ϕ(t), such that the magnetic field amplitude is
Ω cos(ωt+ ϕ(t)). The Hamiltonian is then

Hlab =

(

0 Ω cos(ωt+ ϕ(t))
Ω cos(ωt+ ϕ(t)) ω0

)

. (S1)

In a frame rotating with the excitation field, the operator

Urot =

(

1 0
0 eiωt

)

(S2)

transforms the Hamiltonian to

H =

(

0 Ω cos(ωt+ ϕ(t))e−iωt

Ωcos(ωt+ ϕ(t))eiωt ω0 − ω

)

. (S3)

Applying the rotating wave approximation and setting set δω ≡ ω0 − ω, the Hamiltonian reads

H ≈
(

0 Ω
2 e

iϕ(t)

Ω
2 e

−iϕ(t) δω

)

. (S4)

One rotary-echo (RE) is composed of two identical pulses of nominal rotation angle ϑ applied with excitation phases
shifted by π. Under a sequence of RE, eiϕ(t) = SW(t), with SW(t) the square wave of period T = 2ϑ

Ω equal to the RE
cycle time:

SW(t) =
4

π

∞
∑

k=1,odd

1

k
sin

(

kπΩt

ϑ

)

. (S5)

On resonance (δω = 0) the evolution operator is trivially obtained:

U0 =

(

cos(Ω2 TW(t)) −i sin(Ω2 TW(t))
−i sin(Ω2 TW(t)) cos(Ω2 TW(t))

)

= cos

(

Ω

2
TW(t)

)

11− i sin

(

Ω

2
TW(t)

)

σx , (S6)

where TW(t) is the triangular wave representing the integral of SW(t),

TW(t) =
ϑ

2Ω
− 4ϑ

π2Ω

∞
∑

k=1,odd

1

k2
cos

(

kπΩt

ϑ

)

. (S7)

Using U0 we make a transformation to the toggling frame of the microwave [35] to obtain the Hamiltonian H̃:

H̃ =
δω

2

(

1− cos(ΩTW(t)) i sin(ΩTW(t))
−i sin(ΩTW(t)) 1 + cos(ΩTW(t))

)

=
δω

2
[11− cos(ΩTW(t))σz − sin(ΩTW(t))σy ] . (S8)

H̃ is periodic with T and has a strength Tδω ≪ 1, and can thus be analyzed with an average Hamiltonian expansion.
In order to do so, we first express the elements of H̃ in their Fourier series:

cos(ΩTW(t)) =
sinϑ

ϑ
+ 2ϑ sinϑ

∞
∑

k=1,odd

(−1)k

ϑ2 − k2π2
cos

(

kπΩt

ϑ

)

; (S9)
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sin(ΩTW(t)) =
1− cosϑ

ϑ
+ 2ϑ

∞
∑

k=1,odd

(−1)k((−1)k − cosϑ)

ϑ2 − k2π2
cos

(

kπΩt

ϑ

)

. (S10)

To first order then,

H(1)
=

1

T

∫ T

0

H̃(t′)dt′ =
δω

ϑ
sin

(

ϑ

2

)(

− cos (ϑ/2) i sin (ϑ/2)
−i sin (ϑ/2) cos (ϑ/2)

)

= −δω

ϑ
sin

(

ϑ

2

)[

cos

(

ϑ

2

)

σz − sin

(

ϑ

2

)

σy

]

. (S11)

For n rotary cycles, the propagator is approximated by URE = eiH̃(t)t ≈ einTH(1)

. The population of a system initially
prepared in |0〉, under the action of URE, is described at full echo times by the signal

S(n) ≈ 1

2

[

1 + cos2
(

ϑ

2

)

+ sin2
(

ϑ

2

)

cos

(

4δωn

Ω
sin

(

ϑ

2

))]

. (S12)

Extending the above approximation to include the fast Rabi-like oscillations of frequency πΩ
(ϑmod2π) , we obtain

S(t) ≈ 1

2

[

1 + cos2
(

ϑ

2

)

+ sin2
(

ϑ

2

)

cos

(

2δωt

ϑ
sin

(

ϑ

2

))

cos

(

πΩt

(ϑmod2π)

)]

, (S13)

indicating the presence of two spectral lines at πΩ
(ϑmod2π) ± 2δω

ϑ sin
(

ϑ
2

)

for each existing detuning δω.

Our numerical studies suggest the existence of further signal components arising from higher frequency components
in the Fourier expansion, which are not contemplated by the first-order approximation outlined above. Such compo-

nents are ∝ cos
(

2δωt
ϑ sin

(

ϑ
2

))

cos
(

(2k+1)πΩt
(ϑmod2π)

)

and ∝ cos
(

2kπΩt
(ϑmod2π)

)

, k ∈ Z, thus being linked to split pairs of spectral

lines around (2k+1)πΩt
(ϑmod2π) , and single lines at 2kπΩt

(ϑmod2π) .

Rabi-beat magnetometry

Rabi-beat magnetometry using a single solid-state qubit was recently demonstrated [14]. The scheme presup-
poses the existence of an absolute frequency standard against which one wishes to resolve a nearby frequency. For
magnetometry purposes then,

S =
1

2
(SRabi(δω)− SRabi(0)) , (S14)

where δω denotes a detuning from the frequency standard. The sensitivity reads

η =
1

γe
lim

δω→0

∆S
| ∂S
∂δω |

√
t ≈

√
2Ω

γe

√

tΩ

2− 2 cos(tΩ)− tΩ sin(tΩ)
; (S15)

η is close to minima at t ≈ (2k + 3
2 )

π
Ω , yielding

ηmin ≈
√
2Ω

γe

/

√

1 +
2

tΩ
, (S16)

which tends to
√
2Ω/γe for increasingly large interrogation times.

Periodogram

The periodogram is defined as the squared magnitude of the Fourier transform (FT) of the signal S(t) at times tj
(j = 1, . . . ,M), P ≡ 1

M |∑M
j=1 dje

iωtj |2, where dj are the M data points [36].

Unlike the FT, the periodogram does provide bounds for frequency estimation from spectral analysis, besides
being able to accommodate for noise profiles beyond static and white noise [36]. Take a simple sinusoidal signal
dt = K cos(2πft) + et, where et is the added noise characterized by a (least informative) Gaussian probability
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distribution Normal(0,σ2), with σ in circular frequency units. To σ is assigned Jeffrey’s prior 1
σ , which indicates

complete ignorance of this scale parameter. Under these conditions, the estimate frequency content of the signal is
given by fest = fpeak ± δf , where fpeak is the frequency of the periodogram peak, and

δf =
2
√
3

π

σ

Kt
√
M

. (S17)

Here t is the total interrogation time for the M data points. δf correctly takes into account the effect of both
the interrogation duration t and the S/N ≡ KRMS

σ = K√
2σ

, and is shown to correspond to the classical Cramer-Rao

bound [37]. Note that δf is in general smaller than the so-called Fourier limit, δfFl =
1
2t . The method is readily

applicable to signals with multiple frequency content {fi}.
In Supplementary Fig. S1, we compare typical experimental periodograms for π-RE, Ramsey and Rabi signals

taken under the same conditions, for increasing interrogation times. The Ramsey periodogram, despite its lower
signal intensity, clearly shows the 3 detunings {b + 2π×5MHz, A± (b + 2π×5MHz)} present in the signal after 1µs;
π-RE is sensitive to the residual detuning b ∼ 2π×0.17MHz as explained in the main text after 5µs; finally, the Rabi
sequence would only become sensitive to b after an interrogation time ∼ 188µs, which is reflected in the broad single
peak of the periodogram.

We estimate the statistical significance level p of individual peaks [33]. Letting Im be the intensity of m-th largest
ordinate among the total M in the periodogram, and calculating

Tm =
Im

∑

k Ik −∑m
l=1 Il

, (S18)

the statistical significance of the m-th peak pm is approximated by

pm ≈ (M − (m− 1))(1− Tm)M−m . (S19)

To determine δf , we first estimate the S/N for each periodogram peak by dividing the peak area by the noise floor
below the line of p = 0.01.

The periodogram, if plotted over the full spectrum as in Supplementary Fig. S2, exhibits very high peaks corre-
sponding to the even harmonics of Ω which are present in the signal, but which are not taken into account by the
first order of average Hamiltonian theory. In the inset, the peak structure originated from the detunings of interest is
plotted for times much longer than the dephasing time T ′

RE.

Experimental sensitivity

For a fixed interrogation time t, and scanning the detuning from resonance δω, we expect to observe the signal

S(δω) ∝ cos

(

2δωt

ϑ
sin

(

ϑ

2

))

≡ cos (δωτ) , (S20)

with τ = 2t
ϑ sin

(

ϑ
2

)

.

In every experimental run, reference curves are acquired along with the signal S; they are noted R0 for the |0〉 state
as obtained after laser polarization, and R1 for the |1〉 state as calibrated by adiabatic inversion. The signal is then
normalized as

S =
S −R1

R0 −R1
; (S21)

The standard deviation of the normalized signal is readily obtained

∆S =

√

(∆R0)2
∣

∣

∣

∣

S −R1

(R0 −R1)2

∣

∣

∣

∣

2

+ (∆R1)2
∣

∣

∣

∣

S −R1

(R0 −R1)2
− 1

R0 −R1

∣

∣

∣

∣

2

+ (∆S)2
∣

∣

∣

∣

1

R0 −R1

∣

∣

∣

∣

2

. (S22)
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The sensitivity is calculated for the whole signal

η(δω) =
1

γe

∆S
| ∂S
∂δω |

√
Nt ; (S23)

for each fixed interrogation time t, we single out the minimum sensitivity η(δω) within one period of the fitted
oscillation period τ , depicted in Supplementary Fig. S4.a.

The standard deviation for the sensitivity measurements is obtained by

∆η =
1

γe

∣

∣

∣

∣

∂η

∂S

∣

∣

∣

∣

∆S
√
Nt =

1

γe

∣

∣

∣

∣

∣

∣

1− 2S
2
√

S(1− S)
1
∂S
∂δω

∣

∣

∣

∣

∣

∣

∆S
√
Nt . (S24)

Additionally, to every point in the plot there corresponds a factor C taking into account imperfect state detection [1,
38]. While the theoretical signal S represents the population in the |0〉 state, measured from the observableM ≡ |0〉〈0|,
the experimental signal records photons emitted by both |0〉 and |1〉 states, so that the measurement operator is best
experimentally described by M ′ ≡ n0|0〉〈0|+ n1|1〉〈1|. Here, {n0, n1} are Poisson-distributed variables that indicate
the number of collected photons; if perfect state discrimination were possible, n0 → ∞ and n1 → 0. Including this
effect, after n full echo cycles, the signal is modified to

S ′(n) ≈ 1

4

[

(3n0 + n1 + (n0 − n1) cosϑ) + (n0 − n1 − (n0 − n1) cosϑ) cos

(

4δωn

Ω
sin

(

ϑ

2

))]

. (S25)

We calculate the sensitivity for S ′ in the best-case scenario of minimum sensitivity given by the accumulated phase
(

4δωn
Ω sin

(

ϑ
2

))

= π
2 , and note the existence of a factor C, with respect to the ideal sensitivity, ηM ′ = ηM/C:

C−1 =

√

1 +
1

2
+

(−11n0 + 5n1)

2(n0 − n1)2
+

cosϑ

2

(

1− (n0 + n1)

(n0 − n1)2

)

+
8n0

(n0 − n1)2 sin
2(ϑ/2)

. (S26)

We use for n0 (n1) the mean photon number for the |0〉 (|1〉) reference curve during each acquisition for different t.
On average, n0 ∼ 0.0022± 0.0003 and n1 ∼ 0.0015± 0.0002.
We also consider the fact that the signal S ′ has contributions from three detunings {δω,A± δω}, where A is the

hyperfine coupling between the NV center and spin-1 14N nucleus; taking such detunings into account is, incidentally,
fundamental for the choice of interrogation times: given the modulation imposed by the multiple frequencies in the
signal, full echo times yielding a high signal amplitude are preferred. In order to compare the ideal sensitivity with
the experimental one, in our experiments we need to introduce a further correction factor CA, since the accumulated
phase is only equal to the optimal π

2 for the experimental realizations with mI = 0. We expect the sensitivity to
become larger as ηA = ηM ′/CA = ηM/(C × CA), with

C−1
A =

3
∣

∣

∣1 + 2 cos
(

2At sin(ϑ/2)
ϑ

)∣

∣

∣

. (S27)

In order to estimate C × CA, we use the fitted value for A at each point (A ∼ 2π × (2.21± 0.07)MHz), the time t
corresponding to the number of cycles at which the experimental point was taken, and a corrected ϑ ∼ 0.984π that
takes into account the real angle, given the experimental Rabi frequency, imposed by the duration of the echo half
cycle, which can be controlled only up to the inverse of the AWG sample rate. A mean total correction factor of
C × CA ∼ (5.9± 1.4)× 10−3 is obtained for the set of points. The mean sensitivity curve (solid line) is expressed as
the theoretically expected sensitivity in the absence of noise ηM , divided by C × CA. Similarly, the lower (higher)
bounds for the sensitivity are estimated by dividing the theoretical sensitivity by the maximum (minimum) C × CA

value in the set of points, and are plotted in the dashed blue lines.

We stress that the presence of an unpolarized nitrogen nuclear spin is the sole responsible for the CA(t) factor.
The experimental sensitivity points were thus chosen for times having CA(t) at a local maximum. The landscape of
the quantum magnetometer’s expected sensitivity as a function of interrogation time, for an averaged C × CA(t) that
considers the time dependence of CA(t), is shown in red in Supplementary Fig. S3. The data cover the interrogation
times where the sensitivity is optimal, even if the effect of the nitrogen nuclear spin were to be corrected for. Polarizing
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the nuclear spin [27] or decoupling it with a simple pulse sequence such as a spin echo [6] would remove the effects of
the hyperfine coupling and thus set CA = 1. In the experiments, given our careful choice of interrogation times and
the estimated hyperfine interaction A, the average over the four points CA ∼ 0.90± 0.13 is very close to 1.

The effect of decoherence is included in the plot using a fit for T ⋆
2 ∼ 2.19 ± 0.15µs from the Ramsey experiment

shown in Supplementary Fig. S4.b. Assuming static Gaussian noise, we let ηA → ηAe
(t/T ′

RE)
2

, with T ′
RE =

T⋆
2 ϑ

2 sin(ϑ/2) .

Evolution under bath noise

In the presence of Gaussian static noise in the z-direction with variance σ2, the RE signal decays as

〈SRE〉 =
1

2

[

1 + cos2
(

ϑ

2

)

+ sin2
(

ϑ

2

)

cos

(

2δωt

ϑ
sin

(

ϑ

2

))

e(t/T
′
RE)2

]

, (S28)

where we define the dephasing time

T ′
RE =

ϑ

σ
√
2| sin(ϑ/2)|

. (S29)

Similarly, one obtains for the Ramsey signal

〈SRam〉 = 1

2

(

1 + cos(δωt)e−(t/T ′
Ram)2

)

, with T ′
Ram = T ⋆

2 =

√
2

σ
. (S30)

Note that T ′
RE > T ′

Ram always; nevertheless, at the optimum interrogation time calculated for both sequences as T ′

2 ,

ηRE

ηRam
=

√

ϑ

2 sin(ϑ/2)3
> 1 ; (S31)

the sensitivity ratio above has a minimum ηRE/ηRam ∼ 1.20 for ϑ ∼ 3π
4 , which is the angle that yields the highest

sensitivity for the RE sequence.

We now turn our attention to the evolution of the Rabi signal under Gaussian dephasing noise. For δω ≪ Ω, the
Rabi signal is approximately

SRabi = 1− Ω2

Ω2 + δω2
sin2

(

t

2

√

Ω2 + δω2

)

≈ 1−
(

1− δω2

Ω2

)

sin2
(

t

2

(

Ω +
δω2

Ω

))

; (S32)

calculating the expected value 〈SRabi〉 under the noise distribution yields

〈SRabi〉 =
1

2



1 +
cos(tΩ+ arctan(tσ2/Ω)/2)

(

1 + t2σ4

Ω2

)

1
4

+
σ2

Ω2



1− cos(tΩ + 3 arctan(tσ2/Ω)/2)
(

1 + t2σ4

Ω2

)

3
4







 . (S33)

In the presence of stochastic (Ornstein-Uhlenbeck) noise with zero mean and autocorrelation function σ2e−
t
τc , a

Ramsey signal decays as [39]

〈SRam〉 =
1

2

(

1 + e−ζ′(t)
)

, with ζ′(t) = σ2τ2c (t/τc + e−
t
τc − 1) . (S34)

Numerical simulations valid for τcσ . ϑ/2 and τc & ϑ/(2Ω) indicate that the RE signal decays as

〈SRE〉 =
1

2

[

1 + cos2
(

ϑ

2

)

+ sin2
(

ϑ

2

)

e−ζ(t)

]

, (S35)

with

ζ(t) = ζ′(t)
4 sin2(ϑ/2)

ϑ2
. (S36)
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Note the additional factor 4 sin2(ϑ/2)
ϑ2 =

(

T ′
Ram

T ′
RE

)2

< 1.

Simulations that compare different ϑ-RE for ϑ = {3π/4, π, 5π} and Ramsey signals in the presence of stochastic
noise are depicted in Supplementary Fig. S5.a; it is clear that RE sequences are more resilient to bath noise with
correlation times shorter than the echo period.

Previous calculations [40] indicate that, for slow baths 1
τc

≪ σ2

Ω , the Rabi signal follows the static noise behaviour

for short times, and decays ∝ e
− σt

2
√

τcΩ for long times. Fast baths 1
τc

≫ σ2

Ω induce a decay of the Rabi signal ∝ e
4Ω2

σ4τc .

Evolution under excitation field noise

In the presence of a constant error in the Rabi frequency such that Ω → (1+ǫ)Ω, the infidelity (1−Tr[U(ǫ)U(0)]/2) ≡
(1− F ) of the pulse sequence is given to second order in the detuning from resonance δω and in ǫ by

(1− F )RE ≈ ǫ2t2δω2

8

(2 + ϑ2 − 2 cosϑ− 2ϑ sinϑ)

ϑ2
(S37)

for RE and

(1− F )Rabi ≈
ǫ2t2Ω2

8
− ǫ2δω2(−2 + t2Ω2 + 2 cos(tΩ))

8Ω2
(S38)

for Rabi-beat magnetometry.

Similarly, an error in the Rabi frequency will yield a flip-angle error in the Ramsey sequence, resulting in the
infidelity

(1− F )Ram ≈ ǫ2π2

8
− ǫ2δω2(−16 + 4π2 + πtΩ(8 + πtΩ))

32Ω2
. (S39)

In the presence of stochastic noise in the excitation field with zero mean and autocorrelation function σ2e−
t
τc , the

resonant cases for RE, Rabi have simple analytical solutions.

A cumulant expansion technique applied to periodic Hamiltonians [39, 41] yields for the envelope of a resonant RE
sequence

〈SRE〉 =
1

2

(

1 + e−ζ(n)
)

, (S40)

with

ζ(n) = τ2c σ
2

[

2nϑ

στc
+ 2n(e−

ϑ
Ωτc − 1)− tanh2

(

1

2

ϑ

Ωτc

)

(

2n(e−
ϑ

Ωτc + 1) + e−
2nϑ
τcσ − 1

)

]

. (S41)

We note that this decay is equivalent to the decay under pure dephasing for a PDD sequence [42].

In Supplementary Fig. S5.b, we simulate the signal for different ϑ-RE and Rabi sequences if noise in the excitation
field is present. Contrarily to RE decay in the presence of bath noise, and as shown experimentally in the main text,
RE sequences can refocus excitation noise with correlation times longer than the echo period.

We note that the Rabi signal decay for noise along σx should be comparable to Ramsey signal decay in the presence
of stochastic noise along σz. We thus have the decay

〈SRabi〉 =
1

2

(

1 + e−ζ′(t)
)

, with ζ′(t) = σ2τ2c (t/τc + e−
t
τc − 1) . (S42)

The advantage of the RE sequence over the Rabi is thus the same advantage that dynamical decoupling sequences
can offer.
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Repeated readouts

The NV spin state can be read under non-resonant illumination at room temperature using the fact that the
mS = ±1 excited states can decay into metastable states, which live for ∼300 ns, while direct optical decay happens
in about 12 ns. Thus, a NV in the mS = 0 state will emit, and absorb, approximately 15 photons, compared to only
a few for a NV in the mS = ±1 states, yielding state discrimination by fluorescence intensity. Unfortunately the
metastable state decays primarily via spin-non conserving processes into the mS = 0 state thereby re-orienting the
spin. This is good for spin polarization, but erases the spin memory and reduces measurement contrast. The detection

efficiency C of the NV center spin state is thus given by Eq. S26, which for ϑ = kπ reduces to C =
(

1 + 3(n0+n1)
(n0−n1)2

)−1/2

,

where n1,0 is the number of photons collected if the NV spin is in the mS = {0, 1} state, respectively.
In the repeated readout scheme [27, 43], the state of the nuclear spin is repetitively mapped onto the electronic

spin, which is then read out under laser illumination. The measurement projects the nuclear spin state into a mixed
state, but the information about its population difference is preserved, under the assumption that the measurement
is a good quantum non-demolition measurement. We can include the effect of these repeated readout by defining

a new detection efficiency, CNr =
(

1 + 1
Nr

3(n0+n1)
(n0−n1)2

)−1/2

, which shows an improvement ∝
√
Nr, where Nr is the

number of measurements. The sensitivity needs of course to be further modified to take into account the increased
measurement time. Provided the time needed for one measurement step is smaller than the interrogation time,
it becomes advantageous to use repeated readouts. As RE increases the interrogation time, it can achieve better
sensitivity than Ramsey magnetometry by using the repeated readout scheme (which is instead not advantageous for
a simple Ramsey scheme), as depicted in Supplementary Fig. S6.

Calcium signaling domains

Although virtually all neuronal reactions are regulated by diffusing Ca2+ ions between membrane channel sources
and cytoplasm target receptors, triggering specificity is ensured by the fact that such diffusion events are localized
in time and space. The size of the signaling domain, understood as roughly the distance between channel and
receptor (50nm to 0.5µm), determines the diffusion timescale (µs to ms) and strength, the latter measured by Ca2+

concentration (100 to 1µM) [29, 44].
Let a flux with duration t and mean travelled distance d between membrane channel and cytoplasm receptor. The

magnetic field at a distance r from a transient Ca+2 flux composed of l ions is estimated as

B(T) =
µ0

4π

2led

tr2
, (S43)

with e the electron charge, and with the magnetic permeability of the cell approximated by µ0, the vacuum perme-
ability. Therefore, the minimum required sensitivity to sense the afore-described calcium flux is

η

(

T√
Hz

)

=
√
2π

µ0

4π

2led√
tr2

√
N . (S44)
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