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1. Measurement Setup 

Figure S1 shows a schematic of the board along with an optical micrograph of the test 

board with an integrated memristor chip. The setup can measure arrays in sizes of up to 32 rows 

and 32 columns and perform a broad range of tests and array operations.   

 

Figure S1 | a Block diagram of the test board. b Optical micrograph of the test board with an 

integrated memristor chip. 

 

To achieve weight updates in the experiments, we used a single pulse with different pulse 

widths to program the memristor resistance. In this so-called “single shot” programming scheme, 

read verify and repeated programming steps were not employed.  

Specifically, during write we apply Vwrite to the rows containing the target memristors and 

1/2 Vwrite to the rest of the rows. Initially, all rows are set to be 1/2 Vwrite to protect the memristors 

from being disturbed. The selected column is grounded and the other columns are set at 1/2 Vwrite. 
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When programming starts, the rows containing the target memristors are set to Vwrite, with different 

pulse widths corresponding to the target weight update values. When a pulse ends, the voltage on 

the corresponding row drops back to 1/2 Vwrite. The programming is completed when all target 

devices on the selected column are programmed. Fig. S2 below illustrates the programming 

procedure.  

 
Figure S2 | Memristor array programming scheme. 

All devices in the 32×32 array work well and have been tested for different patterns 

beyond the pattern shown in Fig. 1c in the main text. Below are a few examples showing test 

patterns written in and read out from the 32×32 crossbar array. 
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Figure S3 | a A binary 4×4 checkerboard pattern stored in the array. b Histogram of the device 
conductance values. c A 4×4 checkerboard pattern with 5 conductance levels stored in the same 

array. d Distribution of the stored conductance values showing the average (red lines) and 
standard deviation. e A 2×2 checkerboard pattern stored in the same array in 9 levels. f 

Distribution of the stored conductance values showing the average (red lines) and standard 
deviation. 

 

 

2. 200 nm pitch 32×32 memristor array fabrication and testing results 
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Memristor arrays based on narrower linewidths, e.g. 200 nm linewidth, have also been 

fabricated. Fig. S4 shows SEM images of a fabricated 32×32 array with 200 nm linewidth.  

 

Figure S4 | SEM images of a 200 nm linewidth memristor array. 

Patterns such as checkerboards were also successfully programmed in the higher density, 

200 nm linewidth arrays, as shown in Fig. S5. However, devices in the outer 4 lines (2 on each 

side) in the 200 nm arrays typically show higher resistance values compared to the inner devices, 

possibly due to lithography and etch non-uniformity issues during the fabrication process. 
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Figure S5 | 4×4 and 2×2 checkerboard patterns programmed in the 200 nm linewidth 

array. 

 

3. Additions Notes on Sparse Coding Implementation  

In the locally competitive algorithm (LCA) [R1] a vector of signal inputs (i.e. image pixels) 

is used to excite the network. In our approach the input values (such as the intensity of pixels in a 

gray-scale image) are translated to voltage pulse durations with a fixed voltage amplitude, so that 

the total charge passed through the memristors is linearly proportional to the input, weighted by 

the memristor conductance, as discussed in the text. For each output neuron, the crossbar 

modulates the inputs with a synaptic weight vector (represented by the conductances of the 

memristors in the same column) and converts them into currents that flow into the neuron. In this 

sense, the memristor network performs the matrix dot-product operation 𝑥𝑥𝑇𝑇 ⋅ 𝐷𝐷 through a single 

read operation, where the matrix multiplication operations are performed in parallel. Here 𝑥𝑥 is the 

input vector and 𝐷𝐷 is the memristor weight matrix, as discussed in the main text. 

After converting the input through the memristor weight matrix, the obtained current is 

then integrated to determine the neuron’s membrane potential. Additionally, in LCA the membrane 

potential is affected by a leakage term, as well as inhibition from other active neurons. The 

inhibition effect is an important component of LCA and the strength of the inhibition is 

proportional to the similarity of the neurons’ receptive fields. This feature is critical in ensuring 

sparsity by preventing duplicate neurons from firing with the same/similar receptive fields. 

Mathematically, the neuron’s membrane potential dynamics is determined by: 
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𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 =

1
𝜏𝜏
(−𝑢𝑢 + 𝑥𝑥𝑇𝑇 ⋅ D − 𝑎𝑎 ⋅ (D⊤D − 𝐼𝐼) ) (S1) 

Here 𝑎𝑎 is the activity of the neuron. In conventional approaches (e.g. GPU or MS-CMOS), 

the inhibition is achieved by either computing D⊤D on the fly which is very compute-intensive, or 

by storing all the inhibition weights D⊤D  in a separate ‘feedback’ memory. However, since 

inhibition is all-to-all, the feedback memory scales with 𝑛𝑛2 , where n is the number of output 

neurons and will grow very fast and become impractical as the input becomes larger. 

Eq. S1 can be re-written as 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 =

1
𝜏𝜏
(−𝑢𝑢 + (𝑥𝑥 − 𝑥̂𝑥)𝑇𝑇𝐷𝐷 + 𝑎𝑎)  (S2) 

Where the original input 𝑥𝑥𝑇𝑇 is replaced with (𝑥𝑥 − 𝑥̂𝑥)𝑇𝑇 (the residual term), where 

𝑥̂𝑥 = 𝐷𝐷𝑎𝑎𝑇𝑇      (S3) 

is the reconstructed signal based on the activities of the output neurons a and the receptive field 

matrix 𝐷𝐷. This residual term is then fed to the network as the input. This approach equivalently 

achieves inhibition since the features associated with the firing neurons are now removed from the 

input, so the membrane potentials of neurons with similar receptive fields as the firing ones will 

be suppressed.  This process eliminates calculating D⊤D or the feedback memory, but it requires 

the dot-product operation of the neuron activity vector a and the transpose of the weight matrix 

𝐷𝐷𝑇𝑇, which are again very compute-intensive. However, with the memristor network, the operation 

𝑎𝑎 ∙ 𝐷𝐷𝑇𝑇can also be readily implemented by a single operation by feeding the neuron activity vector 

a backwards through the matrix, as shown in Fig. S6, where the dot-product 𝑎𝑎 ∙ 𝐷𝐷𝑇𝑇can be achieved 

through a single read at the input. The new input (𝑥𝑥 − 𝑥̂𝑥)𝑇𝑇will then be calculated, and forward-

feed into the matrix and this process is repeated until the network settles and a sparse representation 

of the original input can be obtained from the activity vector a. 
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Figure S6 | The forward pass that updates the neuron membrane potentials and the backward 

pass that updates the residual input.  

During the experiments, the time constant for the leaky integrating neuron (τ in Eq. 2a of 

the main text and Eq. S2) was chosen to be 60. The choice of τ must balance system stability with 

coding efficiency. A lower τ causes neurons to charge and leak more quickly which can yield a 

sparse code in fewer iterations of the algorithm, but can also cause neurons to oscillate near the 

threshold. A τ of 60 allowed the sparse code to be obtained within 60 iterations while allowing the 

network to stabilize with neurons settling either above or below the threshold. 

In our implementation, the neuron circuit is implemented digitally in software, using 

discrete time steps following Eqs. S2 and S3. The unit of τ is the time step used in the discrete time 

implementation, i.e. τ = 60 means the integration and decay time constant in Eq. S2 is 60 time 

steps. The duration of each time step can be calculated from the unit read pulse width (60 us in our 

experiments) and the input/output numbers. Counting both the forward and backward read cycles, 

the physical time for each time step is ~ 2.88 ms using the test board.  

From Eq. S2, the membrane potential u in our implementation should have the same unit 

as the dot-product 𝑥𝑥𝑇𝑇𝐷𝐷. As discussed in the main text, in our implementation the vector-matrix 
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dot-product was calculated by measuring the total charge of a forward read pass, which can be 

written and measured as 𝐺𝐺𝑇𝑇𝑉𝑉𝑉𝑉, where G, V, t represents conductance, voltage and pulse width, 

respectively. As a result, the membrane potential has a unit of charge. A typical value of the 

membrane potential can be readily estimated. As shown in the example in Fig. S3, G has 

conductance values of 3~7 uS, V is 0.6 V, the minimum pulse width is around 60 s during the 

forward and backward passes, leading to membrane potential values on the level of 1e-10 C. 

 

4. Other Experimental Examples of Network Dynamics 

Additional examples obtained from the experimental setup showing the neuron membrane 

potential dynamics during the LCA analysis of the bar patterns can be seen in Figs. S7-S9. 

 

 
Figure S7 | a Original and reconstructed image based on neurons 6 and 16. b Neuron dynamics 

during LCA analysis. 
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Figure S8 | a Original and reconstructed image based on neurons 5 and 14. b Neuron dynamics 
during LCA analysis. 

 

 

Figure S9 | a Original and reconstructed image based on neurons 7 and 16. b Neuron dynamics 
during LCA analysis. 
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5. Simulation of the Memristor Network 

A simulation package based on Python was developed to simulate and analyze the 

behaviors of the memristor crossbar network. For simplicity and efficiency, sneak-path currents 

were neglected since the output neurons are essentially grounded. Line resistance was also 

neglected in the simulation. Large-scale, algorithmic simulation was performed in Python using 

the NumPy framework and utilities from the SciKit-Image. 

The memristor devices were modeled using the device model discussed in Section 8. The 

network was initialized by randomly initializing the matrix storing the state variable w of the 

memristor devices using a Gaussian distribution. 

The effects of device variations were added by using the parameters in Fig. S16c during 

weight updates (online learning) or weight storage (offline learning). An example of the offline 

learning case, shown in Fig. S14, verified that the dictionary obtained from the simulation method 

captures the main features of the experimentally stored dictionary in the presence of device 

variations. 

During simulation of sparse coding using the memristor array (e.g. image reconstruction 

using bar patterns or natural images), the pixel intensity of the original image/patch was converted 

into a vector, and multiplied with the D matrix in the simulation package to calculate the vector-

matrix dot-product. Membrane potentials u and neuron activities a were initialized as 0, and 

updated following Eqs. S2 and S3. Afterwards, another vector-matrix multiplication of the current 

neuron activity vector a and the D matrix was performed to calculate the residual term in Eq. S3. 

The residual was then used as the new input of the next iteration, and the whole process was 

repeated in a tic-toc manner. 

Fig. S10 below shows an example of the simulated memristor system operation. A bar 

pattern example, used in Fig. 3b-c in the main text, was tested for this purpose. In the simulation, 

all parameters including 𝜆𝜆 and  𝜏𝜏 were chosen to be the same as the experimental study shown in 

Fig. 3 in the main text. The simulation generated the same correct reconstruction (Figure S10a) 

and reproduced similar neuron dynamics (Figure S10b) as observed experimentally using the 

memristor system, shown in Fig. 3c.  
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Figure S10 | Simulation results of the bar pattern reconstruction using the device model. Similar 

network dynamics can be reproduced in the simulation. 

 

6. Impact of the Threshold Parameter λ on Network Performance 

In LCA the sparsity coefficient  directly affects the neuron activity and the reconstruction. 

As seen in Fig. 3c of the main text, the membrane potential of neuron 1 becomes suppressed after 

21 iterations and remains (just) below the threshold. As a result, the activity of neuron 1 is exactly 

zero (following Eq. 2b) and the reconstruction of the input is obtained from the activities of only 

neurons 8 and 16. Similarly, in Fig. 2c the membrane potentials of neurons 9 and 17 are maintained 

just above the threshold. A question can then be asked as to how sensitive the reconstruction is to 

the sparsity coefficient , i.e. will neuron 1 in Fig. 3c become active if a slightly lower  is used? 

To investigate the role of the threshold parameter on the sparse code outcome, a series of 

experiments were performed using the memristor-based test board, using the same input but with 

progressively larger threshold values.  

The bar pattern shown in Fig. S11a was used in this study. The threshold parameter λ was 

varied between 0 and 140, in increments of 10 and the sparse reconstructions for each setting are 

shown in Fig. S11b. The threshold setting is shown above each panel, along with the number of 

the active neurons, L0. The trend is summarized in Fig. S11c.  

Original 

 

 
Reconstructed 

 

 

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

NATURE NANOTECHNOLOGY | www.nature.com/naturenanotechnology	 11

SUPPLEMENTARY INFORMATIONDOI: 10.1038/NNANO.2017.83

http://dx.doi.org/10.1038/nnano.2017.83


12 
 

Overall, a higher threshold parameter causes the network to favor sparsity over 

representation accuracy, as predicted by Eq. 1 in the main text, reproduced as Eq. S4 below:  

min
 𝑎𝑎

( |𝑥𝑥 − 𝐷𝐷𝑎𝑎𝑇𝑇|2  + 𝜆𝜆|𝑎𝑎|0 )  (S4) 

At low threshold values, more neurons are used to represent an input and can thus 

potentially capture more input features (e.g. the greyscale distinction between the two horizontal 

bars). However, increasing λ does not necessarily result in a reduced number of active neurons, as 

seen in the cases of 𝜆𝜆 = 90 or 𝜆𝜆 = 120. In fact, by changing λ, the network dynamics will adapt 

and often the same set of active neurons whose receptive fields optimally represent features in the 

input will prevail in the end. In Figs. 2c, 3c in the main text and Figs. S7-S9, it can be seen that 

neurons often settle close to the threshold. This is a consequence of the network dynamics: when 

a neuron surpasses the threshold, the residual is immediately reduced, retarding further increase of 

similar neurons; similarly, if a neuron is driven below threshold, the residue error it was 

introducing is immediately removed, reducing the negative drive. Therefore, if the threshold is 

adjusted upwards, the neuron dynamics will shift accordingly so that the neurons will settle around 

the new threshold and resulting in the same optimized output. On the other hand, if the threshold 

adjustment is large enough, the balance between accuracy and sparsity can shift to favor more 

sparse solutions and affect the network dynamics, as shown in the step-like changes around λ = 

30, 90, and 120. The choice of threshold allows a level of tunability in balancing between 

representation accuracy and the sparsity of the solution, while the ability of the network to adapt 

to the threshold parameter relaxes the requirement of optimizing the threshold parameter. This is 

particularly helpful because of the discrete nature of the L0-norm which results in a non-convex 

optimization problem, and there exists no analytic expression for choosing λ to achieve a given 

level of sparsity.  

It is also interesting to note that a worse representation is obtained in the case of 𝜆𝜆 = 30 

(and below) where 4 (or more) neurons are active, while a better reconstruction is obtained for 

𝜆𝜆 = 40 with a more sparse representation using fewer (2) neurons. The error at low threshold, e.g. 

𝜆𝜆 = 30, is due to device variability within the network that allow a neuron to charge faster than 

others, and the insufficient inhibition due to the low threshold could not drive the incorrect neuron 

below the threshold. This problem is solved at higher threshold 𝜆𝜆 = 40, which by emphasizing 

more on sparsity has the desired effect of suppressing the less-optimally matched neurons. This 
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finding presents another argument for the use of a sparsity constraint when coding with emerging 

hardware: the enforcement of sparsity helps to suppress errors resulting from device non-idealities 

present in real hardware systems and leads to more accurate analysis.  

 
Figure S11 | Impact of the threshold parameter λ network performance. a Original image to 
be sparsely encoded. b Image reconstructions for 𝜆𝜆 ∈ [0,140]. The number of active neurons (L0) 
is shown above each reconstruction. c L0 as a function of λ. A higher threshold in general leads to 
more sparse representation. 

 

7. Dictionary Learning – Offline Training and Weight Storage 

The image reconstruction with bar patterns and stripe-like patterns shown in Figs. 2-3 in 

the main text involved sparse coding with a known dictionary D, without the process of dictionary 

learning. Training and finding the dictionary D is another critical optimization problem. Since the 

conductances of the crossbar memristors are tunable, we can implement a learning algorithm to 

find the dictionary elements during the training stage. We first demonstrated this concept through 

offline learning by using our memristor model combined with a Hebbian learning rule. After 

learning, the learned dictionary D was written into the physical memristor crossbar to perform 

image reconstruction using the LCA-based sparse coding algorithm. 

Specifically, we first used a winner-take-all (WTA) training algorithm, combined with 

Oja’s rule to find the overcomplete dictionary D. More elegant learning, based also on sparse 

coding, are discussed in Section S10. The WTA learning algorithm allows fast training of the 
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network. During WTA learning, the network finds the dictionary element that mostly resembles 

the input by identifying the element (the winner) that produces the largest dot-product with the 

input. After identifying the winning neuron, its synaptic weights, forming the receptive field 𝜙𝜙𝑤𝑤  

associated with the neuron, is then updated by following Oja’s rule (Eq. S5). 

y = 𝑥𝑥𝑇𝑇𝜙𝜙𝑤𝑤    (S5) 

∆𝜙𝜙𝑤𝑤 = 𝛽𝛽(𝑋𝑋 − 𝑦𝑦𝜙𝜙𝑤𝑤)𝑦𝑦   (S6) 

Where x is the input and y is the output from the winning neuron, representing the maximum dot-

product of the input vector and the receptive fields in the network (Eq. S6). 

To train the network, 4×4 patches are randomly sampled from a training set of nine natural 

images (128x128 pixels) as the training input, shown in Fig. S12. 

 

Figure S12 | Training set used to obtain the dictionaries. 
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Figure S13Figure S13 shows the offline training results using the memristor model on a 

16×32 crossbar array, corresponding to a 2× overcomplete dictionary with 16 inputs and 32 output 

neurons (dictionary elements). Before training, the weights are randomly initialized, as shown in 

Fig. S13a. The network is trained with 150k samples. After training is completed, receptive fields 

resembling Gabor filters, represented by the conductances of memristors associated with each 

output neuron, can be clearly observed, as shown in Fig. S13b.  

 

Figure S13 | All 32 receptive fields before (a), and after (b) training using WTA, using the natural 
images shown in Fig. S12. Each receptive field is represented by the conductance values of the 16 
memristors associated with the given neuron. 

 

The trained dictionary (Fig. S13b) is then experimentally programmed into the 16×32 

memristor array using the test board. Fig. S14a shows the receptive fields experimentally stored 

in and read out from the memristor crossbar and used for the experimental natural image 

reconstructions in Fig. 4b-e of the main text. Due to intrinsic device variations, the patterns stored 

in the array (Fig. S14a) are not exactly the same as the ideal dictionary (Fig. S13b), but generally 
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maintain the main features of the learned dictionary elements. Here the receptive fields were 

written into the array using a single shot method, without repeated read verification and re-

programming steps. 

Using the learned dictionary that is now stored in the memristor crossbar, we successfully 

performed reconstruction of 120×120 pixel grayscale images using the 16×32 memristor crossbar, 

as shown in Fig. 4 in the main text. During the process, the 120×120 input images were divided 

into 4×4 patches and each patch was experimentally processed using the memristor crossbar and 

the LCA algorithm (Fig. 4b-d). After the memristor network stabilizes (typically after 80 

forward/backward iterations, Fig. 4d), the patch was reconstructed using the neuron activities and 

the corresponding receptive fields stored in the crossbar array.  

 
 

Figure S14 | a Experimentally stored dictionary elements in the memristor crossbar. b Simulated 

stored weights after considering device variations. 

The experimental results can be qualitatively explained by considering device variations 

during storage of the receptive fields into the memristor array in the offline dictionary case. Details 

of the device variation model are discussed in Section 8. Fig. S14b shows the simulated stored 
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dictionary elements after adding device variations to the offline learned dictionary in Fig. S13b. 

Qualitatively similar behaviors can be observed compared with the experimentally stored 

dictionary elements shown in Fig. S14a. 

Simulations of image reconstruction were then performed using the simulation package 

discussed in Section 5 and the simulated stored offline-trained dictionary elements, following the 

same procedure as the experimental reconstruction of the 120×120 natural images using 4×4 patch 

inputs. Figs. 4e-f in the main text show comparison of the experimentally obtained images from 

the memristor crossbar test board, and simulated reconstruction results based on the receptive 

fields shown in Fig. S14, respectively. The experimental results can be consistently reproduced by 

the simulation that includes effects of device variations. 

 

8. Device Variation Model 

Ideally one would like to perform online learning experimentally using the same memristor 

crossbar system. However, the slow speed of the board combined with the large training set 

prevented us from experimentally implementing online learning in the memristor crossbar at this 

stage. To test the feasibility of online learning we instead performed a detailed, realistic simulation 

using a device model that incorporates device variations during the incremental weight updates. 

The largest difference between the online learning case and the offline learning case is that in the 

offline case the receptive fields (dictionary elements) were obtained using an ideal device model 

and variations were only considered when the receptive fields were stored in the memristor array; 

while in the online learning case device variations were carefully considered during the learning 

stage that required large numbers of incremental weight updates. Additionally, in the online case 

the same array that was trained was used for reconstructions of test images, thus dictionary storage 

is no longer needed. Single shot programming schemes were also used for the weight updates 

during the online training case. 

To model the device variations during weight updates, we experimentally measured the 

incremental conductance changes in 288 devices in the memristor array using pulsed 

programming/erasing conditions. The results are shown in Fig. S15a. Here each device was 
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programmed with 20 write pulses and followed by 20 erase pulses, and the device conductance 

was monitored after each write/erase pulse by a read pulse. 

We fitted the experimental data with the memristor model we developed in Ref. [S2], 

with the following equations: 

𝐼𝐼 = 𝑤𝑤(𝛾𝛾 sinh(𝛿𝛿𝛿𝛿)) + (1 − 𝑤𝑤)(𝛼𝛼(1 − 𝑒𝑒−𝛽𝛽𝛽𝛽)) (S7) 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝜂𝜂1 sinh(𝜂𝜂2 𝑉𝑉)𝐹𝐹(𝑤𝑤, 𝑉𝑉)               (S8) 

where Eq. S7 is the current-voltage equation dependent on the internal state variable w, and Eq. 

S8 describes the update rate of the state variable. F(w,V) is a window function: 

𝐹𝐹(𝑤𝑤, 𝑉𝑉) = {1 − 𝑤𝑤, 𝑖𝑖𝑖𝑖 𝑉𝑉 > 0 
𝑤𝑤, 𝑖𝑖𝑖𝑖 𝑉𝑉 < 0                               (S9) 

 
Figure S15 | a Pulse write/erase data measured from 288 devices in the memristor array. b Initial 

conductance distribution. 

To perform online learning, we need to account for the device variations during weight 

updates. We first note that the initial conductances of the devices follow a Gaussian distribution, 

as shown in Fig. S15b. Thus we assumed that the initial values of the state variable (w0) from 

different devices follow the same Gaussian distribution as observed in Fig. S15b. During weight 

updates, we further assumed that the parameters 𝜂𝜂1 and 𝜂𝜂2  in the weight update equation (Eq. S8) 

are different for different devices, also following Gaussian distributions. Exact parameters used in 

a b 

  
 

(A) (B) 

  
 

(A) (B) 
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the model are shown in Fig. S16c. With these modifications to the original ideal device model, the 

experimentally observed variations during weight updates can be realistically accounted for, as 

shown in Fig. S16a, for the same programming/erasing conditions used in the experiments. 

 

Figure S16 | a Simulated incremental conductance changes that match well with the experimental 

results. b Gaussian distribution of the initial weights used in the simulation. c Parameters used in 

the device model. 

 

9. Dictionary Training – Online Learning with WTA 

 

a b 

  
c 

𝑝𝑝(𝑤𝑤𝑜𝑜 𝑤𝑤)  𝜎𝜎 𝜋𝜋 𝑒𝑒
− 𝑤𝑤−𝜇𝜇

𝜎𝜎 ,    𝜇𝜇 ,     𝜎𝜎  
𝛾𝛾 = 1e-5     𝛿𝛿 = 4     𝛼𝛼 = 1e-8    𝛽𝛽 = 0.5 

𝜂𝜂  = 9e-8 w/ 3% variation    𝜂𝜂  = 15.5 w/ 1% variation 
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Figure S17 | a Initial weights in the memristor array. b Simulated learned weights considering 

device variabilities during online learning. 

The model incorporating device variations during weight updates was then used to simulate 

online learning in the memristor crossbar. WTA based learning was first analyzed. The dictionary 

after learning based on WTA is shown in Fig. S17b. After learning, the same crossbar was used to 

process test images using the learned dictionary. Image reconstruction results using the online 

learned dictionary are shown in Fig. S18a. For comparison, simulation results of reconstructed 

images using an ideal dictionary with zero device variations are also included (Fig. S18b). 
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Figure S18 | a Reconstructed image with online learned dictionary based on WTA training. b 

Reconstructed image with ideal dictionary based on WTA training without device variations. 

An interesting observation is that better results, closer to the ideal dictionary case, are 

obtained with the online learning process compared with results obtained from the stored, offline-

learned weights, as shown Fig. S18. This effect can be explained from the fact that the learning 

algorithm is self-adaptive and adjusts to the device variabilities during the training stage. As a 

result, online learning can more effectively handle device variations compared to the offline 

training and weight storage method, where the differences of specific devices were not factored 

into the learned dictionary and can lead to larger errors during image reconstruction. 

 

10. Dictionary Training – Dictionary Learned via Sparse Coding 

We note WTA-trained dictionaries are not ideally suited for analysis based on sparse 

coding, since WTA forces the learned dictionary elements to resemble the most dominate patter in 

the input patches (e.g. Fig. S13b) while in sparse coding multiple dictionary elements are needed 

a 

 
b 
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to reconstruct the input. To improve the image reconstruction results, we performed analysis on 

image processing using dictionary learned via sparse coding.  

During dictionary training, we initialized the memristor dictionary to random values, and 

then during each iteration of learning we obtained the residual error (𝑥𝑥 − 𝑥̂𝑥) following the LCA 

algorithm, and updated the memristor weights directly by incrementing or decrementing their 

values according to stochastic gradient descent, as explained in Olshausen & Field [S3].  

Specifically, the stochastic gradient descent update rule is described as: 

ΔΦT = 𝛽𝛽(𝑥𝑥 − D𝑇𝑇𝑎𝑎)⨂𝑎𝑎 (S10) 

where D is the matrix of dictionary elements (receptive fields), ⨂ is the outer product,  𝑥𝑥 −
D𝑇𝑇𝑎𝑎 represents the reconstruction error with D𝑇𝑇𝑎𝑎 being the reconstructed input based on LCA, and 

𝛽𝛽 is the learning rate factor, which in our case is chosen to be 0.3. 

We first performed the analysis using the algorithm without considering any device non-

idealities. Indeed, much better results were obtained using the sparse coding trained dictionary, 

compared to what was obtained earlier based on dictionary learned using WTA, as shown in Fig. 

4g in the main text. Note a larger patch (8×8) was also used during learning and inference, 

compared with the 4×4 patches used in Figs. 4e-f.  

More importantly, after incorporating realistic memristor noise (conductance fluctuations) 

and variations (weight update fluctuations) in the model based on the memristor device model 

discussed in Section 8, very high quality reconstructions can still be obtained by performing online 

learning with memristors in the loop, as shown in Fig. 4h. These results again verify that online 

learning can more effectively handle device variations and is particularly suitable for emerging 

devices such as memristor-based systems where large device variations are expected. 

 

11. Dictionary Training – Learned Dictionary with Whitened Inputs 

Following Olshausen & Field [S3], we note high spatial features in the dictionary may be 

more effectively trained using a whitening technique that filters out the low spatial frequency 
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components. Specifically, a combined whitening/low-pass filter with a frequency response shown 

in Eq. S11 has been shown to lead to desired performance [S3]: 

𝑅𝑅(𝑓𝑓)  =  𝑓𝑓𝑒𝑒−( 𝑓𝑓
𝑓𝑓0

)
𝑛𝑛

 (S11) 

The same combined whitening/low-pass filter was used to pre-process the image patches 

before training, where 𝑓𝑓0 was chosen to be 200 cycles/picture and n was set to be 4. 

The training data were sampled from ten 512×512 natural images with 12×12 patches. 

Before the training, all patches were pre-processed using the combined whitening/low-pass filter 

shown in Eq. S11. Fig. S19 shows the original image before and after whitening, as well as the 

profile of the combined whitening/low-pass filter in frequency domain. 

 

 

Figure S19 | The original image before and after whitening, along with the profile of the 

whitening/low-pass filter plotted in frequency domain. 

12×12 whitened image patches, randomly sampled from the image set, were used as input 

patches for dictionary training, following the same training algorithm discussed in Section 10.  

Fig. S20 shows the 576 dictionary elements after training (using 12×12 image patches and 

a 4× overcomplete dictionary). Similar to results obtained in Zylberberg et al. which used a 

comparable sparse-coding algorithm [S4], small unoriented features, oriented Gabor-like wavelets, 

and elongated edge-detectors can be learned in the dictionary. 

Original image Whitening filter Filtered image 
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Figure S20 | Receptive fields obtained from gradient descent training using pre-preprocessed 

images. The resulting fields were roughly sorted using the ratio of the variance over the mean. 

The gray tone represents zero in all fields, with lighter pixels corresponding to positive values 

and darker pixels corresponding to negative values.  

 

An example of image reconstruction using the whitened images and the trained dictionary 

in Fig. S20 is shown in Fig. S21, demonstrating high quality reconstruction using dictionary 

learned with whitened inputs.  
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Figure S21 | a Original whitened image. b Reconstructed image using the dictionary in Fig. S20 

 

12. Video Processing and Comparative Analysis 

Many real-world applications such as video processing are well suited for sparse coding. 

We carried out analysis on how the memristor-based hardware will perform in video processing 

tasks. Fig. S22 shows an example of a 256×192 grayscale image, which was downsampled from 

an original 640×480 image. The image was then processed by the 16×32 memristor crossbar using 

4×4 patches. During the process, 3072 (64×48) 4×4 patches were processed using the LCA 

algorithm and each patch took 300 iterations to allow the network to stabilize. Due to the limited 

data transfer rate between the memristor array and the digital circuitry in the existing test board, 

the current memristor board will not be able to perform this video analysis in real time. However, 

in an integrated memristor/CMOS system with a minimum possible read pulse width of 10 ns, our 

analysis shows that it will take 0.034 second to process such an image, meeting the requirement 

of real-time streaming video analysis at a rate of 24 frames/s (<0.042 second process time per 

frame).  

a 

 

b 

 

 

(a) (b)(a) (b)
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Figure S22 | 256×192 video frame reconstructed using 4×4 patches using the 16×32 memristor 

crossbar. 

To process standard 480p (640×480) videos with at least 24 frames/second frame rate 

without downsampling, larger patches (e.g. 10×10) will be needed. A memristor array size of 

100×200 will be able to process the 480p videos in real time using 10×10 patches. Fig. S23 shows 

simulation results of image reconstruction using the larger memristor array. 

 

Figure S23 | 640×480 video frame reconstructed using 10×10 patches with a 100x200 memristor 

crossbar. 

We then compared the performance of the memristor system with efficient digital solutions. 

For a fair comparison of the crossbar-based analog solution with a digital solution, both methods 

need to be subjected to the same constraints, as tradeoffs can always be made between low energy 

consumption, fast speed and high reconstruction accuracy. In this application, we are targeting 

power and processing time as the main performance metrics for both systems.  
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To achieve the benchmarking results, we designed and analyzed an efficient digital system 

using efficient multiply-accumulation (MAC) circuits. Since an a×b crossbar can perform the (1×a) 

× (a×b) vector-matrix dot-product operation in one read process in the memristor system, the 

digital CMOS system was designed to match the same performance. Specifically, for 

benchmarking purpose we assumed that in an integrated memristor chip a read speed of 10 ns can 

be achieved. To obtain similar performance in the digital system, we used 4-bit × 4-bit 

multiplications to approximately match the dynamic range of the input and the stored values in the 

memristor crossbar. In the analysis, we used 10×10 patches (aimed for real time processing of 

480p video) to sample and reconstruct the image. A 100×200 memristor crossbar was assumed for 

the memristor implementation. The equivalent digital system in 40 nm CMOS uses 1600 MAC 

circuits (8 MAC circuits per column and 200 columns operated in parallel) to accomplish one 

(1×100) × (100×200) vector-matrix dot-product operation in 10.4 ns. Schematic and parameters 

of the digital system are shown in Fig. S24 and Table S1, respectively. This design occupies 0.306 

mm2 and it is estimated to consume 274 mW during the forward pass (reconstruction phase) stage 

and 548mW during the backward pass (residual calculation) stage.  

  

 

Figure S24 | Architecture of the digital CMOS system, with 1,600 4b×4b multipliers, 8 per 
column; 1,600 adders, 8 per column; and 8 multiplication and accumulation (MAC) per clock 
cycle per column. Each MAC operation is pipelined to 3 stages. Latency: 16 clock cycles to 

complete one (1×100) × (100×200) vector-matrix dot-product operation. 
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Table S1 | Equivalent digital CMOS design of a 100×200 crossbar using 40nm CMOS 
Technology 

 (1×100) × (100×200) 
operation 

Number of Multiply-accumulate 
(MAC) 

1600 

Number of pipeline stages 3 

Clock period (ns) 0.65 

Latency (ns) 10.4 

Power consumption (mW) 274 

Silicon area (mm2) 0.306 

Power efficiency (TOPS/W) 7.02 

Area efficiency (TOPS/mm2) 6.28 

 

The comparison between the memristor solution and the digital solution is shown below 

in Fig. S25 and Table S2. The test is based on reconstructing 640×480 natural images at a rate 

of >24 images/second (e.g. real time processing of 480p videos).  

 

Figure S25 | Image reconstruction results based on a memristor system and an efficient digital 
approach. 

 

 

 

   
Original Image Memristor solution Digital solution 
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Table S2 | Performance comparison between the memristor solution and the digital solution 

 MSE L0 Time energy 

Memristor 1.933e-3 15.6% 0.03607s 719.0uJ 

Digital 2.226e-3 11.3% 0.02636s 11.82mJ 

 

As can be observed from the simulation results, the speed, error and sparsity parameters 

are similar for the digital solution and the memristor solution, by design. The digital solution 

resulted higher mean square error but lower L0. These can be explained by the quantization effect 

of the digital approach. In the digital implementation, the synaptic weights were quantized into 4 

bits (16 levels), which leads to a quantization error and subsequently slightly higher reconstruction 

error. 

When it comes to power consumption, on the other hand, the memristor analog solution, 

based on parameters used in the current prototype devices, already demonstrates significant (~16×) 

improvement over the already very efficient digital solution. This is due to the fact that the vector-

matrix dot-product is obtained in a single step by a parallel read process in the memristor system. 

To achieve the similar throughput in the digital system, eight 4b×4b multipliers were needed in a 

single column, leading to higher energy consumption. We expect the advantage of the memristor 

system will be even more pronounced for more complex tasks and with further optimized devices, 

since in the digital solution analysis we neglected the time and energy costs associated with moving 

data between the memory (not considered in this simple analysis) and the MAC circuitry, which 

will not be negligible for larger input data, while in the memristor system such data movement is 

not needed since the computation is directly performed in the same physical locations as the stored 

weights. The energy cost in the memristor system can also be significantly lowered further by 

optimizing the memristor devices, i.e. by using lower current memristor devices. 
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