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The National Lung Screening Trial (NLST) enrolled 26,722 participants to undergo three annual screening exams with LDCT. We used 33,413
CT volumes from 10,395 subjects. They were randomly divided into training (7,268, 70%), validation (1,042, 10%) and test sets (2,085, 20%).
This scheme follows a standard way of splitting datasets for deep learning research. We believe that this sample size is sufficient as it
represents all 33 sites in the NLST trial with CT exams from all major CT manufacturers.

The independent test dataset collected at Massachusetts General Hospital (MGH at Boston, MA) contains 335 patients. By reviewing the
electronic medical records (EPIC, Epic Systems Corporation) at MGH, we first identified all available 235 subjects who had clinically indicated
LDCT for lung cancer screening, ECG-gated CT angiography and coronary calcium scoring within a 12-month period. Further, to expand the
population, we randomly collected the other 100 subjects with clinically indicated LDCT for lung cancer screening. For the one tail z-test
conducted to compare different models, a sample size of 335 gives a test power of 0.9999993.

The reader studies assessed all chest LDCTs within the test set on NLST datasets (2,085 patients).

We trained and validated our deep learning model on a part of NLST dataset (8,310 patients). The remaining NLST and the entire MGH
datasets were held back from the development of our deep learning model for the testing phase of our study.

NLST dataset:

We received 133,860 CT volumes of 16,264 subjects from NCI, which has reached the maximal number of cases allowed for a public study.
Subjects were excluded when they can neither be determined as CVD-positive (who have no reported cardiovascular abnormality in any of the
CT scans during the trial, and did not die of circulatory system diseases) nor CVD-negative (who have CVD related medical history). CT volumes
were excluded with slice spacing larger than 3mm, or screening length smaller than 200mm, or that are not readable. For abnormal subjects
who did not die of CVD, CT volumes without cardiovascular abnormal reports were excluded. This exclusion process resulted in 34,881 CT
volumes from CVD-negative subjects and 8,451 CT volumes from CVD-positive subjects. Finally, for each of the 3,127 subjects in the
validation and test sets, only the volume with the earliest timestamp was included for keeping the real data distribution. All the exclusion
criteria were pre-established.

MGH dataset:

Images and information of 348 subjects were collected at MGH. Thirteen subjects were excluded because they had coronary stents,
prostheticheart valves, prior coronary artery bypass graft surgery, or metal artifacts in the region of cardiac silhouette. The exclusion criteria
were pre-established.

All attempts at replication were successful. Our findings persisted through numerous retrainings with random network initialization and
training data iteration order. The high performance of our model was replicated on the completely independent MGH dataset. In the reader
studies, three radiologists evaluated the test images independently in a double-blinded fashion. The code of our model and the trained
parameters to replicate the statistical analysis are shared.

For NLST, patients were randomly assigned into the training, validation or test sets. All CT volumes and meta data from each patient were
associated with the same split as the patient.

No randomization was performed on the MGH dataset. The whole dataset was only used for the testing phase of our study.

We trained and validated our deep learning model on a part of NLST dataset (the training and validation sets). The remaining NLST and the
entire MGH datasets were held back from the development of our deep learning model for the testing phase of our study.

In reader studies, none of the radiologists who interpreted the images (either in the course of clinical practice or in the context of the reader
study) had knowledge of any aspect of the deep learning model.

In the collection of the MGH dataset, we were blinded to the result of chest LDCT screening, ECG-gated CT angiography and coronary calcium
scoring.




