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SUPPLEMENTARY NOTE 1: DIRAC THEORY FOR THE ETI

We here show how the infernal point of the Hamiltonian in Eq. (1) of the main text in presence of open boundary
conditions can be derived from a Dirac equation approach, similar to how the gapless surface Dirac fermion of a
Hermitian 3D TI can be obtained as a zeromode that is localized at domain walls of a 3D bulk Dirac mass. In
comparison to the two zero-energy states of a 3D TI surface Dirac fermion, we find only a single zero-energy state
for the ETI, underlining the fact that the ETI surface in some sense realizes “half” of a Hermitian Dirac cone (recall
that upon the introduction of non-Hermitian terms, a 2D Dirac cone generically splits into two exceptional points).

We start with the Bloch Hamiltonian of a three-dimensional exceptional topological insulator (ETI), corresponding
to Eq. (1) of the main text with the parameter choice M = 3, A =1, B = 0, giving

Hk)= | Y coski—3|mog+ Y  sinkimuo;+id7,00, (1)

1=x,Y,% 1=x,Y,2

which describes a four-fold Dirac crossing at k = (0, 0,0) that is gapped out by the non-Hermitian term multiplying 0.
Unless otherwise stated, we assume § > 0. H (k) then has a nontrivial winding number! wsp = 1. The long-wavelength
limit of the model is given by the Dirac theory

Hp(k) = Z k;Tpo; +10T,00. (2)

i=a,y,z

We want to derive the band structure of the surface with normal in z-direction, where k;, and k, remain as good
momentum quantum numbers. For this, we model the interface between an ETI and the vacuum via the Dirac
Hamiltonian

HD,z(k:ca ky) = Z kiTyo; + (_iaZ)Txaz + i59(_’2)7—:160'0 - UG(Z)TZO'(), (3)

1=,y

where p > 0 multiplies a Hermitian mass term that gaps Supplementary Eq. (1) at § = 0 into a trivial insulator and
0(z) is the Heaviside step function. We use the convention 6(0) = 0.

Let us fix k; = k, = 0 for simplicity — we have numerically confirmed that the z-directed slab spectrum of the
Bloch Hamiltonian (1) away from this point is gapped. Zero-energy states W(z) then satisfy

[((—=i0,) 70, +100(—2) 1500 — p0(2)T200] ¥(2) = 0,
= 130,0,9(2) = [00(—2)Ty +1u0(2)T:] 00V (2)
—  0,U(2) =] 2)10 + ub(2)7y] 0,V (2)

50(— (4)
= 0,Ux(2) = A[00(—2)10 + n0(2)7y] Ua(2),

where we have chosen Uy (z) as eigenstates of o, that satisfy o, ¥, (z) = AW, (z). We next solve the equation on both
sides separately. For z < 0 we obtain

9.5 (2) = Ao (2) — Wi (2) =N<e%(1,0,0,0)", WUF,(z) =N<e’*(0,0,1,0)7, (5)



where A is a normalization factor, and the solutions corresponding to A = —1 are not normalizable. For later use,
let us note that the following linear combination is an equally valid zero-energy solution for z < 0:

TS o(2) 105 4 (2) _N=

€®*(1,0,1,0)T, (6)

Likewise, for z > 0 we obtain
0.0 (2) = Mimy U3 () - WZ(2) = N (0, —1,0,1)%, W3 () = NZ e 5(3,0,1,0)7, (7)

where again the remaining solutions are not normalizable. To obtain a viable zero-energy wavefunction for the entire
range of z, we need to match solutions across z = 0. For simplicity, let us set 6 = 4 = A. There is then only a single
matchable solution, with wavefunction

\II(Z) = \/§€A|Z|(i’ 0, 170)T7 HD,Z(Oa O)\I/(Z) = 0. (8)

SUPPLEMENTARY NOTE 2: ANALYTICAL TREATMENT OF THE ETI TIGHT-BINDING MODEL

In this section we analyze the tight-binding model from Eq. (1) of the main text analytically in some detail.
We set B = 0 throughout the discussion, i.e. we retain isotropy. While this causes certain instabilities in the
numerical computation of the spectrum, it also makes the problem more amenable for an analytical treatment. The
discussion is organized into subsections as follows. We begin in Supplementary Note 2.A. with rotating the model
to a basis that explicitly reveals its sublattice symmetry. While not necessary to enable the wsp invariant, the
sublattice symmetry greatly simplifies the phase diagram of the model. In Supplementary Note 2.B. we write the
analytical form of the Hamiltonian in slab geometry with open boundary conditions. By analyzing the constructed
slab Hamiltonian we reveal the existence of the macroscopically defective infernal point at zero surface momentum.
Finally, in Supplementary Note 2.C. we perform a perturbative expansion in the characteristic polynomial of the slab
Hamiltonian to infer the dispersion of the surface states around the infernal point. We conclude with analyzing the
convergence of our perturbative result by comparing to a numerical computation.

A. Phase diagram and the sublattice symmetry

We begin with the model in Eq. (1) with B = 0, but we rotate the Pauli matrices as 7, — 7, +— 7, — 7,. This
brings the Hamiltonian to the form

0 0 fk; M)—iAsink,+d —irsink, — Asink,
] _ 0 0 —iAsinkg + Asink, f(k; M)+iXsink,+0
Hks Mo A O) =\ £ (1, M) +idsink. —5  iksink, + Asink, 0 0 » (9)
isink, — Asink, f(k; M)—irsink,—6 0 0

where f(k; M) =3, .
(which is broken for finite o B). We denote the lower-left (upper-right) block as h (hJ{IR), where we dropped the
dependence on parameters for brevity. Note that because of the non-Hermitian term o« § we have hyr, # hyr. Note
that the point gap of Hamiltonian H at E = 0, implies through 0 # det H = det hry,(det hyr)* that each of the blocks
respects the point gap too (the asterisk **’ indicates complex conjugation), meaning that both matrix blocks have a
well-defined inverse.

Recall from Eq. (5) in the main text that the winding number wsp for a point gap at E = 0 is determined from
matrices Q; = H~10;H where 0; = 0,. It follows from the block-off-diagonal form of the Hamiltonian that H~! is
block-off-diagonal with (h{m)*1 in the lower-left and hgﬁ upper-right position, such that

o hif0ihyy 0
Ql‘( 0 (A Ol (10)

cosk; — M. Note that the rotated basis reveals a previously hidden sublattice symmetry

is block-diagonal. As a consequence, it is possible to write the integrand in Eq. (5) as a sum of two contributions,
which can be through simple manipulations brought into the form

Tr[Q;Q;Qx] = Trlhrr ihrr,jhir k) — Tr[hur,shur, jhUR, ks (11)
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Supplementary Figure 1. Phase diagrams for the ETI model. a Winding number wsp of the 2 x 2 block ho(k;m, \)
in the (m, \)-parameter space. b Phase diagram for the model in Eq. (1) of the main text for B = 0 and A > 0 inside the
(M, §)-parameter plane. The pair of green numbers indicate the two invariants (w55, wyp') enabled by the sublattice symmetry,
which obey the sum rule in Eq. (12). All invariants reverse sign for A < 0. The star indicates the values M = +3,0 = +1
considered throughout the manuscript, and the orange line indicates the range of parameter treated analytically for k, = k, =0
in Supplementary Notes 2.B. and 2.C. ¢ Color scheme for wsp utilized in the previous panels.

where hplock,i = Ok, Pblock. Therefore, the total winding number can be expressed as a difference of winding numbers
over the two blocks,

w3p = w% — wg§. (12)

The existence of two integer point-gap invariants in the presence of sublattice symmetry is consistent with the
classification tables, such as in Ref. 2. (Note that for non-Hermitian systems the definition of sublattice symmetry
differs from the definition of chiral symmetry! We also remark that for Hermitian systems w%’% = wgg‘, such that wsp
vanishes.)

In the following we indicate the the pair of winding numbers as (wif, wilt), and we investigate the phase diagram

in the parameter space of (M, A, ). Note that the two blocks can be expressed as

hio(k; M, A, 6) = ho(k; M +6,A)  and  hur(k; M, A, 6) = ho(k; M — 6, A) (13)
where
ho(k;m, \) = ( 3 cosk; - m)ao +ix Y sinkjoy, (14)
Jj=z,y,z J=,y,2

such that both topological invariants can be extracted by studying the properties of a single block. The point gap of
hg closes when for some k the determinant vanishes, which corresponds to a pair of conditions

Z cosk; =m and )\2( Z sin? kj) =0. (15)
J=T,Y,2 J=T,Y,2

Assuming A\ # 0, the latter condition is fulfilled at TRIMs, in which case the first condition can only be satifies for
m € {£1,+3}. This observation fixes the boundaries of the phase diagram. Computing the winding number w3
then reveals the phase diagram displayed in Supplementary Fig. 1a. The phase diagram of the Hamiltonian in Eq. (9)
is then obtained easily by substituting for the two blocks m +— M =+ §, and is displayed in Supplementary Fig. 1b.

B. Slab Hamiltonian and the infernal point

In this section we first present the Hamiltonian for a slab geometry with open boundary condition in z-direction.
We use the obtained Hamiltonian to reveal the macroscopic defectiveness at zero surface momentum, which we term



infernal point. Adopting the rotated basis of Eq. (9) the ETI slab Hamiltonian can be expressed in a block form as

Hy H. 0 O 0 0 O
H_ Hy HA O 0 0 O
0 H. Hy H --- 0 0 O
0 0 H_ Hy 0 0 O
Hslab(kmaky;Ma )‘75’N) = . . . . (16)
0O 0 0O O -~ Hy H. O
0O 0 0 O --- H. Hy Hy
0O 0 0 O --- 0 H_ Hy
where N is the number of layers (blocks), the diagonal blocks are
0 0 Fko ky; M) +6  —idsink, — Asink,
0 0 —iAsink, + Asinky,  f(ky, ky; M)+ 6
H kmvk;MvAa(S = x L. . z Y Ty VY 17
olka, ky ) J(ka, ky; M) — 6 idsink, + Asink, 0 0 (17)
ixsink, — Asink, f(ky, ky; M) —06 0 0
where f (ky, ky; M) = cosk, + cosk, — M, and the next-to-diagonal blocks are
0 0 %2 0 0 o0 H* o0
0o o0 o 2 o o0 o P T
= 2 = =
0 2 0 o0 0 2 0 o0

To proceed, we further consider A = +1, and M = 2 + §, which includes the case M = +3 and 6 = +1 considered
in the main text as a special case. (An analogous analytical treatment is also possible for M = 2 — §.) We keep the
number of layers N as a free variable.

For the specified parameters, we aim to derive the spectrum for k, = k, = 0 analytically by analyzing the
characteristic polynomial det[Hgab (ke =0, ky=0; M =2+, A=+1, §; N) — E1]. For these parameters, the diagonal
block of (Hgap — E'1) simplifies to

-E 0 0 0 -E 0 0 O
0 -E 0 0 11 0 —-E 0 0

o . . B -1 _
Hy—FEl= 95 0 —E 0 with inverse [Hp — Al]7" = =l 26 0 —E o , (19)
0 —-26 0 —-FE 0 26 0 —-F
and the next-to-diagonal blocks reduce to
0000 0010
[ 0001 0000 _ T

H, = 1000 and H_ = 0000 =H,. (20)

0000 0100

For brevity, we will write Hga,(0,0,;2+0,1,; N) — E1 = Hqa,(N). Motivated by Ref. 3, we use Schur’s determinant
identity

det ( é g > = det(D)det(A—B-D7'.C) (21)

where A and D are square matrices (not necessarily of the same dimension), and it is assumed that det D # 0. Setting
D = Hy corresponding to the bottom-right 4 x 4 block of Hgap(N), we find

. 00 0 0
oo -1
-B-DV-Cc=|..¢ 0o with M = —H, - [Hy' = E1™' - H_ = gEo qug (22)

0 M 00 0 0



and that
det Hyap(N) = E*det[Hgan(N — 1) — B- D™ - C]. (23)

The computation unexpectedly simplifies at the next step of applying the Shur’s determinant identity. Note that the
bottom-right block of (Hgan(N —1) — B-D71.C) is

~E 0 0 0
-1
D' = _g5 E 0 E E*lO—E 8 with det D' = (E? —1)?, (24)
0 -2 0 -E

and with the same product —B’ - (D’)~! - C’ as obtained in the previous step in Eq. (22). We therefore obtain

det Han(j + 2) = (E* — 1)? det[Hqan(j + 1) = BY - (D")~! - €] (25)
where
CW =(00---0H) and BY=(cO), (26)
—_——
7 blocks

which remains valid for all N —3 > 5 > 0. In the last step, knowing that ﬁslab(l) = Hy — F1, we find that
(Hgan(1) — Hy - (D")"YH_) = D' with the determinant shown in Eq. (24). Altogether, we obtain

det Hyap(N) = E*(E? — 1)2(V-1), (27)
Therefore, for the chosen parameters (k, =k, =0, A = 1, and M — ¢ = 2), the characteristic polynomial has 2N — 2
roots at £ = +1, 2N — 2 roots at £ = —1, and 4 roots at &£ = 0.

Knowing the eigenenergies, it is also possible to search for the corresponding eigenstates. Parametrizing a generical
eigenvector as

. ) ) . . . T
Y= ( o, dUTY @) p) ) ga) | gD ) where 1<j <N (28)

the eigentates correspond to solutions of

EaV =0 Ea9) =0~ for2<j<N
EbN) =0 EbY) =qu+h)  for 1<j< N -1
and . ) ) (29)
EcN) = —25N) EcY) = —26a) 4 Ut for1<j<N-1
EdM = —25p™) EdY =p0=D —25p)  for2<j < N.

Assuming § # 0, such that the Hamiltonian is non-Hermitian, there are (not caring about the normalization) the
following linearly independent eigenstates:

e two eigenstates at E = 0, localized on opposite surfaces, namely (0,0,0,1/0,...)" and (...0[0,0,1,0)T (both
have a single non-vanishing component).

e a pair of eigenstates at each E = +1, also localized on opposite surfaces, namely (0,41, 0, —24§|0,0,0,1|0.. .)T
and (...0[0,0,1,0] £ 1,0,—25,0)" (they all have exactly three non-vanishing components).

Altogether, the Hamiltonian with dimension 4N has only 6 distinct eigenstates, indicating a huge defectiveness. (We
remark that for 6 = 0 the Hamiltonian becomes Hermitian, and contains 4N distinct eigenstates as expected.)

C. Expansion near the infernal point



We now extend to a small but finite k, and k, by assuming a linear expansion of sink; ~ k; and cosk; ~ 1 in
Eq. (17), while keeping A =1 and M = § + 2. This changes the diagonal block (with substracted A1) to

E 0 0 —iky—k,
o —E —ikytk, O
Ho—Fl=1" o5 ik, +k, —E 0 (30)
iky —k, —20 0 E

At this stage an exact analytic solution becomes infeasible. Nevertheless, one can still deduce some properties about
the dispersion near the zero-energy states of the infernal point by considering the expansion of the characteristic
polynomial for small values of k., k, and E. We only need to keep the contributions to the polynomial that are of
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Supplementary Figure 2. Dispersion of the states near the infernal point k, =k, = 0, M =3, §=A=1 for several
small values of N. The blue lines correspond to numerically found eigenvalues, while the yellow line indicates the theoretically
predicted dispersion of the zero-energy states in Eq. (34). We observe that the theoretical result approximates the spectrum
well for energies ' < 0.2, which corresponds to an exponentially shrinking interval of momenta around the infernal point (notice
the logarithmic scale on the horizontal axis). In the thermodynamic limit we expect the spectrum of the slab Hamiltonian with
open boundary condition to exhibit a discontinuous jump between E = 0 and a finite value of energy.



the lowest order in these variables. These correspond to the following two contributions to the determinant,

X

(31)

and

; ‘ : ‘ Dol = eoPNad 1w, (32)

X

As all the other terms are of higher order in either E or (k2+Fk?) than the two listed terms, there exists a neighborhood
around k; = k, = 0 where these two terms are dominant. In this neighborhood, the dispersion of the previously
identified zero-energy states is obtained by solving for {E}} ; in the equation

(E — E\)(E — E3)(E — E3)(E — E4) = E* 4 (26)*N (k2 + k2). (33)
The solution is

Biosa4=+VE(20)Y*VE  where k= /k2+k2. (34)

Note that the coefficient in the derived square-root dispersion grows exponentially with the number of layers, and
becomes infinitely steep in the thermodynamic limit N — oo.



SUPPLEMENTARY NOTE 3: HIGHER-ORDER EXCEPTIONAL POINT ON THE SURFACE OF ETI

We showed in the main text that by tuning the g-factor angle « of the model in Eq. (1) in the range [0, 7/2], the
surface states filling the point-gap region continuously evolve from a single-sheet covering (for o = 7/2) to a pair of
bands connected with an exceptional point (EP) at E' = 0 (for a = 0) (cf. Fig. 2a and b). Rather than encountering
some sharp transition, this is a simple consequence of the EP moving/leaving the point-gap region from/to the bulk
energy bands. In this section, we show that the evolution of the surface states with « is, in fact, even richer, as it
exhibits a collision and bouncing of two elementary (so-called second-order) EPs, with the critical point corresponding
to a third-order EP*. For brevity, we refer to these two types of band degeneracy as EP2, resp. EP3. Recall that an
n'h order exceptional point (EPn) is a singularity where n bands become defective, and disperse as (k, + ik, )'/™.

To reveal the presence of the EPs, we plot in Supplementary Fig. 4 the surface states across the critical point in a
way similar to Fig 2 a) and b) of the main text. More specifically, we consider a slab geometry with N = 20 layers, and
we take a regular square grid of momentum points with Ak, = Ak, = 27/800 (we find the region |k, ,| < 27/10 to
be sufficiently large to include all the surface states filling the point-gap region) inside the two-dimensional Brillouin
zone. We indicate all the identified eigenstates as points inside the complex energy plane, and color them blue to
red according to their localization (following their inverse participation ratio IPR[|¢)] = 3. [ (i) / > |4h(i)|* where
1 (i) are components of the right eigenstate [t)).

Crucially, we also consider Cartesian lines in k-space by including two additional points along each bond of the
square lattice, following the schematics of Supplementary Fig. 3a. The image of these Cartesian lines is visible in the
surface-state energies of Fig. 2a and b and of Supplementary Fig. 4 as a deformed square grid. From the deformation
of the square grid one can deduce how a piece of the surface Brillouin zone is pasted onto the complex energy plane.
Besides continuous deformations, one observes that the square grid occasionally exhibits disclination defects. We
argue that these indicate various types of exceptional points on the surface of ETI at the corresponding complex
energy.

Let us first consider an isolated n'" order exceptional point (EPn) occurring inside one of the squares of the
momentum grid [Supplementary Fig. 3(b, )]. Then the bands form a Riemann sheet that wind n times around
the central singularity until it connects back onto itself. Therefore, one needs to go n times along the edges of the
square (i.e. make 4n right turns along the orange path ~g) before returning to the original state. This is revealed as
an octagon (i.e. 2m disclination) for EP2, and as a dodecagon (i.e. 47 disclination) for EP3.
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Supplementary Figure 3. Momentum grid and paths for the surface spectra in this work. a The grid of points in
momentum space for which we plot the surface spectra in Fig. 2a and b of the main text and in Supplementary Fig. 4 below.
(b, ) Assuming the presence of an n'" order exceptional point (EPn, yellow star), one needs to circumvent it n times
until the energy band connects back onto itself. As a consequence, the surface-states spectrum along the square path o looks
like a polygon with 4n sides in the complex energy plane. (b, magenta) If there are two nearby second-order exceptional points
(EP2s, green stars), one could enclose each one of them in sequence by following the magenta path vi. The energy spectrum
along 1 reveals whether the two EPs are formed by the same pair of bands, or by two different pairs of adjacent bands. (b,
blue) If three bands participate in the formation of the two adjacent EP2s, the spectrum along - is equivalent to the spectrum
along o for n = 3. Therefore, the merging of two EP2s results in an EP3. For a detailed discussion see Supplementary Note 3.
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Supplementary Figure 4. Surface states for (a-c) g-factor angles o = 0.57, 0.64 and 0.72. We indicate surface states
at momentum resolution 0k = 27 /800 in both k5 4-directions in red-to-blue tones according to their inverse participation ratio
(IPR). The smaller light-gray points with a finer resolution 6k = 27/2400 represent the momentum mesh; more specifically,
they indicate the band energies along lines parallel with either k, or ky axis (cf. Supplementary Fig. 3a). The presence of
‘ordinary’ (second-order) exceptional points (EP2s) is revealed by an octagon shape with eight right angles [light yellow in a
and c], and their motion with increasing « is indicated by the green arrows. Two EPs collide and bounce at o ~ 0.64, while
forming a third-order exceptional point (EP3) at the collision, revealed by a dodecagon shape with twelve right angles [light
yellow in b]. The meaning of the magenta arrows, of the cyan dots in panel ¢, and the detailed reasoning behind the occurrence
of the polygons are clarified in the text of Supplementary Note 3.

Since both an octagon and a dodecagon are observed in the panels of Supplementary Fig. 4, one interprets the
evolution of the surface states with increasing « as follows. First (Fig. 2b, a = 0) there is a single EP2 at E = 0. With
increasing o the EP2 moves to higher energies, while at the same time (Supplementary Fig. 4a, o = 0.57) another EP2
enters the point-gap region from the bulk states at E ~ 1.6. The two EP2s collide (Supplementary Fig. 4b, a = 0.64)
at E ~ 1.1, apparently forming an EP3 at the critical point. The EP2s then bounce and depart symmetrically from
the real energy axis (Supplementary Fig. 4c, o = 0.72), until they both leave the point-gap region, leaving behind
only a single-sheet covering surface state (Fig. 2a, @ = 7/2). [We remark that without additional analysis, our plots
cannot be directly used to tell the momentum (k,, k,) at which the EPs are formed.]

To analyze the situation near the critical point (Supplementary Fig. 4b, a = 0.64) in more detail, we consider a
pair of EP2s in two nearby infinitesimal squares of the momentum grid [Supplementary Fig. 3(b, magenta)]. We
construct the magenta path v; that starts at ko (cyan dot) between the EP2s, then (i) encloses the first EP2, then
(#) returns to ko, then (44) encloses the second EP2, until finally (i) it returns to ko again. We argue that the
spectrum along 7, signals whether the two EPs are formed by the same pair of energy bands, or by three contiguous
energy bands. To understand this, note that circumventing an EP2 results in a permutation of two band indices,
symbolically (1,2) — (2,1). If the two EP2s were formed by the same pair of bands, then the two permutations along
1 act, in sequence, as (1,2) — (2,1) — (1,2) (the overline indicates the two bands which are permuted at the next
step), meaning that the total permutation is trivial, and that the initial and the final state encountered along ~y; at
ko are the same.

We apply this reasoning to the pair of EP2s visible in Supplementary Fig. 4c after the collision. Starting at the
cyan point on the bottom, and departing in the indicated direction, we follow the magenta path in Supplementary
Fig. 3b (performing in sequence: three right turns, one left turn, and three right turns). The three cyan points in
Supplementary Fig. 4c correspond to the same momentum kg, but lie at three distinct energies. Manifestly, the initial
and the final state are different. This implies that there are three surface bands at play, and that the two EP2s are
formed by different pairs of bands.

We finally explain why the merging of two EP2s results in an EP3. For that, note that the magenta path ~; is
continuously deformable into the square blue path v, [Supplementary Fig. 3(b, blue)]. The total permutation of bands
along the paths 4 and 72 is the same, namely (1,2,3) — (2,1,3) — (2,3,1). Note that this is a cyclic permutation,
exactly as expected for an EP3. Therefore, the spectrum along the square path ~» that encircles two EP2 formed
by three adjacent bands looks the same as expected for the square path g encircling an EP3. This correspondence
suggests the formation of an exact EP3 at the critical point?.
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SUPPLEMENTARY NOTE 4: BULK INVARIANT

In this section, we relate the bulk invariant wsp of a 3D non-Hermitian Hamiltonian with a point gap [Eq. (5) of the
main text] to the flow of Chern numbers around the point gap [Eq. (2) of the main text]. Note that the same result has
been obtained in Ref. 5. Our argument is divided into four parts, distributed over the four subsection below. First,
in Supplementary Note 4.A. we deform the non-Hermitian Hamiltonian into a Floquet unitary form by employing
the polar decomposition while preserving the topological invariants. Second, in Supplementary Note 4.B., we depart
from the unitary form and review the proof from Ref. 6 which derives the equivalence of Eqs. (5) and (2) for the
special case of two-band models with vanishing w;p. Finally, by appealing to the topological nature of the integrals in
Egs. (5) and (2) we show that the correspondence generalizes to models with arbitrarily many bands [Supplementary
Note 4.C.] and with arbitrary values of wip along the three directions of the BZ torus [Supplementary Note 4.D.].

A. Mapping the non-Hermitian Hamiltonian to a Floquet operator via polar decomposition

We first review the arguments presented in Appendix G of Ref. 1, which relate a non-Hermitian Hamiltonian with
a point-gap to a unitary Floquet operator. To do so, recall that a non-singular matrix H(k) — E1 (i.e. with a point
gap at energy E € C) has a polar decomposition. Setting for simplicity E = 0, this corresponds to

H(k) = U(k)P(k), (35)

where P(k) = [H (k)" H(k)]'/? is a positive-definite self-adjoint matrix, and U(k) = H(k)P(k)~" is a unitary matrix.
The decomposition into U(k) and P(k) is unique and depends continuously on k when H (k) is continuous (which is
the case for any physical system).

Importantly, if A and B are positive-definite self-adjoint matrices, then the linear combination tA + (1 — t)B for
t € [0,1] is also a positive-definite matrix. Setting these matrices specifically to A(k) = 1 and B = P(k), we find that

F(k,t) = U(k) [t1+ (1 — t)P(k)] (36)

is a homotopy that continuously deforms F'(k,0) = H(k) to F(k,1) = U(k) while preserving the point-gap at all k
and ¢ [i.e. det F'(k,t) # 0]. Furthermore, since we did not assume any symmetry of H(k), we are not required to check
for symmetries of U(k). As a consequence, H(k) and U(k) share all point-gap invariants.

We conclude that for each non-Hermitian H (k) with a point gap there is a canonically associated unitary U (k).
The continuous deformation that evolves the first into the latter changes the eigenstates and normalizes eigenvalues to
absolute value 1, but it preserves all point-gap invariants. Besides relating non-Hermitian and Floquet topology, the
obtained equivalence is particularly useful for analytical manipulations. Note that a unitary matrix is never defective,
meaning that it always has a complete set of eigenstates. In particular, the generic band singularity of H(k) is an
exceptional line, while that of U(k) is a Weyl point. This implies that U (k) has the usual spectral decomposition at
each k, which is impossible for non-Hermitian Hamiltonians at exceptional degeneracies.

B. Relating wsp to Chern numbers in two-band models with wip =0

For a Floquet unitary U(k), the eigenvalues become U(1) phases, i.e. \f = ei*k. We call below the complex
argument e the quasi-energy of a'® band, and we refer to the (counter-clockwise) direction along the unitary circle
as the (positive) quasi-energy direction. It is possible to consider all the k-points with fixed quasi-energy,

FS(u) ={k € BZ|3a : ef, = p (mod 2m)}, (37)

which corresponds to a Fermi surface of U(k) at quasi-energy u. The orientation of the Fermi surface FS(u) is defined
to be along the increasing quasi-energy. In the remainder of the present subsection we consider two-band models, i.e.,
U(k) : BZ — U(2). Furthermore, we assume that wip is trivial for all directions along the Brillouin zone torus, in
which case the Floquet unitary can be continuously deformed into SU(2). For cases when these two conditions are
fulfilled, it was shown by Ref. 6 that

w3p = Crs(y), (38)
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i.e. the winding number of U(k) is equal to the Chern number on the Fermi surface FS(u) for an arbitrary choice
of Fermi quasi-energy p (i.e., equivalently, to the flow of Berry curvature in the quasi-energy direction around the
point gap). Below, we review the arguments of Ref. 6 that lead to the validity of Eq. (38) in two-band models. These
arguments are generalized to the case of many bands and of non-vanishing wip in the subsequent Supplementary
Notes 4.C. and 4.D.

Starting with a generic two-band unitary, note that U(2) = U(1) x SU(2) (semi-direct product). The decomposition
of the Floquet unitary U(k) into the two components is not unique: while the U(1)-component of U(k) is simply
det[U(k)], the SU(2)-component U(k) = U(k)/\/det[U(k)] has a + sign ambiguity. Therefore, we choose to first
prove Eq. (38) for the class of unitaries U (k) that do not wind non-trivially along the U(1) component (i.e., for which
wip is trivial for all directions around the Brillouin-zone torus). In such cases it is possible to choose the branch of the
square root globally, implying that U (k) is a global and smooth function on the entire Brillouin zone. Furthermore,
the assumption also allows us to continuously deform the U(1)-component to a constant map [e.g., to 1 € U(1)],
in which case the Floquet unitary operator U(k) is continuously deformed to special unitary U(k). Because of the
continuity, such a deformation preserves both the left- and the right-hand side of Eq. (38).

The general SU(2) matrix can be decomposed using the identity matrix and the Pauli matrices as

U(k) =no(k)1 —ing(k)o, +ny(k)oy + n.(k)o] (39)
with norm
In[|? = n§ +nl +nj +n2 =1 (40)

at each k, indicating the well-known property that as a topological space SU(2) = S3. We use this simple expression
for a general SU(2) matrix to simplify the formula for wsp.
Noting that UT(k) is obtained from U (k) simply by flipping the sign —i + -+i, one easily checks that

ﬁilakﬁ = (Eae{o,x,y,z}naakna) 1 +i[(Okno)ne — (Oknaz)no — (akny)nz + (ak”z)”y] Ox
+1[(Okno)ny — (Oxny)ng — (Oknz)ng + (Oxng)ns] oy
+i[(Okno)n. — (Oxnz)no — (Okng)ny + (Okny)ng) o, (41)

where we dropped the k-arguments for brevity. Note that the obtained prefactor of 1 is simply %8k||n(k)||2 =0
according to Eq. (40), and the term drops out. We thus rewrite

U190 = Z i[(Okno)ng — (Okna)no — €ape(Opmp)Ne]oq. (42)
a€{z,y,z}

Furthermore, since U~'U = 1, we can rewrite U~ '9;U = —(8;U~")U for one of the derivatives in Eq. (5) of the main
text, such that the formula for the 3D winding number reduces to

1 - - s .

wsp =+ /B . ke Te[(0, U HUUH(0,U0) U (0,U)) (43)
1 - s -

~ s | ke TO0 0,000 O0) (44)

with implicit summation over 4, j, k € {kg, ky, k. }. We further use that

@U™MN0,0) =" > (0ina)@m)1+ > (=) [(8in0)(95na) — (9ina)(93m0) = €ade(Oina)(Dine)] 0a.  (45)

ac{0,z,y,2} ac{z,y,z}

We now substitute expressions (42) and (45) into Eq. (44). Since Pauli matrices have zero trace, the only combinations
of terms that contribute to Eq. (44) are those that combine two copies of the same Pauli matrix (i.e., Tr[o, - 04] = 2).
Therefore, the expression behind the integral of Eq. (44) equals

2¢€;5k[(0in0) (0jna) — (9ina)(0j10) — €ade(9ina)(9jne)][(Okno)na — (Okna)no — €abe(Onp)ncl, (46)

where i, 7, k is summed over {k;, ky, k.}, and a, b, c over {z,y, z}.

We would now like to expand the product of the square brackets in Eq. (46). One readily observes that many of
the resulting terms vanish for symmetry reasons. On the one hand, combining any two terms without the ¢, Levi-
Civita symbol results in expressions containing either €;;x(9;n0)(9kno) = 0 or €;;x(0ing)(Okna) = 0 (or equivalent).
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The cancellation arises after summation over the 4, k indices due to taking the product of objects symmetric [i.e.,
(0ing)(Okng)] and antisymmetric (i.e., €;;%) in ¢ <> k. Similarly, the combination involving €,pc€ade = (Opadce — Obedce)
is also easily shown to combine the antisymmetric tensor €;;, with a combination of derivatives symmetric in ¢ <+ k
or j +» k, and therefore also vanishes. In summary, only the products that contain ezactly one of the ¢, . symbols
are non-vanishing after summation, which (after also renaming d — b and e — ¢) results in

2€ijk€abc[—(0im0) (910 ) (Fxnp)nc + (0ina)(9510) (Tpnp)ne — (9imp)(05ne) (Okno)na + (9iny ) (9jne) (Okna)nol.  (47)
After slight reordering of the terms and permuting the indices, the same expression is equivalently written as
2€ijk€abe[10(9i1a) (910) (051¢) — na(0ino ) (05m4)(Oknc) + na(0ins) (95m0) (Oknec) — na(0ime) (9jnc) (Okmo)]  (48)
which one should recognize as

2€ijk[€0beano(0iny ) (051 ) (0j1d) + €a0cdna(0ino) (051 ) (Okna)
+ €ab0ana (0inp) (0510) (Okna) + €abcona(0iney)(95ne) (Okno)]
= 261‘jk6abcdna(a¢ﬂb)(8jn6)(akﬂd). (49)

where a, b, ¢, d now range over the enlarged set {0, z,y, z}. Therefore, one obtains

1
w3p / d*Ke; jreabcana (0my) (9ine) (Orna) = ﬁ/ d*keapeana (O, m) Ok, 1) (Ok, na), (50)
BZ ™ JBZ

= 1272

which is recognized as the wrapping number of the Brillouin zone torus around the 3-sphere. (Note that the normal-
ization is also correct because 272 is exactly the surface area of the unit 3-sphere.)

The integrand in Eq. (50) is interpreted as the oriented area of the unit 3-sphere swiped by n(k) = (ng, na,ny,n.)
as k is varied over the infinitesimal volume d3k. The orientation is important, namely it means that the area is being
“covered” resp. “uncovered” depending on the sign of the integrand. A generic point xy € S® is covered (uncovered)
by the map U(k) : BZ +— S a number of times which we denote v () [v_(zo)]. The geometric nature of the
wrapping number (50) implies that

wsp = V4 (o) — v—(x0), (51)

i.e., each o € S? is wrapped the same number of times if the orientation is taken into account. In a more technical
language”, the equal dimensionality of SU(2) = S and of BZ = T implies that the Pontryagin manifold of U : BZ —
SU(2) [i.e. the framed pre-image U~!(zo) of any point zo € SU(2), with framing defined by pulling back a basis of
tangent space Ty,SU(2)] is generically a set of discrete points {k;};cz that depends on U and z¢, each point carrying
positive or negative orientation o(k;) [the handedness of the pulled-back frame]. It follows from the Pontryagin-Thom

construction that the index of the map U is

wsp = »_ o(k;) (52)

%

and that it is invariant under cobordisms representing continuous deformations of the map U and the choice of z.
[In particular, the cobordism theory also implies that the invariant cannot change in fine-tuned (i.e., not generic)
situations where the pre-images are not point-like or where several point-like pre-images with the same orientation
are brought on top of one another.] A pair of pre-images with opposite orientation (i.e., one being “covered” and the
other “uncovered”) can pairwise annihilate, while keeping the right-hand side of Eq. (51) invariant.

The relation in Eq. (51) is particularly useful when used to study Weyl points in the spectrum of U(k). The
eigenvalues of the special unitary in Eq. (39) are e*® where ng = cos with § € [0,7]. Note that the eigenvalues
become degenerate (i.e., the bands of U(k) exhibit a Weyl point) only when 6 = 0 [corresponding to the “north pole”
of the 3-sphere] or §# = 7 [the “south pole” of the 3-sphere]. To prove the relation between wsp and Crg(,), we
now study the relation between wsp and the Weyl points of U (k), whence Eq. (38) will be seen as a straightforward
consequence.

The described band nodes are generically Weyl points, and they come in four species: They could occur at quasi-
energy 0 or m, and they can carry left-handed or right-handed chirality. We indicate the number of these four species
of Weyl points as N, N3, NJ' and NE. It is detailed in Ref. 6 that positive (negative) coverings of +£1 € SU(2)
produce right-handed (left-handed) Weyl points at the corresponding energy and k, i.e., that N(L)’/} correspond to
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v4(+1). [The fact that a right-handed and left-handed Weyl point can pairwise annihilate is seen as a consequence
of the index formula (52).] Since both +1 € SU(2) have to be wrapped wsp times, it follows from Eq. (51) that

w3p = Ny — NP = N — NF. (53)

In other words, non-vanishing wsp implies an imbalance between right-handed and left-handed Fermions (i.e., violating
the Nielsen-Ninomiya theorem®®) both at quasi-energy 0 and 7. It is well known (and confirmed by explicit calculation
of a linearized model around the degeneracies) that right- /left-handed Weyl points inject /remove one qunatum of Berry
curvature flow into the higher (quasi-)energy band. It therefore follows from the Weyl-point imbalance in two-band
models with vanishing wip that Eq. (38) is valid for all ;1 with non-degenerate Fermi surfaces (i.e., when the Chern
number on the right-hand side can be meaningfully computed). We can thus interpret the right-hand side of Eq. (38)
as the flow of Berry curvature in the quasi-energy direction. For example, for the band with quasi-energy 0 < e < ,
the right-handed (left-handed) Weyl points at ¢ = 0 act as sources (sinks) of quanta of Berry curvature, while the
right-handed (left-handed) Weyl points at ¢ = 7 instead act as sinks (sources) of quanta of Berry curvature.

Since Weyl points only occur at a discrete set of energies [namely at p = 0 and pu = 7 for U(k) € SU(2)], one can
use continuity to define the flow of Chern number on the right-hand side of Eq. (38) for arbitrary quasi-energy p —
including those coinciding with the Weyl point quasi-energy. Furthermore, because of the topological nature of the
integrals on both sides of Eq. (38), the presented result generalizes to any two-band unitary map U : BZ — U(2) with
vanishing wip, which are obtained from the explicitly discussed SU(2) models by a continuous deformation.

C. Relating wsp to Chern number in models with arbitrarily many bands and with wip =0

The generalization of the relation in Eq. (38) to models with a larger number of bands follows directly by combining
the (7) topological nature of integrals on both sides of the equation, (i7) additivity of both integrals under direct sum of
two unitary maps Uy @ Uz, and (4ii) the existence of a continuous deformation (homotopy) between any pair of models
with the same number of bands and with the same topological invariant wsp € 7[T%,SU(N)] = Z. In particular, it is
important that the formula for wsp is identical for unitary operators with an arbitrary number N > 2 of bands.

To proceed, first note that two-band models can attain arbitrary wsp € Z. For example, the special unitary in
Eq. (39) with (before normalization)

ny (k) = (cos k, + cosk, + cosk, — 2),

n¥ (k) = Re[(sin k, + isink,)"], (54)
nZV(k) = Im[(sin k, +isink,)"],

nY (k) = sink,,

and with W € Z has wsp = W. We will introduce the notation for this particular model,

1

gy (8 091 — i 190z -+ nlf () + Y (9]} = 07 (). (59

To proceed, let us investigate the validity of the equivalence in Eq. (38) for the special class of N-band models

UV(k) e @... @ev-—2 = UV (k) (56)

where {51‘}5\;—12 are distinct and k-independent phases (i.e., quasi-energies) subject to ), &; = 0. We also require each
of these phases to be different from 0 and 7. On the one hand, we use the additivity of wsp for direct sum of unitaries,
combined with the fact that k-independent one-band unitaries have vanishing wsp, to show that the N-band model
in Eq. (56) has wzp = W. On the other hand, the Chern number is also additive under direct sum of models, and
contains a contribution from the two-band unitary U W (k) (for which it was proved in Supplementary Note 4.B. that
w3p = Cps(y)) plus the contributions of the single-band models (which for p # &; do not form Fermi surface, and
therefore their Chern number Cgg(, trivially vanishes). Therefore, Eq. (38) is valid for models in Eq. (56) for all
quasi-energies except p € {0,7,€1,...,en—2}. Since this is a set of measure zero, we define the flow of Berry curvature
Crs(y) at these quasi-energies by continuity from the values where it is well-defined.

We now generalize the result in Eq. (38) to arbitrary N-band models U : BZ — SU(N). Recall that equivalence
classes of such maps under continuous deformations are fully determined by the homotopy set 7T, SU(N)] = Z,
with the corresponding class determined by the value of wsp. Starting with an arbitrary N-band special unitary map
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U(k) that carries wsp = W, it follows from homotopy theory that there is a continuous deformation into U} (k). The
continuous deformation preserves wsp by definition. Furthermore, such a continuous deformation must also preserve
the Chern number at each energy. It is therefore a trivial consequence that Eq. (38) is valid for arbitrary special
unitary models with arbitrarily many bands. By considering further continuous deformations, our proof trivially
extends to all N-band models U : BZ — U(N) that have wip = 0.

D. Relating wsp to Chern number in models with arbitrary wip

The generalization of the relation in Eq. (38) to models with non-trivial wip is achieved through similar logic as
exercised in the previous subsection when generalizing to arbitrarily many bands. Namely, we first prove the relation
for specially crafted simple models — a representative model for each homotopy equivalence class — and then we argue
(based on the invariant nature of the invariants under continuous deformations and on their additivity under direct
sum of models) that the correspondence generalizes to arbitrary unitary models.

Recall that the set of homotopy classes of unitary models in 3D are 7[T3,U(N)] = Z* for any N > 2, where the
four integer invariants correspond to winding numbers wsp and (wip 2, WiD,y, WiD,2) = Wip. We therefore consider
the following U(3) models (a representative for each homotopy class),

UMW (k) = U" (k) @ ™™, (57)

for which it is easily checked that wsp = W and wip = w. Concerning the Chern number, we already argued in the
previous subsections that W = Cgg(,, for the two-band part UW (k), while the one-band part e’ manifestly carries
zero Chern number as it encodes a constant (i.e., k-independent) eigenstate (0,0, 1). Therefore, one readily finds that
Eq. (38) is valid for the models in Eq. (57). Because of the continuous nature of the integrals defining wip, Wsp and
Crs(u), the relation is readily generalized to arbitrary 3-band models U : BZ — U(3).

To generalize to models with N > 3 bands, one can consider [in analogy with Eq. (56) of Supplementary Note 4.C.] a
direct-sum composition of the representative model in Eq. (57) with N —3 one-band models corresponding to constant
quasi-energies. The proof of Eq. (38) for arbitrary U(N) model with N > 3 is then trivial to complete. Finally, the
generalization to N = 2 model U%*P24(k) is obtained similarly, with a single k-independent band instead added to
the two-band model itself [rather than to the homotopy representative in Eq. (57)]. Assuming that U?*?28d (k) carries
w3zp = W and wip = w, there is a homotopy equivalence

U2—band(k) ® eial ~ QW(k) ® eik~w, (58)

whence the relation in Eq. (38) follows for the two-band model U224 (k) from the additivity of invariants in direct-
sum models. Therefore, we complete the proof of the equivalence wsp = Cgs(, (for arbitrary quasi-energy ) for
arbitrary unitary map U : BZ — U(N) with arbitrary N > 2. Finally, by recalling the continuity arguments of
Supplementary Note 4.A., the equivalence generalizes to non-Hermitian point-gapped Hamiltonians whenever the
Chern number is well-defined (i.e., whenever the Fermi surface is not intersected by an exceptional degeneracy).

SUPPLEMENTARY NOTE 5: NON-HERMITIAN TERMS IN ELECTRONIC SYSTEMS

In this section, we discuss scenarios, in which the specific structure of the self-energy discussed in the main text
could arise in a condensed matter setting. In general, the emergence of non-Hermitian terms in electronic systems
is best understood in the language of Green’s functions, where the terms arise through a complex self-energy. The
non-interacting Green’s function is given by

GO(w) = (iw—H)™", (59)

with H being the free Hamiltonian of the (electronic) system. This Green’s function describes infinitely long-lived
excitations at the eigenenergies of H. Interactions can be incorporated into the full Green’s function introducing the
self-energy ¥ (w),

Gw) ={[(O W) =)} =lw—H - S(w)] " = [iw — Hea] ", (60)

where in the last step, we have dropped the w dependence of X. If the self-energy is complex, for example due to
finite quasi-particle lifetimes, the effective Hamiltonian of the system H.g is non-Hermitian.
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A. Non-Hermitian terms due to coupling to short-lived electronic excitations

One scenario to obtain a complex self-energy as discussed in the main text, is to consider an additional orbital—for
concreteness, we call it an f electron—with no dispersion and a short lifetime 1/T", which couples to the s,p orbitals
of the topological insulator. The (effective) Hamiltonian of this additional f orbital is

H; = ufcgcf + ti;rcf. (61)
Considering a hopping Hamiltonian between the s, p, and f electrons of the form
Hg ¢ = toclep + L‘pc;r,cf7 (62)

we can find the full Hamiltonian in block form as

H= I{SP Hop—t) (63)
Hspff Hf
Since the full Green’s function is defined as
(iw— H)G(w) =1, (64)
we obtain
tw— Hgpy —Hgp—¢ Gsp(w) Gsp,f(w) -1 (65)
—HI ¢ iw—H ) \Grop(w)  Giw)
Using

G—sp(w) = (iw — Hf)_l H:p—fGSp(w)7 (66)
we can rewrite

(it ~ Hyp) Gap () ~ HuptGi-sp(w) = (it — Hap) Gip(w) — Hupt (iw — Hy) ™" HJ,_Glp(w) (67)
= (Zw - Hsp - E(W)) GSP(W) =1.

This gives a correction to the s- and p-electron self energy

B(w) = (ts tp)" (iw — He) " (ts 1) = " < ; tstp) ' (68)

iw — pr — il \ ¢t tg

To lowest order in w, the self energy thus reads

it? itstp . 42 2 - 2

- . 2+t tt 2t

Sa [ Lo T ) == Pryyj_=P ST, 69
(F”if;f b T A L T (09

which adds to the effective Hamiltonian of s and p electrons. Considering ts = ¢, = t¢, the contributions proportional
to 7, vanish. Including spins of s, p orbitals, we obtain the self-energy

t7
I —ipg

(10 + 72 )00- (70)

=i

If the f electron sits close to the chemical potential, in other words p¢ < I', the non-Hermitian term dominates in
Eq. (70) and gives rise to the physics discussed in the main text.
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Supplementary Figure 5. Lowest-order Feynman diagram of the electron self-energy from the electron-phonon coupling.

B. Non-Hermitian terms due to electron-phonon scattering

As an alternative scenario, we consider the scattering of electrons and phonons, one of the most fundamental
interactions in solids. For simplicity, we describe this coupling with a toy model, the Holstein Hamiltonian, which in
second quantization reads

H = Hel + th + Hel—ph

1 v,v’
=Y e, (kT —p),, e +wo Y (bjlbq + 2) + > i/ﬁ (bl +b_q) hiquCic- (71)
k q

!
k,q,v,v

Here, we consider non-interacting electrons with a 3D Dirac dispersion k - I'; with I'; = 7,0, and model the phonons
as a single branch of Einstein phonons of frequency wy and momentum q. The coupling strength g, ,+ is taken to be
small and momentum independent but we allow electrons to scatter from v to /. Here and in the following, we use
v as a combined index of orbital and spin.

The interaction with the phonons leads to a non-trivial self-energy in the electron Green’s function

G(k,iwm),, . = GOk iwn), } + Ser—pn (K, iwm v (72)
with the bare (non-interacting) electron Green’s function given by

. . —1
GOk, iwm )y = (i — Ha), (73)
and w,, = (2m + 1)7T (m an integer) are the fermionic Matsubara frequencies. In the following, we use a lowest-
order approximation to the electron-phonon problem?, since we are only interested in the structure of the resulting
self-energy. The self-energy can be calculated as

. 1 . .
Eclfph(kv 1Wm)u,l// = 7N75 Z Z gu,u”G(k/a lwm/)V”,v”’gv”’,u/D<q, l(wm - Wm’))a (74)
k/,m/ ’///7’////
where we have relied on Migdal-Eliashberg theory to neglect vertex corrections!®:'1. This is valid even for the case
of Dirac materials'?, but only correct in the weak-coupling regime g/wy < 1314, It is also customary to replace the
full electron and phonon Green’s functions in Eq. (74) to lowest order with the bare Green’s function in Eq. (73) and
the bare phonon Green’s function%:11

DO(q,i0,) = [wi + Q2] ", (75)

with Q,, = 2naT the bosonic Matsubara frequencies. This corresponds to the processes of emitting and subsequently
absorbing a phonon with momentum q (—q), see Supplementary Fig. 5.
The electron self-energy thus simplifies to

_ 1 (iwm + @)1+ % -T 1
Sel—ph (K, iwm )y = —— - ’
e 7: kz [9 (o + 0% = T+ (wm = w2,

5

(76)
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where, for simplicity, we have neglected the matrix indices of g,,,» and the element v, 7’ is taken after matrix multi-
plication. The term linear in &’ vanishes upon integration, such that, performing the summation over the Matsubara
frequencies, we find

np(—[k'| — p) 1 ne (K] — 1)

1
2 (iwm + K[+ )2 —wf 2 (wn — K]+ )% — w3

(1w + 1) 1
BZ (i = K [(w§ + (wm — wm)?)]

1 (iwm + p + wo)np(wo)

2 wo(iwm — K| + pt + wo) (iwm + || + 1+ wp) (77)
1 (iwm + 1 — wo) (1 + nB(wo))

2 wo(iwm — K| + g — wo) (iwm + [K'[ + 1t — wo)

= Fr (K, iwn,) + Fs(K,iwn,).

_|_

_|_

To continue, we have separated the first two fermionic and the last two bosonic terms, and ng(x), ng(z) are the
fermion and boson distribution functions, respectively. We thus find the self-energy

. 1 . .
Eelfph(k7 lwm)u,u’ = _N Z(FF(k/u lwm) + FB(kly lwm))(QQ)u,VU (78)

where (9%),.0 = >, Gup G . In the following, we perform the remaining integration in k’:

1 : 1 [ ne(—k —p) n (K — 1)
1 F k/ _ /1.2
N ; P (K iwm) 47r2/0 dik { (1w + K + )% — w2 2" (iwm — K+ p)? — wj

o (k 2np (k n
- V—w dk(,(kjLM)A ok +/_M dk(<k+“)k)f(k)21 (79)

iwn, — k)2 — wg iwy, — —wg

Lo e P
A2 o (iwm — k)2 — w2’

where, in the second line, we substituted k=—k— 1 in the first and =k — 1 in the second term. Performing the
analytic continuation k — z yields
1 [ 1 [ (z + u)’np(2)
— dz = —; d 80
472 /_OO f(z)dz A2 J_ o Z(z — iwm + wo) (2 — iwm — wp)’ (80)

where f(z) has two poles 21 2 = iw,, £ wp in the upper half of the complex plane. Choosing an integration contour C
of radius R in the upper half surrounding the poles allows to evaluate the integral with the residue theorem. As the
arc in the complex plane vanishes in the limit R — oo, the fermionic term yields

1 . i . . . .
- Z Fr(Kiw,) = 1 [(u,um + 11— wo)?np (iwm — wo) — (W, 4 1+ wo)?np (iwn, + wo)] ) (81)
K TWo
The bosonic integral
ZF i) = ,ii/w g2 | G@m it wo)np(wo) | (wm + p — wo)(1 + np(wo)) %
B m) wo 472 J, (iwm + 1+ wp)? — k2 (iwm + p — wp)? — k2 (82)

is formally divergent due to large and intermediate momentum states. We therefore introduce a regularization pa-
rameter A, so that singularities appear solely in this quantity. Correspondingly, we limit the momentum integral to
the region |k’| < A, in which the description with the effective Dirac Hamiltonian remains valid

= 1 * /1.2 (lwm +,LL+(U0)’I’LB(L¢JO) (lwm +M_CUO)(1 +TLB(0JO))
—*ZFB i) = — ak'K? | .
4m2wo Jo (iwm 4+ p +wo)? — k72 (lwm +p — wo)? — k"2
1 A
= _47T2w0 [nB(WO)(IWm + 1% + WO) artanh (W) —np ((A}O)(lwm + M + wO))\

A

1 W, — tanh [ ——
+(1 4 np(wo)) (iwm + g — wo)? artan (lwm+u m

> — (1 + np(wo)) (iwn +p — wo))\} .
(83)
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The combination of both terms in the self-energy yields

. 1 . .
Bt () = =3 S (B (K wm) + P 10) (%) »
k/

= q)(iwm)(QQ)V,y’v

where we combined the integrals in the function ®. Finally, we can analyze the matrix structure of the self-energy.
Since the electron-phonon scattering can in principle scatter between s and p orbitals but is spin preserving, we
parametrize g, = g,7,00, Where p = 0,z,y, z, 7, are Pauli matrices, and og is the 2 x 2 identity. This yields

(9D = [zp:ggroao +2 Xa:gogaraao + izb: JaGv€abeTe00| (85)
a,

where a = x,y, z. Note that for g, # 0, the phonon needs to break inversion symmetry, while g, = 0 for time-reversal-
symmetric scattering. Finally, if we assume g, > g,, we obtain

99 = (93 + 92)7000 + 29092T=00, (86)
which results in a self-energy of the form
Sel—ph (iwm) = ®(iwm) ((95 + 97)7000 + 29092T200) , (87)

where we removed the momentum argument, since the right hand side does not contain a k-dependence.
At small wy,, ®(iw,) = P(0), we can investigate the influence of the cutoff A\. Being the dominant scale in the
problem, we take A > wp, where wg > p. This allows to expand the hyperbolic tangent in Eq. (83),

artanh ( ) ~ —iE, > 1, (88)
1+ wo 2 W4 wo
artanh ( ) = iz, A < -1, (89)
H—wo 2 = wWo
which yields
1 / /
®(0) = N %:(FF(k ,0) + F(k',0))
i
= Tron (1 + wo)*np(wo) — (14— wo)?(1 — ne(wo))] (90)

+ ;0 (4pwons(wo) — (1 — wo)?) + (2ungp(wo) + 1 — wo) .

8w 42w

The last term constitutes the real part of the self-energy, which can be parametrically small by a suitable combination
of wo, i, np(wp). This means the imaginary part of the self-energy becomes dominant by a suitable choice of the phonon
frequency wy and the selective driving via ng(wp), while u < wg. In such a setting, ®(0) ~ i¢(0), yielding

Ye1-pn(0) = iBro00 + 167,00, (91)

with 8 = ¢(0)(g3 + ¢2) and § = 2¢(0)gog.. The appearance of the term Bryoq shifts the point gap on the imaginary
axis, without altering the properties discussed in the main body of the paper.

The result derived above is only valid for small electron-phonon couplings g/wg. For stronger couplings, the self-
energy has to be calculated to higher orders in g or even self-consistently. Such a rather tedious calculation requires
to take care of the branch cuts in (84). Importantly, the overall structure of the self-energy is preserved to the next
order in the coupling constant.
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SUPPLEMENTARY NOTE 6: DISCUSSION OF TWO BAND MODELS WITH NON-TRIVIAL wsp

Two-band models often serve as minimal models describing the physics of topological phases in case of Hermitian
Hamiltonians. Here we would like to discuss two specific examples of non-Hermitian two-band models with a point
gap in their spectrum: non-Hermitian extensions of a Chern insulator and a non-Hermitian Weyl semimetal proposed
in Ref. 3 and 15 and point out that these models are not easily regularizable to host a single exceptional point.

A. Non-Hermitian Chern insulator

First, consider a non-Hermitian variant of Chern insulator in 2D rotated in the complex plane, described by

(92)

(1 + cosky + cosky)o, + sinkyo, + sinkyo, (1 i 1)
) + - (o)

B /3 + 2cosky + cos(ky — ky) + 2 cosky + cos(ky + ky 2

This model possesses a point gap in the bulk spectrum, see Supplementary Fig. 6a. Even though the 3D winding
number for this model is non-trivial wsp = 1, open boundaries in z-direction yield the non-Hermitian skin effect, with
occupations concentrating on one side of the system as shown in Supplementary Fig. 6b. For open boundaries in  and
y-direction, the point gap regions are filled by edge states. The corresponding weak invariants wip ;—{zy,.} support
this observation, being zero for x,y and one in z-direction. The appearance of the non-Hermitian skin effect, signalled
by a non-trivial wip invariant, hence causes a collapse of the point gap. This disqualifies the model in Eq.(92) for
hosting stable surface states like for instance exceptional points.

a b
] ........00000.,.... 14 e
01\ * - 0.8
— ~ 067
= 1 =
3] =
Cd 7044’
-2 . 0.27
."'c......,..o".. ({eeeeeecccccccsccsocscscse
-0.4 0 0.4 1 5 10 15 20
Im(E) z

Supplementary Figure 6. Energy spectra and localization properties of the non-Hermitian Chern insulator. a Bulk
spectrum of the non-Hermitian Chern insulator (blue) and open boundary condition spectrum in z direction (red) for a system
of 20 layers. b The occupation of lattice sites for OBC in z direction for a system of 20 layers.

B. Non-Hermitian Weyl semimetal

The two-band model describing a dissipative Weyl semimetal with a point gap in the bulk spectrum has recently
been proposed in Ref. 3 and 15. The non-Hermitian Hamiltonian of the model reads as follows

Hypws =i | b+ Z cosk; | oo + Z sin k;o;. (93)
ic{x,y,z} ie{z,y,z}

The determinant of this Hamiltonian is real at every k-point, therefore there are no 1D winding numbers, whereas
the 3D winding number is non-trivial. The weak Chern numbers cannot be properly defined due to the occurrence of
Weyl points at TRIMs.

The spectrum for open boundaries in the x direction features three analytically calculated eigenvalues at €193 =
i(h £ 2),ih appearing in the point gap. Each of these states is 2N-fold degenerate, where N is the number of layers.
The ellipses of states being present around the analytical solutions in Supplementary Fig. 7a are due to the numerical
instability of the model. This resembles the infernal point discussed in the main section of the paper, as the surface
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Supplementary Figure 7. Energy spectrum in the complex plane for the non-Hermitian Weyl semimetal. a Bulk
energy spectrum (blue) and spectrum for open boundary conditions in = direction (red) for the model in Eq. (93) for h =0
and 20 layers. The analytical solution shows eigenstates at the center of the point gaps. b Open boundary condition spectrum
for the regularization term introduced in Eq. (94) (B = 0.1, 20 layers), resulting in a single surface band covering the point
gaps, indicated in red-to-blue tones according to their inverse participation ratio (IPR).

state is fine-tuned rather than generic. Similar to the four-band case this surface state can be regularized along certain
momentum directions by adding a small perturbation

H = Hxaws + B [(1 — cosky) oy + (1 — cosky) o, + (1 — cos k) 0], (94)

which yields a single sheet of eigenstates covering the OBC point gap as illustrated in Supplementary Fig. 7b. The
above perturbation moves Weyl cones in the Brillouin zone, ensuring that they do not fall on the same momentum
direction when considering open boundary conditions. In a two-band model, this is not possible to ensure with
constant regularization terms for surface orientations along cardinal axes. Correspondingly, without a k-dependent
perturbation, there is always a direction in momentum space along which the OBC system has an infernal point, with
this direction being the connection of two Weyl points.

C. Effective theory at a spin-orbit coupled band edge

In the main text, we focus on how an ETI can arise near the critical Dirac point between a topological and
a trivial insulator upon the addition of a suitable non-Hermitian coupling. The rational for considering this case
is that the density of states is very low near such a Dirac point, and hence it is the most favorable situation for
observing the physical consequences of the ETI point gap topology. However, point gaps with the same topology
can also arise in other generic situations. One that corresponds to a reasonably small density of states is the band
edge of a generic spin-orbit coupled band. To demonstrate this, let us analyse the behaviour of the ETI around
k = (m,m,m) by projecting the Hamiltonian onto the states corresponding to the upper-bands. Diagonalizing the
original Hamiltonian, Eq. (1) from the main text, H(w, 7, 7) with B = 0 for simplicity, we obtain two eigenvalues
Ey = i\/ (34+ M —6)(3+ M + ) each doubly degenerate with corresponding eigenvectors given by the rows of the
matrices V for the upper-band and W for the lower-energy band as follows

1 (0vo01 1 [0 w01
V= _— , W = , 95
M;<v010> Nw<w01o> (95)

where

. i(-3-M+/(B+M-08)@B+M+9))
- : ,
B+ M+ /B+M-0)3+M+5))

0

(96)

w =
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are normalization factors

M,_\/1+ (_3_M+\/(3+55\§—6)(3+M—|—6))2

(97)

Nw\/1+ (3+M+¢(3+¥275)(3+M+6)>2-

We expand H (k) around k = (m, 7, 7), shifting momentum k — p + (7w, 7, 7) and keeping only the terms of the
first order in p. The linearized Hamiltonian reads as follows

h(p) = (=3 — M) 71,00 + 07,00 — A Z PjTa0;. (98)

J=T,Y,2
We apply degenerate perturbation theory to first order in p and to first order in §. The corrections to the energy
in the upper-band are going to be the eigenvalues of the following matrix
i Vh(p)WIWh(p)Vi
E,—-FE_

heg(P) = Vh(p)V = q100 — ig2€ - o + O(p?), (99)

where € = (—pu, Py, p2), @1 = /(3+ M —6)(3+ M +6), and g2 = 6A/(3+ M). The resulting linearized Hamiltonian
in Eq.(99) is of the same form as the Hamiltonian in Eq. (93) for small k, which has been studied earlier in Ref. 3.
Thus, an ETT Hamiltonian arises generically at the band edge of a spin-orbit coupled band when subject to a suitable
non-Hermitian perturbation. The fact that g is linear in A emphasizes the importance of spin-orbit coupling for this
result.
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