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Editorial Note: This manuscript has been previously reviewed at another journal that is not 

operating a transparent peer review scheme. This document only contains reviewer comments and 

rebuttal letters for versions considered at Nature Communications. Mentions of prior referee reports 

have been redacted. 

Reviewers' Comments: 

Reviewer #1: 

Remarks to the Author: 

The authors have discussed the points raised adequately and have provided some additional data 

and analysis. 

The impact of REST deletion upon the growth of corticospinal axons following SCI remains very 

underwhelming, affecting retraction mainly. The choice of a different SCI model leaving some 

astrocytic bridges would have allowed a more appropriate assessment of axonal sprouting, 

regeneration as well as retraction. 

Reviewer #2: 

Remarks to the Author: 

In this manuscript the authors execute a number of functional experiments that provide solid and 

novel evidence implicating REST as a negative upstream regulator of CNS axon regeneration. The 

experiments are logically laid out and the results are fairly clear. 

I nonetheless have some major reservations about the manuscript related to their analytical 

approaches and their use of chromatin data. They claim to have performed an “unbiased analysis” 

implicating REST as a prelude to their experimental studies, and repeat the word “unbiased” 

throughout the manuscript to characterize their approach, which is in fact heavily biased to a 

particular class of result. While the results of their network analysis may have been the chief 

motivation for their experimental analyses focusing on REST, the success of the latter does not 

justify the former; even a broken clock that tells the right time twice a day. Further, the authors 

have introduced a new Figure 5 purporting show direct REST occupancy on the basis of chromatin 

accessibility data. This analysis is deeply flawed. 

I will focus my comments on these two aspects of the manuscript, both of which either need major 

revision or could be removed without impact on the central findings, which derive from the results 

presented in Figures 3-4 and 6-8. 

1) Network analyses 

Despite the central role claimed for the network analysis, it is very scantily described in only one 

relatively short paragraph in the Methods that chiefly refers to other papers. In outline: 

- The authors use the well-established ARACNE network inference approach, applied to third-party 

microarray data from diverse sources. Notably, data from the peripheral nervous system are twice 

as abundance as those from the CNS, which will have a major impact on network accuracy and 

robustness. 

- They then apply a little-used heuristic (Jothi et al., 2009) that effectively purges the regulatory 

network of complex network motifs by stripping out loops. Essentially, what they have done is to 

take a network and then REMOVE everything that is not a hierarchical relationship. In effect, they 

have converted a rich network into one in which mostly feed-forward loops remain. Notably, 

because REST is known to control a large regulon, it will be positioned as the superior node in 

many feed forward loops. 

- By stripping out other network architectures, it is highly probably that the authors have indirectly 

enriched for REST-containing loops. They do not attempt to test or correct for this possibility, nor 

even is it made clear in the text or methods that this is what they are doing. 



- Following purging of loops, the network has largely been reduced to three layers, which they 

authors claim is a natural hierarchy. They point to a series of papers from the same lab (Gerstein, 

Yale) who have performed a similar approach to theirs. 

- The hierarchical arrangement claimed is not supported by other analyses of the TF network, and 

flies in the face of the fundamental results on network motifs from Alon and others. 

- The authors make an additional mistake by using data from ENCODE to filter their results. It is a 

well known limitation that the ENCODE transcription factor chip-seq data derive almost from two 

human cell lines (K562 erythroleukemia and HepG2 hepatoblastoma), neither of which has 

anything to do with neuronal cells or tissues - a critical deficit since the differences in network 

organization and behavior are expected to be large between different cell types. 

- The purported differences the authors claim to show between the PNS and CNS network 

architectures shown in Figure 2 are totally non-quantitative. 

Thus, far from an unbiased approach, the imbalance input data sources, the purging of network 

loops, the filtering of results for non-neuronal cell types, the forcing of the network into feed-

forward 3-layer structures imposed by the authors’ methods (which are non-transparent), and the 

lack of quantitative network comparisons make for a very muddied picture. 

2) Direct interactions of REST (new Figure 5). 

The authors have added a new section that purports to demonstrate direct REST occupancy on the 

genome. I find this analysis, its description, the relevant figure panels, and the supporting 

methods to be unintelligible. 

- Figure 5 purports to show REST occupancy but actually shows no such thing, and many the 

panels are missing key labels. 

- Figure 5B is described as showing “Aggregated footprint signals” +/-2kb from the TSS of genes 

purportedly bound by REST. But the figure actually shows some kind of peak representation in the 

center of a 200bp interval. 

- Figure 5C is missing any indication of the number of genes studied. It also shows an entirely 

expected relationship between promoter accessibility and gene expression that is fundamental and 

has nothing to do with REST per se. 

- Figure 5D purports to show “mean accessibility of REST’s binding sites”. What it contains are a 

number of peaks with redacted data in between, and no indication of where the REST binding sites 

are supposed to be or how they were determined. 

The methods accompanying the new text section and figure are contained in a short paragraph 

devoid of any details of how REST binding sites were determined, nor are any details of the 

experiment reported including even basic parameters such as numbers of mapped reads. 

Furthermore, the authors cite a data set associated with Figure 5 and state that it is “manuscript 

to be submitted”. So are the data part of the present paper or not? 

Summary 

In summary, this is a paper with solid functional experimental data showing, empirically, that 

REST negatively regulates peripheral axon regeneration. The paper is prefaced by a forced and 

problematic computational analysis that does not contribute any real insight; the entire purpose of 

this analysis is to provide a justification for investigating REST. Whether REST was fingered by this 

analysis is immaterial to the actual experiments performed. The paper also contains an analysis 

purporting to show that REST directly interacts with target genes by using footprinting; this 

analysis is impenetrable and unconvincing. 

The authors could simplify their presentation greatly by stating accurately and transparently what 

they did analytically to develop circumstantial evidence implicating REST, without claiming either a 

lack of bias or some generalizable approach, and truncating the early figures correspondingly. 

Figure 5 could be dropped entirely. 



Reviewer #3: 

Remarks to the Author: 

The authors have addressed my concerns, I have no further issues. 



RESPONSE TO REVIEWER COMMENTS 
 

Reviewer #1 (Remarks to the Author): 
 
The authors have discussed the points raised adequately and have provided some additional data 
and analysis 

Thank you for your guidance. 

The impact of REST deletion upon the growth of corticospinal axons following SCI remains very 
underwhelming, affecting retraction mainly. The choice of a different SCI model leaving some 
astrocytic bridges would have allowed a more appropriate assessment of axonal sprouting, 
regeneration as well as retraction. 

We agree with the Reviewer that the more axons present in REST-deficient mice could be either a 
lack of dieback in the axons or a regrowth of axons after anatomically complete spinal cord injury. 
To distinguish between these potential mechanisms, we first examined CST axons 3 days post-
injury. Apparent dieback and large numbers of retraction bulbs were observed at this early time 
point in both control and REST-deleted axons (Original Fig. S8A), indicating that REST depletion 
promotes regenerative axon growth, rather than preventing dieback. 

We also measured branching of CST axons at 4 weeks post injury which, when increased, is 
considered to be strong evidence of regenerative growth (e.g. Sofroniew et al., 2018) (Original Fig. 
7D). Mice receiving AAV-Cre displayed far more branching from injured CST axons in the area 
proximal to the lesion center than controls (Fig. 7E-F), further supporting that REST deletion 
enhances axon regeneration.  

We absolutely agree that using an incomplete SCI model to assess axonal sprouting and 
regeneration would be of clinical relevance and should be investigated in the future. However, we 
want to clarify that a major goal here is to validate a model that our bio-informatic findings predict, 
that is, that REST acts as a transcriptional repressor of CNS neuronal growth. This prediction is 
supported by several in depth experiments including the complete SCI model and the ON crush 
model, as well as the transcriptional analysis of REST-depleted, CNS-injured neurons.  

 
 
 

  



Reviewer #2 (Remarks to the Author): 
 
In this manuscript the authors execute a number of functional experiments that provide solid and 
novel evidence implicating REST as a negative upstream regulator of CNS axon regeneration. The 
experiments are logically laid out and the results are fairly clear. 

We thank the reviewer for acknowledging the clarity of the functional experiments and Results.  

 
I nonetheless have some major reservations about the manuscript related to their analytical 
approaches and their use of chromatin data. They claim to have performed an “unbiased analysis” 
implicating REST as a prelude to their experimental studies, and repeat the word “unbiased” 
throughout the manuscript to characterize their approach, which is in fact heavily biased to a 
particular class of result. While the results of their network analysis may have been the chief 
motivation for their experimental analyses focusing on REST, the success of the latter does not justify 
the former; even a broken clock that tells the right time twice a day. Further, the authors have 
introduced a new Figure 5 purporting show direct REST occupancy on the basis of chromatin 
accessibility data. This analysis is deeply flawed. 

We address this reviewer’s reservations below and in the revised manuscript. In the revision, we 
have removed the term “unbiased” throughout. Further, to clarify our approach, we provide a more 
detailed explanation of the TF network analyses, as well as clarifications on the REST footprinting 
analysis, as described below. We respectfully disagree that our network approach is heavily based 
towards a particular class of result, specifically, the feed-forward loop motifs as mentioned by the 
Reviewer. Globally, the 3-layer TF network does resemble a feed-forward structure, but locally, each 
layer actually does contain different types of network motifs, in agreement with previous studies by 
Alon and others. Therefore, there is no bias towards a certain type of motif structure in this analysis. 
We also recognize that the ENCODE database does not contain neuronal ChIP-seq data, but that 
does not eliminate its value – no database is complete and we go on to validate specific predictions 
in the neurons. Because certain cell types are missing from the databases, and no analysis is 
completely unbiased, we have taken this reviewer’s guidance and removed ‘unbiased’ in the 
manuscript as mentioned above.  

We agree with the Reviewer that our experimental work does not necessarily prove a 3-layer 
structure of the TF network, which is based on a published model (see also below). However, it fits 
with this model and in the later part of the manuscript, both RNA-seq (Fig.3B) and 
immunohistochemistry (Fig.8G-I) data from CNS-injured neurons demonstrate that the inhibition of 
REST increases the core regenerative TFs (ATF3, STAT3, SMAD1, JUN), which is a prediction of 
the network analyses. As the current and previous Reviewers point out, and as was actually the 
sequence of events that drove these experiments in our labs, these network analyses laid the 
foundation for the hypothesis testing that follows. Without the bioinformatic predictions we would not 
have performed our in-depth experiments involving optic nerve and spinal cord injury, nor would we 
identify a new role for REST in axon regeneration. Thus, the network analyses are an indispensable 
part of this manuscript. 

We apologize for not providing sufficient details on the DNA footprinting analysis to predict REST 
occupancy on the chromatin. We included clarifications and explanations in the manuscript, as 
described below.  

I will focus my comments on these two aspects of the manuscript, both of which either need major 
revision or could be removed without impact on the central findings, which derive from the results 
presented in Figures 3-4 and 6-8. 
 
1) Network analyses 



 
Despite the central role claimed for the network analysis, it is very scantily described in only one 
relatively short paragraph in the Methods that chiefly refers to other papers. In outline: 
 
- The authors use the well-established ARACNE network inference approach, applied to third-party 
microarray data from diverse sources. Notably, data from the peripheral nervous system are twice as 
abundance (sic) as those from the CNS, which will have a major impact on network accuracy and 
robustness. 

We agree with the Reviewer – less data could lead to missing observations. However, we have used 
all possible good quality, high-density time course microarray data that we could find in the CNS. 
Additionally, we do not see REST or CTCF “interrupting” the network in the PNS, which should be 
more powered to detect a more complete set of interactions. To add more confidence, we have 
generated another RNA-seq data set to compare CNS neurons with or without pro-regenerative 
interventions (4 time points, N= 5-7 replicates per condition). REST was also found in the top-level of 
the network in the non-regenerative CNS neurons (Fig. 4E), similar to the CNS microarray in Fig. 2. 
These consistent findings across multiple data sets encouraged us to validate the prediction of REST 
being a transcriptional repressor in animal models of CNS regeneration. We also go on to provide 
experimental evidence that REST binds to the promotors of regeneration associated genes, and 
indeed down-regulates them, in addition to the experiments showing improved regeneration with 
REST reduction.  
 
- They then apply a little-used heuristic (Jothi et al., 2009) that effectively purges the regulatory 
network of complex network motifs by stripping out loops. Essentially, what they have done is to take 
a network and then REMOVE everything that is not a hierarchical relationship. In effect, they have 
converted a rich network into one in which mostly feed-forward loops remain.  

We thank the Reviewer for these comments. We would like to clarify the hierarchical network 
analysis we performed (Jothi et al., 2009) to address the Reviewer’s concerns.  

First, the vertex-sort algorithm described by Jothi et al., 2019, as well as other similar methods to 
characterize the hierarchical structure of a transcriptional regulatory network (TRN) (Ma et al, 
2004a, 2004b; Balazsi et al, 2005; Yu and Gerstein, 2006), are widely supported by studies in 
multiple biological processes of multiple organisms (Bhardwaj et al., 2010a; Bhardwaj et al., 2010b; 
Gerstein et al., 2012; Song et al., 2016). These algorithms essentially assign TFs into a multi-layer 
structure based on their connectivity statistics. They begin by finding the bottom-level nodes in a 
directed network, including both the TFs that do not regulate others and those that are only self-
regulating; TFs that directly regulate the bottom-level genes are pushed the next level, and this 
process is repeated until all TFs are assigned to a specific level.   

Compared to other similar algorithms, vertex-sort is scalable, and considers cyclic sub-network 
structure (e.g. directed path from u to v, v to u).  In contrast to the reviewer’s statements above, by 
searching the topological orderings in both bottom-up and top-down manners, this method tries to 
keep all possible regulations including the non-hierarchical ones. This method neither forces 
the network into a feed-forward structures. Jothi et al., describes a total of 7 layers in the yeast TRN, 
which are clustered into 3 non-overlapping layers – the top, the core/middle, and the bottom layer, 
resembling a feed-forward structure. This global structure is different from the individual feed-
forward loop motifs studied by Uri Alon and others (Milo et al., 2002, Alon 2007), which is further 
discussed under our response to the Reviewer’s next comment.   

Prior to building the hierarchical structure, the ‘removing’ step occur during ARACNE analysis, 
specifically on those TF-gene interactions that are less stable based on a bootstrapping analysis. 
The parameters (permutation = 100; FDR adjusted p value < 0.05; consensus score = 95%) used 
for the permutation analysis were described in the original manuscript. Following ARACNE, the TF-



gene interactions were further filtered by the experimental ChIP-seq data from ENCODE and other 
ChIP-ChIP databases (Landt et al., 2012, Lachmann et al., 2010). However, neither of these 
analyses would specifically strip out non-hierarchical regulatory relationships. 

- Notably, because REST is known to control a large regulon, it will be positioned as the superior 
node in many feed forward loops. 

- By stripping out other network architectures, it is highly probably that the authors have indirectly 
enriched for REST-containing loops. They do not attempt to test or correct for this possibility, nor 
even is it made clear in the text or methods that this is what they are doing.  

As described above, we did not strip out non-hierarchical network architecture. It is also unlikely we 
enriched REST-containing loops. As described in the Methods, the network construction by ARACNE 
is entirely based on the gene-expression patterns themselves, mitigating this concern. In addition, we 
applied the same framework to the same set of TFs in both PNS and CNS injury datasets, yet REST 
and CTCF were only found to interact with other TFs in the CNS but not the PNS, indicating that our 
analysis does not depend on whether the TFs have large regulons or not. 

- Following purging of loops, the network has largely been reduced to three layers, which they authors 
claim is a natural hierarchy. They point to a series of papers from the same lab (Gerstein, Yale) who 
have performed a similar approach to theirs. 
- The hierarchical arrangement claimed is not supported by other analyses of the TF network, and 
flies in the face of the fundamental results on network motifs from Alon and others. 

The 3-layer hierarchy of TRN does not conflict with the network motif concept. In fact, this global 
structure contains all possible formats of these small recurring regulatory patterns, among which the 
most enriched type is the feed-forward loop motifs (Gerstein et al., 2012; Jothi et al., 2009). This 
actually is in agreement with studies from Alon’s group, which found feed-forward loop and bi-fan 
motifs to be the most abundant patterns in yeast and bacteria in earlier studies (e.g. Milo et al., 
2002).  

- The authors make an additional mistake by using data from ENCODE to filter their results. It is a 
well known limitation that the ENCODE transcription factor chip-seq data derive almost from two 
human cell lines (K562 erythroleukemia and HepG2 hepatoblastoma), neither of which has anything 
to do with neuronal cells or tissues - a critical deficit since the differences in network organization and 
behavior are expected to be large between different cell types.  

We agree with the Reviewer that ENCODE does not use neuronal cells. We included this limitation 
in the Discussion But, many (often 50% or more) regulatory relationships are conserved across 
different cell types and indeed we validate the predictions made in these non-neural cells in multiple 
subsequent experiments in vivo in neurons. 

- The purported differences the authors claim to show between the PNS and CNS network 
architectures shown in Figure 2 are totally non-quantitative. 

We apologize for this omission. We now included the following network statistics to support the 
difference we found between the PNS and CNS network. As a general view of the network 
connectivity, we first calculated betweenness centrality, and in- and out-degree for the top, middle, 
and bottom layer of each PNS or CNS network. As expected, we observed higher betweenness for 
middle layer TFs, as they connect top and bottom layer TFs (graph below).  The out-degree for TFs 
in different layer is top > middle > bottom, as the top-layer TF mainly regulates others while the 
bottom-layer TFs receives regulation. No obvious in-degree difference is observed among layers.   

 



 

One major difference we observed in the CNS and PNS network structure is that CNS networks are 
less interconnected. To quantitate this observation, we calculated global and local clustering 
coefficient, the former indicating the global network connectivity, while the latter informing local 
connectivity of each TF node. We observed lower global clustering coefficient in the CNS networks 
compared to the PNS ones (new Fig. S1A, below, globalCC). Likewise, TF’s local connectivity is 
lower in the CNS network in general (new Fig. S1A, localCC).    

Another observation is that the five TF subnetwork consisting of ATF3, JUN, STAT3, SOX11, 
SMAD1 appear to be preserved across the PNS injury datasets, but not in the CNS. We had 
quantitated the betweenness, in- and out-degree for these 5,  but they do not seem to be informative 
due to relatively small size of each TF network (graph below). Alternatively, we calculated the 
similarity of their regulons across PNS and CNS datasets. In the original Fig. S1C, we showed that 
Atf3, Jun, Sox11, and Smad1 bear the most correlated regulatory relationships with each other 
across multiple PNS injury datasets. By contrast, there is little correlation in the regulatory 
interactions of the core TFs between PNS and CNS injury datasets, providing additional support.   

 
Parameters indicating layer-specific network connectivity. Betweenness, in- and out-degree were calculated for 
each TF in a PNS or CNS network, and grouped by the level they belong to in 3-layer network structure. Color indicates 
a specific PNS or CNS dataset. Betweenness: the fraction of the shortest paths between all pairs of vertices that 
pass through one vertex. InDegree: the number of arcs that end at the node. OutDegree: the number of arcs that 
start from the node. 

 
Figure S1. TF networks comparing PNS and CNS, related to Figure 2. (A) TF network statistics 
including global and local clustering coefficient. Global clustering coefficient (globalCC) was calculated for 
each network graph, as the number of closed triangles formed by 3 vertexes over the total number of 
triangles (open or closed) in the graph. A high global clustering coefficient indicates the overall graph 
connectivity. Local clustering efficient (localCC) is calculated for each TF vertex in a given network, as the 
number of links between the vertices within its neighborhood divided by the number of links that are possible 
between them. A high local clustering coefficient suggest a tightly connected local network. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

-Thus, far from an unbiased approach, the imbalance input data sources, the purging of network 
loops, the filtering of results for non-neuronal cell types, the forcing of the network into feed-forward 3-
layer structures imposed by the authors’ methods (which are non-transparent), and the lack of 
quantitative network comparisons make for a very muddied picture. 

As described above, we had included another dataset comparing non-regenerative to pro-
regenerative CNS neurons for the same network analysis in the original manuscript (Fig. 4E), 
demonstrating similar findings in the microarray data; We included more details describing the TF 
network analysis, which do not force a feed-forward structure. We provided several quantitations of 
the global network structure and the comparison between PNS and CNS networks. We do agree with 
the Reviewer that using non-neuronal cell types is a limitation and does not justify the approach being 
‘unbiased’. Therefore, we removed this phrase from the manuscript where related. 

 

 

 

 

 

 

 

 

 
Betweenness, in- and out-degree for CTCF, REST, SMAD1, JUN, STAT3, SOX11 and ATF3.  



 
2) Direct interactions of REST (new Figure 5). 
 
The authors have added a new section that purports to demonstrate direct REST occupancy on the 
genome. I find this analysis, its description, the relevant figure panels, and the supporting methods to 
be unintelligible.  
- Figure 5 purports to show REST occupancy but actually shows no such thing, and many the panels 
are missing key labels. 

To clarify, we used TF footprinting analysis of ATAC-seq data from another submitted manuscript to 
predict REST occupancy (Tian et al., 2022), which is now cited. ATAC-seq measures chromatin 
accessibility via transposase (Tn5), which recognize and cleave DNA in open chromatin. TF-bound 
DNA in open chromatin is protected from enzymatic cleavage, leaving small DNA regions as 
‘footprints’, which can be used to predict core TF binding sites (Fig.5A, below). To match DNA 
footprints to potential REST binding sites, we overlapped DNA footprints with REST motif position-
weight-matrixes from multiple sources (JASPAR2016, HOCOMOCCO v10, UniPROBE and 
SwissRegulon). This analysis has been used by us and others to identify TF binding sites, 
comparable to, but with higher resolution than ChIP-seq (Li et al., 2019; Bentson et al., 2020, 
Vierstra et al., 2020; Pierce et al., 2021; Cheng et al., 2021; Tian et al., 2022). Because it is 
technically not feasible to generate high-quality REST ChIP-seq in purified, adult primary neurons 
from CNS-injured animals, we took this alternate approach to leverage ATAC-seq generated in 
another manuscript for another purpose to identify REST binding sites (Tian et al., 2022).   

 

- Figure 5B is described as showing “Aggregated footprint signals” +/-2kb from the TSS of genes 
purportedly bound by REST. But the figure actually shows some kind of peak representation in the 
center of a 200bp interval. 

We apologize for not being clear. The description meant that the promoter regions of a gene is 
defined as +/-2kb from the TSS of genes. The Aggregated footprint signals are plotted +/-100 bp 
(200 bp interval) on either side of the center of REST binding sites. We realized that the footprint 
plot provides similar information as in the heatmap of Fig. 5B, demonstrating decreased accessibility 
surrounding REST footprinted promoter regions. To be clearer and more concise, we removed the 
footprint plot and kept the heatmap plot, which is described in the response to Reviewer’s next 
comments below. 

 
 

Figure 5. REST foot-printing in CNS-injured neurons. (A) 
Schematic diagram depicting analysis to identify REST 
binding sites using DNA footprinting analysis of ATAC-seq 
data generated from RGCs FACS-purified at  0 (sham) 1, 3 
days following optic nerve crush (90). During ATAC, Tn5 
transposase cleaves DNA free of chromatin-bound proteins 
such as transcription factors (yellow) and inserts sequencing 
adapters (green). Tn5-tagged DNA fragments are 
sequenced to yield reads, and then mapped to the genome 
to create signals of single Tn5 insertion events (black bars). 
Since TF-bound DNA sequences, referred to as ‘footprints’, 
are protected from Tn5 cleavage, a depletion of read signals 
is often found in the core footprinted regions, flanked by an 
immediate increase in read signals outside of the footprint. 
DNA footprints overlapping with REST motifs are defined as 
direct REST binding sites. REST binding activities can be 
quantitated by scoring each footprint’s depleted signal and 
the surrounding chromatin accessibility, correlating with the 
presence of a TF at its target loci, and the chromatin 
accessibility of the regions where this TF binds. 



- Figure 5C is missing any indication of the number of genes studied. It also shows an entirely 
expected relationship between promoter accessibility and gene expression that is fundamental and 
has nothing to do with REST per se. 

We agree with the Reviewer that the correlated promoter accessibility and gene expression is not 
necessarily driven by REST binding. We removed the correlation graph and kept the heatmap (new 
Fig. 5B) to demonstrate decreases in both promoter accessibility and mRNA levels for most REST-
targeted genes. These results, together with the findings of increased expression of regenerative 
TFs upon REST inhibition (Figure 3B; Figure 8 G-I), provide strong evidence that REST directly 
binds to and represses expression of TFs that would otherwise drive axon regeneration. We also 
described in the text that a total of 801 genes were found downstream of promoter regions that 
overlap with REST footprints as potential REST binding sites. 

- Figure 5D purports to show “mean accessibility of REST’s binding sites”. What it contains are a 
number of peaks with redacted data in between, and no indication of where the REST binding sites 
are supposed to be or how they were determined. 

We thank the Reviewer for this comment. To clarify, the peaks shown are REST footprinted regions 
predicted by the TF footprinting analysis described above. The footprint signals are TF binding 
scores that calculates both accessibility and depth of each footprint (Fig.5A, above), correlating with 
the presence of a TF at its target loci, and the chromatin accessibility of the regions where this TF 
binds. To be more accurate, we changed ‘mean accessibility of REST binding sites’ to ‘mean 
footprint scores’ of predicted REST binding sites, which is the average of REST footprint scores 
across the entire gene. These details are described in the new Fig.5 legend below and Methods. 

 
Fig. 5C. Genome-browser views of REST footprinted sites and barplots of mean REST footprint 
scores within indicated genomic distances of the regenerative TFs (Atf3, Stat3, Smad1, Sox11). 
The footprint scores are calculated with TOBIAS as described in Fig. 5A, indicating REST 
binding activities at these genes. The genomic distance covers the entire gene from 2 kb 
upstream of a gene’s transcription start site, to 1 kb downstream of the end of the gene. The 
coding exons of a gene are displayed as yellow boxes connected by horizontal lines representing 
introns. Arrowheads on the connecting intron lines or coding exons indicate the direction of 
transcription.  

 
 



- The methods accompanying the new text section and figure are contained in a short paragraph 
devoid of any details of how REST binding sites were determined, nor are any details of the 
experiment reported including even basic parameters such as numbers of mapped reads. 
Furthermore, the authors cite a data set associated with Figure 5 and state that it is “manuscript to be 
submitted”. So are the data part of the present paper or not? 

We are sorry for this confusion.  We mentioned in Data Availability that the “ATAC-seq data for 
footprinting analysis is part of our other study (manuscript under preparation) with data accession 
number GSE184547”. This manuscript is now in bioRxiv (Tian et al., bioRxiv 2022.01.20.477004; 
doi: https://doi.org/10.1101/2022.01.20.477004).  

We now added more details in the Methods section under ‘Footprinting analysis’, highlighted in red 
below:  

Footprinting analysis. ATAC-seq data generated from uninjured and optic nerve injured RGCs at 
day 1 and 3 were used for footprint analysis (GSE184547) as described (Tian et al., bioRxiv 
2022.01.20.477004; doi: https://doi.org/10.1101/2022.01.20.477004). This ATAC-seq data, with an 
average of ~90M unique non-mitochondria read pairs per sample, identified a reproducible set of 
151,630 peaks across 15 samples (N = 3-6 replicates per condition).  For footprinting analysis, we 
merged biological replicates from each condition by Picard Tools and downsampled ATAC-seq 
BAMs to a depth of 60 million reads using samtools. The first step of fooptrinting is to correct Tn5 
transposase cleavage bias in the ATAC-seq data. TOBIAS (51) ATACorrect module (default 
parameters used) was applied to merged reads from biological replicates within consensus peak 
regions to estimate the background bias of Tn5 transposase. Subtracting the background Tn5 
insertion cuts from the uncorrected signals yields corrected signals, highlighting the effect of protein 
binding. The TOBIAS ScoreBigWig module (51) was used to identify and score DNA footprints 
corrected ATAC-seq signals within peaks. The footprint score measures both accessibility and depth 
of the local footprint at a 20-50 bp range, thus correlating with the presence of a TF at its target 
locus, and the chromatin accessibility of the regions where this TF binds. To match footprints to 
potential REST binding sites, we integrated REST motif PWMs from multiple sources 
(JASPAR2016, HOCOMOCCO v10, UniPROBE and SwissRegulon), and performed motif 
enrichment analysis to identify REST binding sites in footprinted, accessible chromatin regions. 
Genome browser views of REST footprinted regions were plotted by Gviz (95) on the footprint 
scores generated by the TOBIAS ScoreBigWig module. 

 
Summary 
 
In summary, this is a paper with solid functional experimental data showing, empirically, that REST 
negatively regulates peripheral axon regeneration. The paper is prefaced by a forced and problematic 
computational analysis that does not contribute any real insight; the entire purpose of this analysis is 
to provide a justification for investigating REST. Whether REST was fingered by this analysis is 
immaterial to the actual experiments performed. The paper also contains an analysis purporting to 
show that REST directly interacts with target genes by using footprinting; this analysis is impenetrable 
and unconvincing. 
 
The authors could simplify their presentation greatly by stating accurately and transparently what they 
did analytically to develop circumstantial evidence implicating REST, without claiming either a lack of 
bias or some generalizable approach, and truncating the early figures correspondingly. Figure 5 could 
be dropped entirely.  

We agree that the bio-informatic evidence is only one level of evidence, circumstantial or not, and 
must be followed up, which is what we have done. We strongly disagree with the reviewer’s opinion 
that whether REST was identified by this analysis is immaterial. Prior to embarking on many years 



experimentation in multiple laboratories, we used transcriptomic data to query what differences we 
could observe between CNS and PNS using a combination of published algorithms. This led us to 
test RESTs function. Without a doubt, we would not have done so without those initial data, nor 
would our collaborators have agreed without some strong prior. These analyses provide such a 
prior, and its relevance supported by the comments of the other reviewers.  

Following the reviewer’s suggestions to present our analyses more transparently, we have removed 
‘unbiased’ in our TF network analysis and changed the text to ‘predicted REST binding sites’ where 
TF footprinting analysis is involved. We also added more details in both the hierarchical network 
analysis and the footprinting analysis to be more clear in the Methods. As explained above, DNA 
footprinting of REST is an efficient approach to predict whether REST binds to the core regenerative 
TFs (ATF3, JUN, SMAD1, SOX11), a hypothesis borne from the network analysis.  Our analysis 
indeed observed REST footprints on these genes, experimentally supporting direct binding. We 
therefore kept Fig.5 with the major revisions described.  

 
 
Reviewer #3 (Remarks to the Author): 
 
The authors have addressed my concerns, I have no further issues. 

Thank you. 
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Reviewers' Comments: 

Reviewer #2: 

Remarks to the Author: 

The authors have made some appropriate revisions. However, it remains puzzling to this reviewer 

that they continue to cling to two questionable features of their analysis when neither is necessary 

for their core results. One of these (networks) continues to be misguided and to distort or obscure 

the underlying biology, and the other (footprints) is fundamentally flawed and adds absolutely 

nothing to the story. The authors have not really changed anything in this version in response to 

prior critiques. 

1) Networks 

1.1) The issue here seems to me at a high level to be quite simple: The authors performed some 

set of analyses that suggested REST might be involved in certain biological processes. They then 

proceeded to perform various experiments showing that REST does in fact play an important role. 

But the mere fact of their results DOES NOT read on the soundness of their initial analyses. It is 

one thing to say that “we did a,b,c and got some hints which we then tested”. It is quite another 

to say that “we have some robust procedure x that yielded result y” – with the implication that 

other researchers should try procedure x with the expectation that they too will get result y. 

1.2) Regarding the network architecture, the authors make the strong claim that it is “unlikely we 

enriched REST-containing loops”. I do not see how they can make this claim without supporting 

evidence. This is straightforward to test. The implication is that if they have in fact enriched for 

REST-containing loops then their entire analysis becomes tautological. If they stick to their guns, 

they need to address this issue one way or another. For clarity, my earlier comments were not 

referring to the ARACNE procedure, but rather to the forcing of the ARACNE network into a 3 layer 

structure – it is in the latter context that they need to show that they have not inadvertently 

enriched for REST-containing loops.. 

1.3) I also remain puzzled why the authors continue to cling to the concept of a 3-layer network 

architecture as being of core utility for the types of analyses they are performing. The 3-layer 

network structure is not some natural order of networks; rather, it is an analytical convenience 

that was expounded by a single laboratory (M. Gerstein) for the purpose of making certain global 

statements about classes of transcription factors and for making comparisons between species. By 

contrast, the network motifs (U. Alon and utilized by many others) are fundamental building blocks 

of regulatory network architectures that recur in diverse classes of naturally occurring 

architectures across species. The most prevalent and extensively analyzed of these structural 

motifs is the feed forward loop, which has the form A→B→C with a parallel arm of A→C. The 

authors could have drastically simplified and strengthened their analyses by simply focusing on the 

TFs that are found at the 3 different levels of feed forward loops. 

1.4) The authors make the counterintuitive statement “this global structure [ie the 3-layer 

network] contains all possible formats of these small recurring regulatory patterns”. The authors 

appear to be saying that their 3 layers still contain all of the classical network motifs – however 

they provide no evidence for this. If they did not in fact strip out certain kinds of network 

substructures then their network post 3-layer construction should have them all – they need to 

show this because a priori it does not seem tenable. Further, they need to show what is the 

relationship between their 3-layer network and classical feed-forward loops. Are the top nodes of 

the loops always in the top layer, etc? 

1.5) Regarding quantitative differences between the PNS/CNS networks, the authors added 

representations of in/out degree for their various layers. However, if I am understanding them 

correctly, their figures pasted in-line in the response document raise new questions as CNS2/3 

data sets appear to cluster in network layers 2 and 3 (the ‘2’ and ‘3’ labels having no relation to 

each other). Why is this the case? 

2) Footprints 



The authors still do not show evidence of any actual DNA footprinting. The citations they make 

simply obscure the issue because the cited papers also dodge this issue. DNA footprinting is 

fundamentally a nucleotide-level phenomenon. To claim that they actually have footprinting, they 

need to show nucleotide-level data. Their figure showing ‘peaks’ where footprints are supposedly 

occurring, with an x-axis reading out in kilobases, is not evidence that there are actual footprints 

in their data. Appeal to an algorithm that supposedly identifies footprints does not rescue them 

because the algorithm itself may be flawed. If there are footprints, they should show them or 

remove this section and the related claims. 



Reviewer #2 (Remarks to the Author): 
 
The authors have made some appropriate revisions. However, it remains puzzling to this reviewer that 
they continue to cling to two questionable features of their analysis when neither is necessary for their 
core results. One of these (networks) continues to be misguided and to distort or obscure the 
underlying biology, and the other (footprints) is fundamentally flawed and adds absolutely nothing to the 
story. The authors have not really changed anything in this version in response to prior critiques. 
 
1) Networks 
 
1.1) The issue here seems to me at a high level to be quite simple: The authors performed some set of 
analyses that suggested REST might be involved in certain biological processes. They then proceeded 
to perform various experiments showing that REST does in fact play an important role. But the mere 
fact of their results DOES NOT read on the soundness of their initial analyses. It is one thing to say that 
“we did a,b,c and got some hints which we then tested”. It is quite another to say that “we have some 
robust procedure x that yielded result y” – with the implication that other researchers should try 
procedure x with the expectation that they too will get result y. 
 

Thank you for clarifying this point. To a large extent, we do agree with the Reviewer here. We 
haven’t provided a “proof” that we have developed a robust pipeline that others should follow, we 
can only provide the evidence that we have garnered.  We do demonstrate that REST is a major 
inhibitor of CNS regeneration. We show an example of using the network approach to organize 
high-dimensional data, and to prioritize hypotheses (which the reviewer calls hints) that could be 
tested in our animal models. We emphasize that this is not the case of a stopped clock being right 
twice a day, since there are multiple published successful examples of the general network 
approach being used by us and others to prioritize hypotheses for testing (Chandran et al., 2016; 
Swarup et al., 2019; Carro et al., 2010; Gatta et al., 2012). We are certainly not saying that this is 
always going to work, which would require a more solid theoretical basis for understanding 
biological processes (similar to physics or mathematics) that is simply not present (see also 
Geschwind and Konopka Nature 2009). We have softened language in the manuscript to align 
more with this reviewer’s perspective.   

 
1.2) Regarding the network architecture, the authors make the strong claim that it is “unlikely we 
enriched REST-containing loops”. I do not see how they can make this claim without supporting 
evidence. This is straightforward to test. The implication is that if they have in fact enriched for REST-
containing loops then their entire analysis becomes tautological. If they stick to their guns, they need to 
address this issue one way or another. For clarity, my earlier comments were not referring to the 
ARACNE procedure, but rather to the forcing of the ARACNE network into a 3 layer structure – it is in 
the latter context that they need to show that they have not inadvertently enriched for REST-containing 
loops.. 

We thank the reviewer for clarifying their comment and agree with the Reviewer’s comment that 
“because REST is known to control a large regulon, and it may be positioned as a superior node in 
many feed forward loops (FFLs)…”. If we were indeed biased to identify REST-containing loops by 
this confounder, we would expect to see REST enriched with FFLs within the networks. To test this, 
we performed the network motif analysis as suggested by the Reviewer (details in the response to 
the Reviewer’s next comment, below). We do observe an enrichment of FFLs in the 3-layered PNS 
networks (Reviewer Fig. 1, below), but REST does not appear as a regulator in these FFL 
networks (Fig.1 C-D). REST appears in the CNS network, which does not enrich for FFLs, but 
adopts a simpler, bi-layered, and less inter-connected structure. This shows we are not 
inadvertently enriching for REST in FFLs.  



 
1.3) I also remain puzzled why the authors continue to cling to the concept of a 3-layer network 
architecture as being of core utility for the types of analyses they are performing. The 3-layer network 
structure is not some natural order of networks; rather, it is an analytical convenience that was 
expounded by a single laboratory (M. Gerstein) for the purpose of making certain global statements 
about classes of transcription factors and for making comparisons between species. By contrast, the 
network motifs (U. Alon and utilized by many others) are fundamental building blocks of regulatory 
network architectures that recur in diverse classes of naturally occurring architectures across species. 
The most prevalent and extensively analyzed of these structural motifs is the feed forward loop, which 
has the form A→B→C with a parallel arm of A→C. The authors could have drastically simplified and 
strengthened their analyses by simply focusing on the TFs that are found at the 3 different levels of 
feed forward loops. 
 

Again, we emphasize that without a clear proved theorem or theoretical model that fully explains 
transcriptional regulation and its relationship to biology more broadly, any architecture is just a 
model. We also agree that the concept of network motifs is extremely useful and seemingly more 
fundamental as a building block. So, as suggested by the Reviewer, we performed network motif 
analysis of each TF network using the mFinder software developed by U. Alon’s group (Milo et al., 
2002). Among the thirteen 3-node motif structures, we do indeed observe an enrichment of the 
FFLs in the PNS networks (Reviewer Fig. 1A, below, motif ID 38, blue colored). The CNS 
networks lack enrichment (or depletion) in most of the 3-node motif structures (Reviewer Fig. 1A, 
red colored), likely due to their simpler, bi-layered network structure (Fig. 1D). 
 
Since the 3-layer network structure and the 3-node network motifs mainly occur in the PNS, we 
further explored the relationship between the two. We counted the frequency of each PNS node’s 
appearance at each level, focusing on enriched network motifs with a clear top-down hierarchical 
structure (Review Fig. 1A, motif ID 38,46,108). We observed a general agreement in node 
hierarchy between the two structures. For example, JUN is a member of the 5-TF core sub-network 
and consistently appears as a top-node in the 3-layer PNS TF networks; It also prefers to occupy 
the top position in the network motif structure (Review Fig. 1B). Other core TF members including 
SOX11 and STAT3 prefer the middle-level position in both structures, while ATF3 sits at the bottom. 
We have included this analysis in the supplemental material. 

 



 

 
 
1.4) The authors make the counterintuitive statement “this global structure [ie the 3-layer network] 
contains all possible formats of these small recurring regulatory patterns”. The authors appear to be 
saying that their 3 layers still contain all of the classical network motifs – however they provide no 
evidence for this. If they did not in fact strip out certain kinds of network substructures then their 
network post 3-layer construction should have them all – they need to show this because a priori it does 
not seem tenable.  
 

To clarify, our statement was that the method to build the 3-layer network architecture is not biased 
to certain network motifs. We cited Jothi et al., 2009, Gerstein et al., 2012 to support this statement, 
in which they analyzed a comprehensive set of TFs in yeast or human, observing occurrence of 
many formats of network motifs within or across different layers. In our case, we focused on 21 core 
regenerative TFs discovered in our published work (Chandran et al., 2016), so our TF networks 
likely may not contain all possible formats and we are not making that claim, nor are our analyses 
dependent on it.  

 
Further, they need to show what is the relationship between their 3-layer network and classical feed-
forward loops. Are the top nodes of the loops always in the top layer, etc? 
 

Please see our responses above. We found that the 3-layer network is in general agreement with 
the 3-node motif structures. JUN, EGR1, FOS and SP1, which appear as the top-nodes in the 3-

Reviewer Figure 1. Network motif structures of PNS and CNS TF 
networks. We used mFinder v1.21 software for network motif 
analysis. A Z-score was calculated for each of the 13 network motifs 
with a 3-node structure, using 1000 random networks of the same 
size for background estimation. (A) Over- (Z-score > 0) or under-
representation (Z-score < 0) of each 3-node motif in a PNS or CNS 
network. The motif ID is the decimal format of the network motif. For 
example, the feedforward-loop id is 38 (binary 011001000, with least 
significant bit on the left). (B) Frequency of each TF at the top, 
middle or bottom level of enriched network motifs, including 38 (A -> 
B -> C, with A -> C, feedforward-loop), 46 (A|B -> C, mutually 
regulating on the top), and 108 (A -> B|C, mutually regulated on the 
bottom). For example, JUN appears a total of 5 times at the top-level 
within these motif structures. We count 0.5 times for TFs that occupy 
mutually regulated levels.   



layer PNS networks, also prefer the top-level in the network motif structures (Reviewer Fig. 1).   
 

1.5) Regarding quantitative differences between the PNS/CNS networks, the authors added 
representations of in/out degree for their various layers. However, if I am understanding them correctly, 
their figures pasted in-line in the response document raise new questions as CNS2/3 data sets appear 
to cluster in network layers 2 and 3 (the ‘2’ and ‘3’ labels having no relation to each other). Why is this 
the case? 
 

In the CNS networks, most TFs form a two-level structure, with REST and CTCF interacting with 
top-layer TFs. We apologize for accidentally missing the full graph in the original response to the 
reviewer and have corrected that. We now show a revised version below, with CNS and PNS 
networks separated with correct labels. 

 
2) Footprints 
 
The authors still do not show evidence of any actual DNA footprinting. The citations they make simply 
obscure the issue because the cited papers also dodge this issue. DNA footprinting is fundamentally a 
nucleotide-level phenomenon. To claim that they actually have footprinting, they need to show 
nucleotide-level data. Their figure showing ‘peaks’ where footprints are supposedly occurring, with an x-
axis reading out in kilobases, is not evidence that there are actual footprints in their data. Appeal to an 
algorithm that supposedly identifies footprints does not rescue them because the algorithm itself may 
be flawed. If there are footprints, they should show them or remove this section and the related claims. 

We share with the Reviewer’s concern that using ATAC-seq to footprint individual genomic site could 
be challenging, as many existing methods do not correct for Tn5 insertion bias. We used TOBIAS 
(Bentson et al., 2020), whose footprint calling algorithm uses a dinucleotide weight matrix to model 
and correct background bias of Tn5. TOBIAS identifies TF binding sites comparable to ChIP-seq data, 
and predicts TF footprints comparable to other popular tools including HINT-ATAC (Bentson et al., 
2020), another de novo footprint caller effective to predict cleavage biases on both ATAC-seq and 

 

Reviewer Fig. 2. Parameters indicating layer-specific network connectivity. Betweenness, in- and out-
degree were calculated for each TF in a PNS (blue) or CNS (red) network, and grouped by the level they 
belong to in 3-layer network structure. Color indicates a specific PNS or CNS dataset. Betweenness: the 
fraction of the shortest paths between all pairs of vertices that pass through one vertex. InDegree: the 
number of arcs that end at the node. OutDegree: the number of arcs that start from the node. 



DNase-seq data (Li et al., 2019). Since its recent publication, TOBIAS has been used and 
recommended by a number of published studies to effectively identify TF footprints, exactly as we do 
here (Bendl et al., 2021; Trevino et al., 2021; Sumida et al., 2021; Grandi et al., 2022). Further, we 
must emphasize that we experimentally show that these foot-printing data overlap with previous 
REST binding sites identified in immature hippocampal neurons by ChIP (ref 53) and that the genes 
identified by foot-printing are significantly enriched in those that are changed with REST deletion (Fig 
4G). Thus, we provide multiple layers of evidence that these genes are indeed transcriptionally 
regulated by REST binding. 

In the TOBIAS paper, the authors have shown nucleotide-level TF footprints (Bentson et al., 2020; 
Fig. 4 and supplemental Fig. 5). Here, we include an example of predicted REST footprint at the 
promoter region of Stat3 (Reviewer Fig. 3, below), demonstrating uncorrected, expected Tn5 bias, 
and bias-corrected footprint signals, which were used to calculate footprint scores across multiple 
injury conditions, as shown in Fig.5C.  
 

 
 
 
 
 
 
 
 
 
 

 

Reviewer Fig. 3. Representative 
REST footprint at Stat3 
promoter. Uncorrected, expected 
Tn5 cut site, and corrected 
footprint signals were detected and 
measured within open chromatin 
regions by TOBIAS. A total of 
~180 million ATAC-seq reads  
from RGCs collected 3 days 
following CNS injury. REST motifs 
overlapping with footprint sites 
were identified. Footprint signals 
were plotted +/-100 bp (200 bp 
interval) on either side of the 
center of REST binding site at the 
promoter region of Stat3 (promoter 
defined as +/- 2kb of a gene’s 
TSS).  
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