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Abstract19

Supplementary information for the main manuscript. This document contains:20

• Derivation of a mutual orthogonality metric21

• Further details and visualization of results.22

• Feature preservation with resampling examples.23

• Details regarding Fourier transform-based resampling operations utilized within Ti24

• Description of constraints of displacement field magnitude25

1 Mutual orthogonality26

Here, we define the metric of mutual orthogonality used to determine the suitability of using different potential axes27

of rotation of the sample during a rocking curve.28

Consider a 3 × 3 matrix M ≡ [v1 v2 v3] whose columns represent 3 linearly independent vectors spanning 3D
Euclidean space R3. Here each of the vi ∈ R3 is a 3 × 1 column vector. The mutual orthogonality (MO) of M is
defined as:

O(M) ≡ v1 · v2 × v3

‖v1‖ ‖v2‖ ‖v3‖
(1)

=
det(M)

‖v1‖ ‖v2‖ ‖v3‖
(2)

Here ‖·‖ denotes the Euclidean distance or the L2-norm. We see that O(M) is invariant under even permutations of29

the vi’s and changes sign but not magnitude under odd permutations. This follows simply from the same properties30

of the determinant det(M). A positive (negative) sign of O(M) indicates that the columns of M are right (left)31

-handed in order.32

If the basis vectors are mutually orthogonal (i.e., v1 ⊥ v2 ⊥ v3), then we see that O(M) = ±1, indicating a33

rectangular basis for R3. If they all lie in the same plane, O(M) = 0 and the ‘basis’ does not in fact span R3. Thus,34
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Supplementary Figure 1: Schematic elucidating angle parameterization of MO for a basis matrix M = [v1 v2 v3].

O(M) ∈ [−1, 1] contains information about the relative independence of the basis vectors of M , as well as their35

handedness.36

We refer to Supplementary Figure 1. Here, O(M) can be parameterized in terms of the angles between different
vectors from the magnitudes of the cross and dot products:

O(M) =
‖v3‖ ‖v1 × v2‖ cos θ3

‖v1‖ ‖v2‖ ‖v3‖
(3)

=
‖v3‖ (‖v1‖ ‖v2‖ sinφ12) cos θ3

‖v1‖ ‖v2‖ ‖v3‖
(4)

= sinφ12 cos θ3 (5)

We see that the MO of a basis of vectors does not depend on their magnitudes, but only their relative orientations.37

This parameterization is useful in determining the relation between the orthogonalities of mutually Fourier-conjugate38

bases, as we see below.39

The formulation of MO as given above is particularly useful in BCDI. The measurement consists of rectilinear
(but not orthogonal) samples of x-ray intensity in reciprocal (Fourier) space, given by a 3× 3 sampling basis matrix
Brecip [1, 2]. In other words, Fourier space is sampled at points q obtained from integer combinations of the basis
vectors.

q = lv1 +mv2 + nv3 (6)

= Brecip

 lm
n

 (7)

where l,m, n ∈ Z.

In practice, the integers l,m, n range over N1, N2, N3 values respectively: l = 0, 1, . . . , N1 − 1, and so on for m and40

n as well. Thus, the Fourier window is of size N1 ×N2 ×N3 pixels.41

The columns of Brecip are determined by the diffraction geometry and the chosen manner of crystal rotation
(‘rocking’). This in turn unambiguously determines the conjugate basis Breal whose columns denote the real-space
samplings steps of the object wave (i.e., the object itself). The real-space object sampled using Breal is related to the
propagated wave sampled in the far field using Brecip through the discrete Fourier transform. The relation between
the conjugate bases is given by [1]:

Breal = B−Trecip

N1

N2

N3


︸ ︷︷ ︸
D=diag(N1,N2,N3)

−1

(8)

where we have denoted D ≡ diag(N1, N2, N3). Here, (·)−T equivalently denotes the inverse of the transpose or the42

transpose of the inverse. As we can see, a larger Fourier window (greater N1, N2, N3) results in a better real-space43

resolution limit (smaller sampling steps).44

The rotating crystal geometry in BCDI ensures that the diffraction signal is always sampled not in a well-behaved,45

rectangular manner, but with a linear shear. In other words, ‖O(Brecip)‖ < 1. This naturally introduces a shear46

into the real-space sampling basis Breal through Supplementary Equation (8). In the light of this, we would like47
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to determine the relation between O(Brecip) and O(Breal). Ideally, we would prefer O(Brecip) for each scan in48

a multi-reflection BCDI measurement to be as close to unity as possible, and therefore one must arrange their49

measurements accordingly. In our simulations, we choose to exercise this flexibility rather coarsely through one of50

two rocking directions, namely θ and φ from Figure 1 in the main text. These correspond to motor stages at the51

34-ID-C coherent diffraction instrument at the Advanced Photon Source.52

We seek an expression for O(Breal) in terms of O(Brecip). In order to do this, we first define βrecip ≡ BrecipD1/2
53

and βreal ≡ BrealD1/2. This implies that Supplementary Equation (8) can be rewritten more simply as:54

βTrealβrecip = 1 (9)

where 1 is the 3× 3 identity matrix. From the above definitions, we see that Breal (Brecip) differs from βreal (βrecip)55

only in the magnitudes of the columns, and therefore we have: O(βrecip) = O(Brecip) and O(βreal) = O(Breal). It56

is therefore sufficient to determine the relation between O(βrecip) and O(βreal).57

If βrecip ≡ [k1 k2 k3] and βreal ≡ [r1 r2 r3], then Supplementary Equation (9) tells us that:

rl =
εlmnkm × kn
det(βrecip)

=
εlmnkm × kn
k1 · k2 × k3

for l,m, n = 1, 2, 3 (10)

=⇒ ‖rl‖ =
1

‖kl‖ cos θl
(from the geometry in Supplementary Figure 1)

Here εlmn is the Levi-Civita symbol denoting the cyclic relation between the indices l, m and n. We therefore have:

O(βreal) =
det (βreal)

‖r1‖ ‖r2‖ ‖r3‖
(11)

=
‖k1‖ ‖k2‖ ‖k3‖

det
(
βrecip

) cos θ1 cos θ2 cos θ3 (∵ detβreal = 1/(detβrecip) from Supplementary Equation (9))

=⇒ O(βreal) =
cos θ1 cos θ2 cos θ3

O(βrecip)
(12)

We note that a high MO in reciprocal space indicates a similarly high MO in real space. These MOs respectively58

pertain to how the signal and the scatterer are discretized. Hence choosing O(Brecip) as close to 1 as possible59

by judicious choice of crystal rotation (in particular, rocking about the θ or φ axis) facilitates the best orthogonal60

discretization of the reconstructed object wave, owing to interpolation from a minimally sheared sampling basis61

Breal.62

2 Further details and visualization of results63

Supplementary Figure 2 shows the results of individual phase retrieval reconstructions of the 5 BCDI scans simulated64

for the simulated dislocation-free crystal (object wave amplitude). Each row in Supplementary Figure 2(a) corre-65

sponds to the central slice along the i−j, k−i and j−k planes of the 3D array space of the final reconstructions ψijk.66

These slices are in general not orthogonal, since the real-space sampling directions encoded in each Breal are not67

orthogonal. The phase retrieval was performed with the open-source Python module Phaser [3]. The phase retrieval68

recipe chosen was a combination of ER, HIO and SF (solvent flipping) with intermittent shrinkwrap-based update69

of the object support. Each reconstruction took 0.5 seconds with an Nvidia Tesla P100 GPU. An error function fit70

to the line profile in 2(b) is shown in 2(c), with an estimated spatial resolution of 39.8 nm. The exact phase retrieval71

recipe used for reconstruction was as follows:72

1. 150 iterations of ER, with shrinkwrap every 30 iterations.73

2. 300 iterations of HIO.74

3. 100 iterations of solvent-flipping (SF), with shrinkwrap every 25 iterations.75

4. 300 iterations of HIO.76

5. 450 iterations of ER, with shrinkwrap every 90 iterations.77

All these algorithms are reviewed in Ref. [4].78

Similarly, Supplementary Figure 3 shows the single Bragg peak phase retrieval results for the simulated data from79

the crystal containing dislocations. The uniformity of amplitude is notably worse than in the case of the coupled80

MR-BCDI reconstruction presented in the main text. Supplementary Figure 4(a) shows the final loss function value81

of Lmulti ∼ 1 and histograms of residuals for the MR-BCDI reconstruction of the simulated crystal containing a82

dislocation.83
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Supplementary Figure 2: (a) Phase retrieval reconstructions of the object wave amplitudes (
∥∥ψ(i)

∥∥), corresponding
to the 5 individual BCDI scans from the dislocation-free crystal. The voxel sizes in nanometers are the magnitudes

of the columns of the corresponding B
(i)
real matrix. We note that these basis vectors are not orthogonal in general,

and therefore the slices shown in each column do not correspond to orthogonal slices. (b) Magnified view of one of
the reconstructions, with a line profile extracted along the dashed line. (c) Error function fit to the line profile in
(b), with an estimated spatial resolution of 1.3

√
8 ln 2 = 3.06 pixels, or 1.3

√
8 ln 2× 13 = 39.8 nm. The multiplier of

13 comes for the ∆k pixel pitch in the corresponding image in (a).
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Supplementary Figure 3: (a) Individual amplitude reconstructions
∥∥ψ(i)

∥∥ from phase retrieval applied to the BCDI
scan the crystal with screw dislocations (complex amplitude), using the recipe above. The cross sections shown
correspond to the same slices in Supplementary Figure 2.
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Supplementary Figure 4: Optimization metrics for the MR-BCDI reconstruction of a simulated crystal with dislo-
cations. (a) Trend in multi-reflection loss function given by Equation 3 in the main text as a function of Adam
optimizer iteration (initial learning rate = 0.02) The red lines denote the beginning of a new optimization epoch. (b)
Histogram of the simulated and reconstructed components of the vector u(x), along with point-to-point residuals of
each vector component.
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3 Fourier transform-based resampling84

Here we describe and derive the methods of Fourier-based resampling we used to implement the Ti operation in the85

forward model described in the main text.86

We start with the discrete object ψ(s0m), which denotes the object ψ(x) sampled along the orthogonal directions87

[k̂1 k̂2 k̂3] of the detector frame, in steps of size s0. Here, m is as defined in Equation 1 in the main text. We88

assume the digitized scatterer to be inside a cubic array of size N ×N ×N pixels for simplicity. In the MR-BCDI89

problem, this is one of i mounting configurations (views of the sample with respect to the detector) corresponding90

to a single Bragg condition. We now describe the basic operations of (i) bulk deformation, (ii) shear deformation,91

and (iii) rigid-body rotation of the sampling grid that we use in different combinations to implement the operation92

Ti and that are based on established signal processing methods [5, 6, 7].93

The basis matrix Breal for this demonstrative configuration is based on an actual BCDI measurement described94

in Ref. [1]:95

Breal =

12.72 0 0
0 12.72 0

3.21 2.70 11.87

 nm (13)

The resampling method ψ(s0m) → ψ(Brealm) consists of two interpolation operations acting on ψ(s0m), per-96

formed in order: (i) ‘bulk’ resampling along the orthogonal directions in new steps of B11, B22 and B33, where97

Bii denote the diagonal elements of Breal, followed by (ii) a ‘shear’ resampling into each of the three independent98

orthogonal directions, corresponding to the off-diagonal elements of Breal. We introduce for simplicity Fi as the 1-D99

Fourier transform along the axis i (where i = 1, 2, 3).100

Further, we assign s0 = (detBreal)
1/3 = 12.43 nm. This choice allows us to demonstrate both bulk stretching101

and compression, since is it greater than one of the Bii but less than the other two. For an MR-BCDI experiment,102

s0 is the user-defined size of the reconstruction grid within the bounding box V.103

3.1 Bulk resampling104

Real-space resampling along the orthogonal array axes of ψ(s0m) is achieved by truncating or padding the numerical105

array in Fourier space. To this end, we define operations P and T that symmetrically pad or truncate the input106

array along the specified axis:107

• P(k̂i, n)ψm denotes the operator P acting on an array ψm that returns an array zero-padded on either side108

by n pixels. This results in 2n more pixels along the k̂i axis.109

• T (k̂i, n)ψm denotes the operator T acting on an array ψm that returns an array truncated/clipped on either110

side by n pixels. This results in 2n fewer pixels along the k̂i axis.111

We seek to resample the real-space object array ψm along axis k̂i in steps of Bii (different from the original
sampling steps size s0). The number n of pixels by which to zero-pad/truncate is easily computed from the relation

between the real-space step size and the Fourier-space numerical aperture: s0 ∝ 1/N . If N
(new)
i is the number of

pixels along k̂i after zero-padding/truncation, then we have:

N
(new)
i =

(
s0

Bii

)
Ni (14)

=⇒ n =
1

2

∣∣∣N (new)
i −N

∣∣∣ =
1

2

∣∣∣∣N (1− s0

Bii

)∣∣∣∣ (15)

Here |·| denotes the absolute value and the factor 1/2 comes from the requirement to pad/truncate symmetrically.112

Armed with this notation, the resampling operator B(k̂i |s0 → Bii ) is given by the following sequence of operations:113

B(k̂i |s0 → Bii ) =

T
(
k̂i, n

)
F−1
i P

(
k̂i, n

)
Fi if Bii < s0

P
(
k̂i, n

)
F−1
i T

(
k̂i, n

)
Fi if Bii > s0

(16)

The bulk-resampled array is denoted as: ψ′m = B(k̂i |s0 → Bii )ψm. The value of n in Supplementary Equation (16)
is computed from Supplementary Equation (15), in practice rounded to the nearest integer. The final, bulk-resampled
object along all three orthogonal axes is given by:

ψ′m ≡ ψ([B11 B22 B33]T �m)

= B(k̂1 |s0 → B11 )B(k̂2 |s0 → B22 )B(k̂3 |s0 → B33 )︸ ︷︷ ︸
total bulk resampling operator

ψm (17)
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Supplementary Figure 5: Fourier transform -based bulk resampling demonstrated on a synthetic crystalline volume
with a screw dislocation, marked by a winding phase at the dislocation core. Row 1: orthogonal slices through
center of the amplitude profile of the original crystal. The arrows denote the bulk compression/expansion along the
principal axes with respect to the original object, as a result of resampling. Row 2: central cross-sections of the
resampled amplitude. Row 3: corresponding slices of the original phase, with the screw dislocation indicated by the
phase discontinuity. Row 4: resampled phase profile. The plots show phase in radians.

Here � denotes the element-wise (Hadamard) product. Bulk resampling of a synthetic object originally sampled in114

steps of s0 is shown in Supplementary Figure 5. The first two rows show the amplitudes of the original and bulk-115

resampled object. The third and fourth rows show the corresponding complex phases. The winding phase profile is116

indicative of a screw dislocation passing through the center of the crystalline bulk (third row). Further, there is little117

difference in the sizes of the original and resampled objects because of the proximity of each Bii to the chosen value118

of s0. For demonstrative purposes, the fidelity of the bulk-resampling procedure to high-frequency phase features119

even with greatly exaggerated under/over-sampling steps is shown in Supplementary Figure 6.120

We note the following:121

1. The concept of upsampling with the padding operator P has been explored in the context of image registra-122

tion [8].123

2. The operator B in Supplementary Equation (16) returns a new array of size N ×N ×N pixels which contains124

the original object resampled along axis i by a factor Bii/s0.125

3. The upsampling enabled by Supplementary Equation (16) when Bii < s0 does not actually result in better126

sampling of any sub-pixel features in the physical object. The smallest feature dictated by the available Fourier127

content is merely sampled more finely. This is owing to the fact that no new Fourier information was added in128

the process. However, on truncation (Bii > s0), high-frequency information in Fourier space is truly discarded.129

As expected, the downsampling operation results in a loss of spatial resolution.130

4. While truncation and zero-padding are not differentiable operations by themselves, every pixel value in the131

output array ψ′m is still related analytically to the pixels in ψm through the Fourier transform. In the MR-132

BCDI problem, this analytical dependency extends back to the original unknowns, namely Am and um through133

multiplication and exponentiation, as well as forward to each of the inferred diffraction patterns
∥∥∥Ψ

(i)
m

∥∥∥2

and the134

loss function in Equation 3 in the main text itself. Multiplication, exponentiation and the Fourier transform135
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Supplementary Figure 6: Orthogonal cross sections of a discontinuous 3D phase object subjected to uniform bulk
transformation B(k̂i |s0 → ξBii ). For simplicity, s0 = Bii = 1 for all i = 1, 2, 3 (along all three axes), with (top
row) ξ = 1 (original), (middle row) ξ = 1.5 and (bottom row) ξ = 0.75.

are all differentiable operations and have highly optimized implementations in modern auto-differentiation136

software. In the language of auto-differentiation, the computational graph is unbroken from Am and um to137

Lmulti, even in the presence of a “destructive” operation like truncation. Therefore this formulation lends itself138

easily to auto-differentiation.139

5. The B operators in Supplementary Equation (17) commute with each other since the resampling along each of140

the three axes are independent operations.141

3.2 Shear resampling142

The bulk resampling method described in Section. 3.1 was achieved with non-analytical operations such as zero-
padding and truncation, which nevertheless connect the unknowns A and u analytically to the inferred signal. In
contrast, the shear transformations corresponding to the off-diagonal elements of Breal are truly differentiable in
nature. As we show in this subsection, they can be achieved through a combination of 1-D FTs and phase ramps.
The 2D shear of a general 3D function ξ(x) ≡ ξ(x, y, z) in the yz-plane is given by the following sequence of
operations:

ξ(x+ αy + βz, y, z) =∫
R
dk eι2πkx︸ ︷︷ ︸
F−1

1

eι2πk(αy+βz)︸ ︷︷ ︸
phase shift

∫
R
dx e−ι2πkx︸ ︷︷ ︸
F1

ξ(x, y, z) (18)

= F−1
1 Φ23(k |α, β )F1︸ ︷︷ ︸
off-diagonal shear

ξ(x, y, z) (19)

Here, Φ23(k |α, β ) ≡ exp[ι2πk(αy+βz)] is the phase ramp applied to axes 2 and 3 ( in this case, y and z respectively).
Similar phase ramps Φ31(k|α, β) and Φ12(k|α, β) are constructed with the 1D Fourier transforms F2 and F3 to achieve
shears along the zx- and xy-planes. These are given by:

Φ31(k|α, β) = exp[ι2π(αz + βx)] (20)

Φ12(k|α, β) = exp[ι2π(αx+ βy)] (21)
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Supplementary Figure 7: Row 1: amplitude cross-section of the bulk-resampled digital object in Supplementary
Figure 5, before application of the shearing operator in Supplementary Equation (23). The arrows denote the
direction of shearing. The ⊗ and � symbols denote arrows entering and exiting the plane of the figure respectively.
Row 2: shear-resampled object amplitude cross-sections. Row 3,4: corresponding phase profiles, indicating the
screw dislocation. All phase plots are in radians.

The use of the sampling matrix Breal from Ref. [1] lends itself easily to the compact formulation of the shear

operator in Supplementary Equation (19). To see this, we consider the desired sampling step along k̂1, namely
B11l +B12m+B13n (where m ≡ [l m n]T ∈ Z3). This may be obtained from ψ′m in Supplementary Equation (17)
by:

ψ′′m ≡ ψ′([B11 B22 B33]Tm) −→
ψ′([B11l +B12m+B13n B22 B33]Tm)

=

[
F−1

1 Φ23

(
k

∣∣∣∣B12

B11
,
B13

B11

)
F1

]
︸ ︷︷ ︸

yz shear operator

ψ′m (22)

where the yz-shear operator acts not on the original objet ψ(s0m), but the bulk-resampled object ψ′m from Sup-
plementary Equation (17). Consequently, the complete shear operation is given by the composition of the shear
operators along the independent Cartesian directions:

ψ′′m ≡ ψ(Brealm)

=

[
F−1

3 Φ12

(
k

∣∣∣∣B31

B33
,
B32

B33

)
F3

]
◦
[
F−1

2 Φ31

(
k

∣∣∣∣B23

B22
,
B21

B22

)
F2

]
◦
[
F−1

1 Φ23

(
k

∣∣∣∣B12

B11
,
B13

B11

)
F1

]
ψ′m (23)

where ◦ denotes operator composition. Supplementary Figure 7 shows the effect of the shear resampling operation143

in Supplementary Equation (23) applied to the bulk-resampled object (Supplementary Figure 5, row 2). Once again144

we note the fidelity to the original discontinuity, which would have not been possible with a simple real-space145

interpolation within the space of a single voxel.146

Supplementary Equation (17) and Supplementary Equation (23) together denote the sequence of analytic op-147

erations that take the unknown object ψ(s0m) to the appropriately sampled object ψ(Brealm), for direct use in148
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Equation 3 in the main text. The complete resampling operation ψ(s0m) −→ ψ(Brealm) differentiably transforms149

the original object (Supplementary Figure 5, row 1) to the appropriately resampled object (Supplementary Figure 7,150

row 2), while preserving the fidelity to high-frequency features within the object (in this case, phase discontinuities).151

3.3 Resampling by grid rotation152

Building upon the shear-resampling methodology in Section 3.2, we describe our last fundamental resampling oper-153

ation in which the discrete grid of the object is arbitrarily rotated. This is of crucial importance in the MR-BCDI154

problem, since the scatterer has to be rotated into different Bragg conditions in turn. The method decomposes the155

desired rotation into a sequence of shear operations, and therefore has all the advantages of the shear-resampling156

method, including differentiability and maximum fidelity to small features.157

As an example, we wish to actively rotate the discretized object ψ(s0m) by an angle θ about the axis +k̂3

(in a right-handed manner). Practically, we rotate the Cartesian sampling grid by −θ about +k̂3. According to
Refs. [5, 6, 7], Supplementary Equation (19) may be employed to achieve this by three successive shear operations:

R(θ, k̂3)ψ(x) ≡ ψ (x cos θ + y sin θ,−x sin θ + y cos θ, z)

=

[
F−1

1 Φ12

(
k

∣∣∣∣0, tan
θ

2

)
F1

]
◦
[
F−1

2 Φ12 (k |− sin θ, 0)F2

]
◦
[
F−1

1 Φ12

(
k

∣∣∣∣0, tan
θ

2

)
F1

]
ψ(x) (24)

Similar formulations to Supplementary Equation (24) hold for rotations R(θ, k̂1) and R(θ, k̂2) about the k̂1 and k̂2158

directions. Using this method, we can express the grid resampling of an arbitrary rotation R(θ, n̂) as a composition159

of three rotations:160

R(θ, n̂) = R(α3, k̂3) ◦ R(α2, k̂2) ◦ R(α1, k̂1) (25)

Here the αi denote the Euler angles of rotation in the XY Z convention (i.e., rotation about X followed by Y and161

then Z). We note that regardless of the Euler convention, an arbitrary rotation may be achieved by a triplet of162

successive rotations about the principal Cartesian axes.163

The rotation of the example crystal from the previous examples by an angle of 45◦ about the Y -axis is shown164

in Supplementary Figure 8. Again we note the fidelity the resampled object to the discontinuity in the bulk.165

Supplementary Figure 9 contains an example that contrasts Fourier-based rotation resampling with regular grid166

interpolation in a crystal containing multiple phase discontinuities.167

We note here in our global optimization scheme, A and u are defined and reconstructed only within an estimated168

bounding box V of the object. However, the transformations described in this section are applied to a zero-padded169

version of V. In this paper, all buffered arrays are of size 128× 128× 128. While our interpolation approach ensures170

that phase discontinuities are well-preserved, we note that object amplitude suffers from oscillations at sharp edges171

and discontinuities arising from the Gibbs phenomenon. This is evident on comparing the first and second rows in172

Supplementary Figures 5 and 7. However, this problem is automatically addressed in our global optimization scheme173

through the use of the total-variation (TV) regularizer. As we have shown, this results in oscillation-free edges in174

the electron density reconstructions.175

Further, we note that a large rotation angle about a principal axis (for example, θ about the Z-axis from176

Supplementary Equation (24)), when implemented with the fast Fourier transform, potentially causes the transformed177

object to be split across the periodic array boundary, due to an excessively large shear. Whether or not this splitting178

takes place depends on the size of θ and the ratio of the crystal-to-buffer sizes in each array dimension. A smaller179

ratio implies a larger θ can be accommodated before splitting commences. This undesirable effect can be addressed180

by performing a large principal rotation in a sequence of smaller rotations. In this work, we have conservatively set181

this smaller rotation size to 45◦. With this convention, a rotation of 210◦ about the Z-axis would be decomposed as182

four rotations of 45◦ followed by a 30◦ rotation. While this certainly lengthens the chain of analytic computations183

for each optimization step, we have found this to introduce negligible overhead when implemented on the GPU.184
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Supplementary Figure 8: Row 1: Mutually orthogonal cross sections of the original scatterer amplitude. The arrows
indicate the direction of the 45◦ rotation about the Y -axis viewed from different perspectives. Row 2: scatterer
amplitude after it has been rotated within the grid. Row 3, 4: corresponding complex phase cross sections. All
phase plots are in radians.
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Supplementary Figure 9: (a) 2D slice of 3D discontinuous phase object prior to resampling by grid rotation. (b) Grid
rotation by simple multi-linear interpolation between neighboring voxels. (c) Grid rotation by Fourier transform
-based interpolation (Supplementary Equation (24)). The inset plots highlight the difference in fidelity to small,
pixel-scale features.

4 Constraining displacement field magnitude185

In Section 2.3.1 in the main text we noted that we restricted u(x) to lie within the lattice plane spacings defined186

by the [100], [010] and [001] directions of the crystal. This constraint is not a loss of generality when we consider187

the conditions under which phase wrapping takes place for a particular Bragg reflection. The phase at a point x188

corresponding to a reflection Ghkl is given by: φ(x) ≡ 2πGhkl · u(x). Therefore a phase wrap is associated with an189

excess displacement dhkl given by: φ(x) + 2mπ = 2πGhkl · [u(x) + mdhkl], where m ∈ Z. Here, dhkl is the vector190

in the direction of Ghkl and whose magnitude is equal to the hkl lattice plane spacing, with ‖Ghkl · dhkl‖ = 1 in191

crystallographers’ units. We see that for a given Ghkl, u(x) is determined up to an integer multiple of dhkl in the192

same sense that the phase is only determined up to an integer multiple of 2π. We therefore deduce that any u(x)193

may be reduced to a ‘fundamental zone’ between the parallel lattice planes located at u(x) = 0 and u(x) = dhkl194

(or equivalently, ±dhkl/2), by addition or subtraction of an appropriate number of dhkl [9]. The reduced u(x) is195

guaranteed to generate the same phase in the outgoing object wave. Thus, as a purely computational convenience,196

we constrain u(x) at each point to lie within the intersection of the three largest ‘fundamental zones’ of the crystal197

lattice, which correspond to the lattice plane separations along the lowest-index directions (i.e., ‖d100‖, ‖d010‖ and198

‖d001‖). This volume of intersection is rectangular for a cubic or orthorhombic crystal, but in general is a sheared199

parallelopiped. An instance of utilizing this constraint with such a crystal was presented in the main text for the SiC200

nanocrystal in which the [101̄0], [011̄0] and [0001] are non-orthogonal and the last two directions are separated by201

120◦. This constraint on u(x) primarily serves to prevent spurious discontinuities in the reconstructed u(x) resulting202

from excessively large gradient descent steps, which could cause the u(x) at adjacent voxels to converge to different203

but phase-equivalent values.204
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