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1. Observations 

M87 was observed by the Global Millimetre VLBI Array (GMVA) in concert with the phased 

Atacama Large Millimetre/submillimetre Array (ALMA) and the Greenland Telescope (GLT)31 at 

3.5 mm (86 GHz; GMVA project code ML005). During the observations, 32 12-metre ALMA 

dishes were phased up and the array was in the C43-3 configuration. The GMVA is composed of 

the eight Very Long Baseline Array (VLBA) antennas equipped with 3.5 mm receivers (i.e., 

without Saint Croix and Hancock), the Effelsberg 100 m telescope (EB), the Green Bank telescope 

(GB), the Metsähovi 14 m telescope (MH), the Onsala 20 m telescope (ON), the IRAM 30 m 

telescope (PV), and the Yebes 40 m telescope (YS). The data were recorded with a total bandwidth 

of 256 MHz per polarisation divided in 8 intermediate frequency bands (IFs), each of 64 spectral 

channels. YS observed in only one polarisation (left circular polarisation, LCP). The ~ 13 h track 

(~ 6 h with European telescopes, ~ 7 h with ALMA and the USA telescopes, and ~ 12 h with the 

GLT) included two calibration sources (3C273 and 3C279), which were observed every 20-40 



minutes. The data were correlated with the VLBI correlator at the Max Planck Institute for Radio 

Astronomy using DiFX32.  

2. Post-correlation data reduction 

Polarisation conversion for ALMA and calibration of the GLT instrumental polarisation In 

VLBI, most stations record their signals in circular polarisation, denoted as "RCP" (right-hand 

circular polarisation) and "LCP" (left-hand). The use of this polarisation basis has important 

implications for the calibration of the VLBI observables33. Even though the VLBI antennas have 

to detect the sky signal in a circular polarisation basis, the signal detection at the backend has to 

be done in linear polarisation (i.e., the basis used by the detector dipoles in the waveguides). The 

translation between these two bases of polarisation is done by inserting hardware (between the 

horn at the frontend and the receiver) that rotates the relative phase between two orthogonal linear 

polarisations by 90º. Such a phase rotation can be applied following different instrumental 

configurations. One option is to add a quarter wave plate (QWP) into the signal path. Another 

option is to have a waveguide-based phase rotator, which is the option used at the GLT. In either 

case, the two orthogonal linear polarisations that propagate after the phase rotator (and are later 

converted to electronic signals) carry the amplitudes and phases corresponding to the on-sky 

circular polarisations (i.e., the on-sky RCP and LCP waves are converted into X and Y by the 

phase rotator). 

During our GMVA observations in 2018, two issues related to instrumental polarisation arose 

which required pre-processing of the data prior to the standard calibration. First, phased ALMA 

recorded the observed signals using a linear polarisation basis, while all the other stations recorded 

the signal using a circular polarisation basis. Consequently, the visibilities between ALMA and 

the other stations were correlated with a mixed polarisation mode33. These visibilities were 

converted into a pure circular basis based on the internal calibration of the ALMA interferometric 

data using the PolConvert algorithm33,34. Second, our observations were performed during the 

commissioning phase of the GLT, during which its waveguide-based phase-rotator (used to 

convert the circular-polarisation on-sky signals into linear polarisation for detection at the backend) 

was erroneously configured resulting in the application of a rotation of 45° (instead of 90º) between 

the polarisation channels. Such a rotation, which is equivalent to a polarisation leakage with a 



maximum amplitude between RCP and LCP, cannot be corrected using standard algorithms. Due 

to this rotation, the polarisation basis registered at the GLT was highly elliptical, rather than 

circular. In addition to this, the electronic gains of the GLT (which depend on the polarisation 

channel) add relative amplitudes and phases between the (already corrupted) RCP and LCP signals, 

thus complicating the calibration. 

We removed the instrumental polarisation effects from the GLT by applying, in the frame-work 

of the Radio Interferometer Measurement Equation (RIME, ref.35), the theoretical polarisation-

leakage matrix that would correct for the wrong phase applied with the phase rotator. This matrix, 

however, can only be applied after the application of the polarisation-wise gain matrices, which 

are not known a-priori and have to be estimated from the data. We determined these gains by 

separating them into a time variable gain matrix that is independent of the polarisation channel (so 

it commutes with the instrumental polarisation matrix and does not affect the GLT polarimetry) 

and another matrix that is stable in time and encodes the cross-polarisation gains. Once these gains 

were estimated via least-squares fitting, we computed the total (i.e., gains + polarisation) 

calibration matrix and applied it to all the GLT-related data. This approach is an adaptation of the 

"single-station" mode of PolConvert (see Eq. 16 in ref.33), but with a conversion equation different 

from the standard one (i.e., Eq. 18 in ref.33). In our case, the conversion is done with the following 

equation (following the same nomenclature as ref.33): 
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where “corr” refers to the corrected visibility matrix, “orig” to the matrix obtained from the DiFX 

correlation, Gr/l is the cross-polarisation GLT gain, H is the matrix that removes the phase rotation 

and converts to linear polarisation basis, and C is the matrix that converts linear to circular (i.e., 

the product of C and H is a Jones matrix that corrects the wrong phase rotation applied by the 

phase rotator). 

In Figure S1, we show the result of our polarimetric GLT correction for a representative fringe. 

As expected, the bulk of the signal is transferred from the mixed (RL, LR) to the corrected parallel 

hand (RR, LL) correlations (i.e., the ones that are proportional to the total intensity). Several 

consistency checks were done to assess the GLT polarimetry correction. On the one hand, we 



checked for the stability of the GLT cross-polarisation gains, which remained constant (within a 

few percent of slow variability) throughout the experiment. On the other hand, the amplitudes of 

RL and LR were checked to be lower than those of RR and LL, and the RR/LL phases were 

compared to the difference in parallactic angles between the GLT and the other antennas (the 

changes in the former should be closely related to the latter). The data passed all these consistency 

tests successfully. 

 
Figure S1|Example of fringe amplitudes in a VLBI scan between GLT and PV, observing 

M87 for all 4 polarisation combinations (RR, RL, LR, LL). Only one subband centred at 86.3 

GHz is shown (similar results are obtained for all the other subbands). a, after the DiFX correlation. 

b, after applying the GLT instrumental polarisation correction. 

 

Amplitude and phase calibration of the GMVA+ALMA+GLT data Once the polarimetry 

issues were fixed, the data reduction was carried out using the NRAO Astronomical Imaging 

Processing System (AIPS, ref.36) in the standard manner. The initial fringe fitting of the data was 

done with the task FRING in a two-step procedure. In the first step, we used high SNR scans on 

the brighter calibrators to generate “manual” phase-cal information to remove relative phase 

offsets between IFs and a constant single-band delay relative to the reference antenna. In the 

second step, global fringe-fitting37 was done to determine and remove residual single- and multi-

band delays and fringe rates. In doing so, we assumed a point source model because the detailed 

source structure at this stage of the data analysis was still unknown. We then derived and applied 

bandpass corrections using calibrator scans and performed the a priori amplitude calibration in the 

standard manner, using measured system temperatures and gain curves. Atmospheric opacity 

corrections were applied based on station weather data and the fitting of the system temperature 



versus air mass. We then derived an initial source structure model for M87, which then was used 

in a second round of global fringe-fitting on M87 to lower the detection SNR (with a SNR cutoff 

of 4.3) and improve the fringe detection quality by narrowing the fringe search windows in rate 

and delay. After this, the data were then averaged over frequency before imaging. We detected 

fringes to M87 with all participating stations except for MK (VLBA) due to sensitivity limitations 

and non-optimal weather conditions in Hawaii (fringes to MK were detected, however, for the 

brighter calibrators). In Figure S2, we show the (u,v)-coverage for the data with fringe detections 

to M87. We also show examples of the measured closure phases as a function of time for the 

ALMA-GB-PV and ALMA-GB-GLT triangles. We note a minimum in the correlated flux density 

at ~ 2.3 Gλ (see also Figures S10 and S11) , a clear phase jump from ~ 0° to ~ 180° across the 

identified minimum, and closure phases of  ~ 180° on ALMA-USA-Europe and ALMA-USA-

GLT triangles. 

 
Figure S2| (u,v)-coverage and closure phase of M87. a, (u,v)-coverage plot colour-coded by self-

calibrated visibility amplitudes and b, by the absolute value of phases |φ|. For each uv-plot, a circle 

with a radius of 2.3 Gλ, at which the visibility amplitude reaches minimum (visibility null), is 

drawn. This visibility null corresponds to a diameter of ~ 69 μas for an infinitesimally thin ring in 

the image plane. c, exemplary closure phases measured on two wide-open triangles (ALMA-GB-

GLT and ALMA-GB-PV). Error bars represent 1σ. 

3. Imaging  

Reconstruction of an image from interferometric data is a well-known ill-posed inverse problem. 

Interferometric imaging algorithms can be broadly categorised into the inverse methods (e.g., the 

widely-used, traditional CLEAN deconvolution algorithm38) or forward modelling methods (e.g., 

regularised maximum likelihood, RML, methods). In RML imaging, the basic concept is to find 



the most probable image that minimises a weighted sum of the chi-squared values (χ2) and (prior) 

regularisation functions. We refer the reader to ref.6 and references therein for more details.  

Gain correction At millimetre wavelengths, accurate amplitude calibration becomes more 

difficult due to temporal changes in sky opacity, less well-known antenna gains and gain-elevation 

effects, as well as antenna mechanical effects that are difficult to constrain (e.g., residual pointing 

and focus offsets). As a result, scans with low amplitudes are more often seen than in cm-VLBI, 

in particular, for baselines involving stations that were built for observations at longer (centimetre) 

wavelengths. 

To correct for these calibration errors, we derived time-dependent station gain correction factors 

using the self-calibration algorithm which is implemented in the Difmap software39, making use 

of CLEAN38. For doing this, the calibrated data were first coherently averaged in 10-second bins 

and outliers were flagged. Imaging (deconvolution) and phase and amplitude self-calibration were 

then done in an iterative manner. We performed several iterations of phase only self-calibration, 

followed by amplitude self-calibration iterations. For the amplitude self-calibration, we 

incrementally decreased the solution intervals from the entire observation duration down to the 

scan length (typically 6 minutes). This was done independently by 6 authors/teams. 

We found that the residual errors associated with this iterative amplitude calibration do not 

significantly affect the dominant source features. Consequently, the amplitude self-calibration 

solutions show good overall consistency among all images created by different team members. 

The overall correction trends are also consistent with those for the two calibrators, which were 

observed repeatedly in short scans during the whole experiment (see Figure S4 in next section). 

Motivated by this consistency, we chose to correct the amplitudes of the calibrated data for the 

VLBA and the GBT based on the average of the gain corrections derived from the individual 

images. In doing so, we have assumed that the scans with the lowest gain correction factors for 

each station were not affected much by pointing errors and thus represent the true visibility 

amplitudes of our target. Implicitly, we scaled the gain corrections up such that the two lowest 

factors that correspond to the two best scans for each station became unity on average. After this 

correction, we found that the amplitudes on short baselines are in good agreement with near in 



time VLBI observations of the Korean VLBI Network (KVN) at 3.5 mm40, which justifies the need 

for the scaling of the antenna gains. We then use these pre-corrected data for further imaging. 

Imaging with the CLEAN method We performed a second-round of hybrid imaging and self-

calibration in Difmap, now with the pre-corrected data. The individual images obtained by the 

different imaging team members are in good agreement with each other. The reduced chi-squares 

of the images for closure phases and log closure amplitudes are all below 1.3 and 1.4, respectively, 

indicating that the images fit the data and represent the source structure very well. The final and 

representative CLEAN image of M87 was then obtained by averaging the best fitting images (Fig. 

1a,b in the main text). 

Imaging with the Regularised Maximum Likelihood (RML) method As demonstrated in recent 

work41,42, RML methods provide an alternative way of imaging, which can be less affected by the 

systematics inherent to deconvolution of incomplete (u,v)-coverage. Through the use of RML 

imaging it is possible to obtain high-fidelity images with better resolution than the nominal 

diffraction limit43. Here, we adopted the SMILI package44,45 for RML imaging.  

Since the CLEAN method recovered the extended jet structure on 0.1 - 1.0 mas scales relatively 

well, our primary motivation for the RML imaging was to confirm and image the spatially resolved 

core structure in more detail and at a higher resolution. In the first approach of SMILI imaging, 

we subtracted the extended jet structure from the CLEAN self-calibrated visibility data to focus 

on the imaging of the VLBI core of M87. In the second approach, we performed SMILI imaging 

of the amplitude pre-corrected data directly. In Figure S3 and Fig. 1c, we show the mean of the 

optimal set of images from each approach. 

 

(1) Imaging with jet-subtracted data We first calculated the extended jet model visibilities using 

the CLEAN components located at distances from the centre of the core larger than rcut=50, 75, 

and 100 μas. The centre position was defined to be the midpoint of a two-point-source model fitted 

to the self-calibrated visibilities using a non-linear least squares method (task MODELFIT in 

Difmap39). We then subtracted the extended jet model visibilities from the data for each CLEAN 

self-calibration solution and for each cutoff distance. Thus, we produced 15 versions of the jet-

subtracted data and used them as input for the subsequent SMILI imaging. 



We first performed SMILI imaging on a small grid of parameters to check the effect of distance 

cutoff (rcut). We found that the images obtained from the datasets with rcut=75 and 100 μas 

appeared similar, while images from the dataset with rcut=50 showed more differences and 

appeared less consistent, indicating the distance cutoff was too small. In the end, we chose rcut=75 

μas as cutoff for the final imaging on a larger grid of parameters. 

 

Figure S3| Average image of the optimal set of images for the jet subtracted data. The solid 

blue circle has a diameter of 64 μas and denotes the measured size of the ring-like structure at 3.5 

mm. The dashed black circle denotes the ring diameter of 42 μas measured by the EHT at 1.3 mm 

one year earlier, in April 2017. 

For each image reconstruction, we used pseudo Stokes I visibilities derived from individually self-

calibrated data sets. Pseudo Stokes I visibilities are the weighted mean of parallel-hand visibilities 

of LL and RR polarisations and it avoids flagging visibilities on baselines that sample only one of 

the two polarisations. The field of view was set to 100 × 100 pixels with a pixel size of 2 μas. The 

total flux density was fixed based on the CLEAN imaging after subtracting the jet components. 

We utilised weighted-L1 (wL1, which favours sparsity in the image domain), total squared 

variation (TSV, which favours smooth edges), and total variation (TV, which favours sparsity in 

the image gradient domain) regularizers for sparse imaging (see ref.6 for their mathematical 

definitions). A circular Gaussian image was introduced for weighted-L1 to increasingly penalise 

pixel intensities farther from the image centre. The imaging parameter grid consists of Gaussian 

FWHMs of 70, 80, 100, and 120 μas and regularisation parameters of wL1, TSV, and TV of 



[10,1,0.1], [100,10,1], and [100,10,1], respectively. In total, we explored a set of 540 parameters 

to reconstruct the core structure. In Figure S3, we show the mean of the images from the optimal 

parameter sets (245 images in total),  for which each image, when combined with the subtracted 

jet model, shows better chi-square values in closure phase and log closure amplitude than the 

original CLEAN image. 

(2) Imaging the full data We also performed SMILI imaging of the amplitude pre-corrected data 

using visibility amplitudes, closure phases, and log closure amplitudes. Systematic errors are added 

to the visibility amplitude to represent the gain errors that remained after the pre-correction: (i) 20% 

for ALMA, PV, and GLT, whose gains were relatively well determined, and (ii) 20-40% for the 

other stations, depending on their calibration uncertainty. To complete the gain corrections and 

obtain the final images, imaging and self-calibration were iterated three times. While the scan 

averaged data was used for imaging, the original 10-second integrated data was used for self-

calibration. To account for possible discrepancies in the RR and LL gains, at the beginning of the 

iteration, we reconstructed an image from the RR and LL data, and also solved for the R and L 

gains independently. In the second and the last iterations, we used pseudo Stokes-I for the image 

reconstruction, since possible R-L gain offsets were already removed in the first self-calibration. 

In the image reconstruction, the total flux density was fixed to 0.6, 0.7, or 0.8 Jy. We used 

regularizers of wL1, TV, TSV, and relative entropy (maximum entropy method; MEM).  

The hyper parameter of the wL1 term was fixed at 1.0. For the other hyper parameters, we tried 

multiple values with TSV, TV, and relative entropy of [-1, 10, 100, 1000], [-1, 10, 100, 1000], and 

[-1, 0.00001, 0.0001, 0.001], respectively. The wL1 regularisation requires an image prior, and we 

used a preliminary RML image with Gaussian convolution of 50, 100, and 200 μas FWHM. After 

three iterations of imaging and self-calibration, the final image set was obtained. Since the chi-

squared values of all images now were reasonably low, a chi-squared cutoff was not applied. We 

then selected the optimal set of images under the condition that the gain offsets of ALMA, GLT, 

and PV are less than 15%. The resulting optimal set of images (216 of the 1728 generated images) 

have a total flux density in the range of 0.7 - 0.8 Jy. We adopted the average of the optimal set of 

images as a representative image (Fig. 1c).  



4. Image validation 

Self-calibration gains and validation with the calibrator 3C273 We checked the accuracy and 

consistency of the amplitude calibration with self-calibration imaging of 3C273, which was 

included in this experiment as one of the two calibrators (the other being 3C279). We mainly used 

this source because the GLT did not observe 3C279 due to its low declination. We present the gain 

correction factors, the inverse of the derived antenna gains, of M87 and 3C 273 for each scan in 

Figure S4. We took the median of the gain correction factors from self-calibration with the best 

fitting CLEAN images of M87. We note the median gain correction factor for each station as 

|1/Gmed|. We calculated the standard deviation of the gain correction factors between neighbouring 

(within 10 minutes) scans of the two sources and obtained the median value of the standard 

deviations for each station, which is noted as σM87-3C273. The gain correction factors from the two 

sources show very consistent trends with each other with σM87-3C273 typically less than about 20% 

for stations having a good number of detections on both sources for neighbouring scans. Based on 

this analysis, we conclude that the amplitude calibration is accurate to within ~ 20-30%.  

The participation of ALMA and the GLT significantly improved the baseline coverage to 3C273 

(Figure S5a). Our image at 3.5 mm shows an extended jet towards the south-west (Figure S5b), 

consistent with the jet orientation seen with a quasi-simultaneous 7 mm VLBA image from the 

Boston University VLBA monitoring program (Figure S5c). The peak brightness temperature of 

the jet at 3.5 mm is ≳1011 K. 

 



 
Figure S4 | Comparison of station gain correction factors. These factors are derived from the 

CLEAN models of M87 (magenta) and the calibrator 3C 273 (blue).  

 

 

 



 
Figure S5 | (u,v)-coverage and CLEAN images of the calibrator 3C273.  a, The participation 

of phased ALMA and GLT greatly improved the (u,v)-coverage to 3C273 (highlighted). b, Total 

intensity image of 3C 273 obtained from our GMVA+ALMA+GLT observations at 3.5 mm on 

14-15 April 2018. c, VLBA image of 3C 273 at 7 mm obtained from observations on 19 April 

2018. Both images are restored with the same synthesised beam of FWHM of 0.46 x 0.20 mas, for 

the major and minor axis respectively. The beam orientation at a position angle of -3.1° is indicated 

by the white cross on the bottom left of b. 

 

Dependence of the ring-like structure on SMILI regularizers During the imaging, we found 

that all SMILI and super-resolution CLEAN images show a central brightness depression 

indicating a ring-like structure. Furthermore, our visibility domain model-fitting analysis, which 

is independent of resolution and beam convolution effects, confirms the presence of this ring-like 

structure with a finite width (Supplementary Information section 6). Such a morphology is 

supported by the prominent minimum (visibility null) with a clear phase jump from ~ 0° to ~ 180°. 

The increase in the visibility amplitudes between ~ 2.3 Gλ and ~ 3 Gλ (Figures S10 and S11) also 

favours a ring-like structure over other models without a central depression, e.g., a simple or 

double Gaussian or a uniform disk. 

On the other hand, the azimuthal details of the ring-like structure are likely affected by the (u,v)-

coverage (see the ‘Synthetic data imaging tests’ section below) and should therefore be interpreted 

with caution. Figure S6 shows the dependence of the ring-like structure on the chosen weighting 

for particular SMILI regularizers. We note that depending on the weighting of the edge-smoothing 

regularizer (total squared variation, TSV), the central C-shaped emission region appears more 

blurred and the central flux depression becomes less prominent. However, for smaller TSV values, 



a ring-like structure becomes most prominent. With these caveats in mind, we conclude that our 

observations provide strong evidence for a ring-like structure at 3.5 mm. 

 
Figure S6| Dependence of the ring-like structure on SMILI regularizers. Images are 

reconstructed with the hyper parameter (weight) on the total squared variation (TSV) varying from 

0 (a) to 10 (b) to 100 (c) to 1000 (d). All other imaging parameters are fixed (total flux = 0.7 Jy, 

weighted-L1 = 1, TV = 0, MEM = 0, and Gaussian FWHM = 50 μas for convolution of the pre-

processed image used as prior for wL1, see Supplementary section 3 for details). 

Synthetic data imaging tests 
Although all images of the core show a faint underlying ring-like structure, we noticed that in the 

CLEAN images, the dominance of the two blobs appear to be more significant than in some of the 

SMILI images, which show more azimuthally uniform ring-like structures. We postulate that this 

difference originates from: (i) the limited (u,v)-coverage of our data, and (ii) the fact that the RML 

technique is better suited for super-resolution imaging than CLEAN. To demonstrate this, we have 

created synthetic data sets assuming ring models with different diameters from 52 to 120 μas using 

the eht-imaging library26. For the ring, we adopted a Gaussian brightness distribution with a 

FWHM of 20 μas and a total flux of 0.5 Jy. We added thermal noise to the data based on the 

visibility weights and assumed that there are no additional gain errors in order to check the impact 

of the limited (u,v)-coverage and to compare the super-resolution imaging performance between 

the CLEAN and the RML techniques. The synthetic data sets were generated for two different 

(u,v)-coverages. One is based on the real (u,v)-coverage, 10-second averaged data and the other is 

generated by adding artificial baselines to VLBA MK and KVN Yonsei. These artificial baselines 

were assumed to have constant visibility weights similar to the GBT-KP baseline. We present the 



(u,v)-coverage of these synthetic data in Figure S7. The artificial baselines provide high sensitivity 

very long baselines along the east-west direction, which is missing in our data. Thus, this data will 

help us to understand the importance of the long EW baselines in the image reconstruction. 

 
Figure S7 | (u,v)-coverage of the simulated data. Simulated (u,v)-coverage for the 2018 

observations of M87 (blue) and for the additional baselines to VLBA MK in Hawaii, USA and 

KVN Yonsei in South Korea (red), added for the purpose of investigating the effects of (u,v)- 

coverage on the results. 

 

We present the reconstructed images with SMILI and CLEAN in Figure S8. In general, the 

reconstructed images from SMILI show a smoother structure than the CLEAN images for both 

synthetic data sets. Interestingly, the images for the data based on the real data (u,v)-coverage with 

ring diameters of 56-68 μas (similar to the observed diameters) show bright and symmetric two 

arc-like structures at a position angle of about 25°. This structure is quite similar to the SMILI 

images from the real data, although the dominance of the arc-like structures becomes less 

pronounced when the diameters become larger. The CLEAN images for the same synthetic data 

set present two hot-spots on top of the ring at a similar position angle, which is also similar to the 

CLEAN images from the real data. However, these features disappear or become much weaker 

when the synthetic data set with artificial baselines was used for both SMILI and CLEAN 



reconstructions. The above results indicate that the detailed features on top of the underlying ring-

like structure can be affected significantly by (u,v)-coverage, with the caveat that residual 

calibration uncertainties with real data and different assumptions on the sensitivity of the artificial 

baselines may further affect the reconstruction of the ring properties (e.g., ring width). 

 

 
Figure S8 | Image reconstruction with SMILI and CLEAN using the synthetic data. The 

results for different ring diameters are presented in the different columns. The ground truth images 

used for the synthetic data generation are shown in the top row. The second and third rows from 

the top show the results from SMILI and CLEAN imaging based on the (u,v)-coverage with 

artificially added east-west baselines, respectively, while the fourth and fifth rows show images 

based on the (u,v)-coverage of the real data. The CLEAN images are displayed after convolution 

with a circular beam size of FWHM= 30 μas. 

5. Feature extraction for the spatially resolved core 

We derive the characteristic properties of the ring-like structure using the optimal set of SMILI 

images. Due to the limited (u,v)-coverage of our observations (see Figure S7), we restrict our 



analysis to circular ring fitting. The method we used here is similar to the one used for the analysis 

of the EHT observations of M87 at 1.3 mm (ref.6).   

We started by identifying a tentative origin of the ring-like structure for each reconstructed image, 

which is close to the centre of the central depression in the brightness distribution. Using this 

tentative position as the origin, we unwrapped the image azimuthally and obtained 100 radial 

profiles in 3.6-degree steps between 0 and 360°. For each azimuthal angle, we identified the 

brightness peak in the radial profile. We then fit a circle to the brightness peak positions across the 

various azimuthal angle profiles. Since the tentative origin does not necessarily coincide with the 

fitted ring origin, we also fit the ring central position (x0, y0) in addition to the ring radius. The 

ring parameters are estimated by minimising the standard deviation of the ring radius. Based on 

the new origin estimate, we perform the same procedure and refine the ring parameters. We iterate 

this process until the solution converges. There are some radial profiles where the brightness 

monotonically decreases with radius (see, e.g., Figure S6c). In this case, we discarded these 

profiles in the ring fitting. After determining the origin of the circular ring, we derive the ring 

width (w). We first derived cross-sections of the core structure which pass through the origin of 

the ring at azimuthal angles between 0 and 180°. We then fitted a double Gaussian to characterise 

each cross section. The width is determined by the mean of the FWHM of the Gaussian 

components at all position angles.   

In Figure S9, we show the derived mean diameter and width of the ring-like structure for all of the 

optimal set of images. For both the diameter and width, we adopt the median as their fiducial value 

and the 95% highest density interval to characterise their corresponding uncertainty. We found 

that the diameter is 64+,%- μas and the width is 38+./%/  μas. We note that the width should only be 

considered as an upper limit due to the finite array resolution9 and the results from this optimal set 

of images do not formally correspond to a posterior distribution. Nonetheless, these images cover 

a reasonably wide space of imaging parameters and are compatible with the data. 



 
Figure S9 | Ring fitting results of the optimal set of images of the core. a, histogram of the 

mean ring diameter. b, histogram of the ring width. In each plot, the orange colour denotes the 

optimal set of images using the jet-subtracted data while the blue colour denotes the optimal set of 

images using the full data. The vertical dashed lines mark the median diameter and width, 

respectively. Note that the distribution originates from different imaging parameters and 

realisation of self-calibration. For both the diameter and width, the median values of the two 

methods (i.e., with or without jet subtraction) agree with the adopted fiducial values within one 

pixel (5 μas) of the full data imaging. 

6. Visibility domain model fitting 

In another approach (and independently from the direct imaging and image plane analysis), we 

study the visibility data directly in order to investigate whether a specific morphological type of 

the structure is favoured by the data. For this purpose, the visibility amplitudes have been model 

fitted by a set of five circularly symmetric patterns46,47: 1) circular Gaussian, 2) a uniformly bright 

disk, 3) a uniformly filled sphere, 4) an infinitesimally thin ring (hereafter “thin ring”), and 5) a 

uniformly bright ring of finite thickness (hereafter “thick ring”). The first four models are 



described by two parameters: the total flux density, V0, and the diameter d (proxied by the full 

width at half maximum, FWHM, for the Gaussian model). The thick ring model has the ring width, 

w, as an additional parameter.  

This fitting was applied to both the full self-calibrated dataset and to the jet-subtracted dataset. In 

each case, the data were averaged to scan length (420 seconds). The data weights were determined 

by the correlator weights, ηi, of the visibilities, and the respective errors of visibility amplitudes 

were set by 𝜎0 = 𝜂0
+12. The visibility averaging was done in Difmap which is known to bias the 

r.m.s. noise in the averaged data. Comparisons of the r.m.s. noise in the original and averaged data 

indicated noise reductions by factors of 2.28 and 2.97 for the full and jet-subtracted datasets, 

respectively. These factors were applied retroactively to the visibility errors of the averaged data 

in order to maintain the r.m.s. noise of the original data.  

Because of the circular symmetry of the fitted models, it sufficed to apply the fitting solely to the 

radial distances, q (≡√𝑢2 + 𝑣2), of the visibility measurements in the uv-plane. Figures S10 and 

S11 show the resulting fits, and the respective parameters of the fits (total flux density, V0, and 

diameter, d, for all models and width, w, for the ring with finite thickness) are summarised in 

Tables S1 and S2, together with the reduced χ2 goodness-of-fit parameters. We note that the formal 

errors on the fitted parameters should be interpreted with care given the simplicity of the model. 

It is clear from Tables S1 and S2 that, for both datasets, the thick ring fit achieves the best results, 

as reflected by the respective reduced χ2 parameters. The fitted diameters of the thick ring (66.8 

μas and 66.0 μas) are similar to the ring diameter of 64 μas obtained from the RML imaging of the 

data. Both are about a factor of 1.6 larger than the ring diameter obtained from the EHT 

observations3, indicating that opacity in the accretion flow may play a role in the differences of 

the ring diameters as measured at 3.5 and 1.3 mm (see also the discussion in the main text). 

The visibility amplitudes for both the full and the jet-subtracted datasets indicate that the first zero 

amplitude (first null) point required by the non-Gaussian models should be most likely located at  

qnull ~ 2.3 Gλ, with the potential radial range for this point extending between ~ 2.1 Gλ and ~ 2.6 

Gλ (Figures S10 and S11).   



 

Figure S10 | Model fits by circularly symmetric patterns applied to the full, self-calibrated 

dataset. Effect of the extended jet emission is visible at short (u,v)-distances (i.e., small q). The 

extended jet contribution becomes less important at (u,v)-distance q ≥ 1.5 Gλ, where the visibility 

function fully reflects the most compact source structure. Error bars are 1σ. Parameters of the 

respective model fits are listed in Supplementary Table S1. 

 



 

Figure 11 | Model fits by circularly symmetric patterns applied to the jet-subtracted dataset. 

The data have been self-calibrated as described in Supplementary section 3 before jet-subtraction. 

Error bars are 1σ. Since the contribution of the extended jet emission (mostly visible at short (u,v)-

distance, i.e., small q) has been removed, this data set is better suited to discriminate between 

different compact emission models. The parameters of the corresponding models are summarised 

in Supplementary Table S2. 

Table S1 | Parameters of model fits applied to the full, self-calibrated dataset. 

Model V0 [mJy]       d [μas] w [μas] χ2 

Circular Gaussian 609.6 ± 4.3 73.3 ± 0.2  9.0 

Uniform disk 643.4 ± 2.8 110.3 ± 0.1  5.9 

Uniform sphere 660.2 ± 3.9 127.7 ± 0.2  10.1 

Thin ring 551.7 ± 2.0 69.0 ± 0.1  4.7 

Thick ring 595.6 ± 2.5 66.8 ± 0.1 29.8 ±0.7 3.5 

Table S2 | Parameters of model fits applied to the jet-subtracted dataset. 



Model V0 [mJy] d [μas] w [μas] χ2 

Circular Gaussian 591.0 ± 2.1 70.7 ± 0.2  5.21 

Uniform disk 586.8 ± 1.4 106.8 ± 0.2  4.67 

Uniform sphere 587.5 ± 1.8 121.3 ± 0.3  7.62 

Thin ring 562.1 ± 1.3 68.2 ± 0.1  2.10 

Thick ring 574.8 ± 1.3 66.0±0.7 27.6 ± 0.6 1.85 

 

 

To evaluate the robustness of the fitting result, we fit the data with the thick ring model for outer 

ring radii, rout, ranging between 34.5 and 54.5 μas. The respective models depend only on the total 

flux, V0, and the ring width, w. The inner, rin, and mean, rc, ring radii can be readily calculated 

from the fits. These fits approximately probed the 2.1–2.6 Gλ range of qnull. The relationship 

between the ring radii and the χ2 goodness-of-fit parameter are plotted in Figure S12 and a subset 

of the resulting models is shown in Figure S13. 

The best fit obtained for this set of models is model e) in Figure S13. It is very similar to the best 

fit generic thick ring model shown in Figure S11 and Table S2. Evolution of the models presented 

in Figures S12 and S13 shows that the outer radius and width of the ring are correlated and that 

this correlation leads the model to approach the thin ring at rout = 34.5 μas (model a)) and the 

uniform disk at rout = 54.5 μas (model i)), hence covering the entire range of plausible model 

representations. Using the Kolmogorov-Smirnov test on the residuals of the fits48, the confidence 

intervals can be estimated (Table S3). 

 

It is apparent that all confidence intervals except for the formal 1σ errors are strongly constrained 

by the result of the thin ring fit for which all three radii approach the value of 34.5 μas. In addition, 

we note the formal best-fit size of the inner depression as described by rin is about 1.7 times larger 

than the inner radius of ~ 13 μas measured from the EHT data4. Notably, the lower boundary of 

the inner radius, as constrained by the GMVA data, agrees with the respective EHT value up to 



the 90% confidence level. Altogether, the analysis presented above suggests the presence of a ring-

like structure in the centre of M87 which has a mean diameter of ~ 67 μas and a width of ~ 22 μas.  

 

Figure S12 | Evolution of the χ2 goodness-of-fit parameter. Reduced χ2 is obtained from fitting 

the jet-subtracted dataset with the thick ring models calculated for outer ring radii, rout, ranging 

from 34.5 μas to 54.5 μas. The respective mean, rc (solid line), and inner, rin (dashed line), ring 

radii are also shown. Dots indicate the fits by the subset of the models shown in Figure S13, with 

the symbol a) indicating the first (top left) model in that figure. 

 



 

Figure S13 | Subset of thick ring models obtained for different values of the outer ring radius, 

rout. For each model, the mean ring radius, rc, is shown by the red circle and the area between the 

inner, rin, and outer, rout, ring radii is shaded in pink. For the purpose of comparison, the respective 

ring parameters obtained from the EHT observations4 are shown in blue colour (dashed circle for 

the mean ring radius, and dotted lines for the respective inner and outer ring radii). Models shown 

in panels a), e), and i) approximately correspond to the thin ring, the thick ring, and the uniform 

disk models presented in Figure S11 and Table S2. 



Table S3. Best fit value and confidence interval for the thick ring model. 

Ring radius Best fit 

value 

Confidence interval 

c.l. 90.0% c.l. 95.4% (2σ) c.l. 99.7% (3σ) 

inner, rin [μas] 22.3 (+7.0, -7.1) (12.3, 34.5) (11.2, 34.5) (9.2, 34.5) 

mean, rc [μas] 33.4 (+0.6, -1.1) (31.6, 34.5) (31.4, 34.5) (30.8, 34.5) 

outer, rout [μas] 44.5 (+4.9, -5.9) (34.5, 51.0) (34.5, 51.6) (34.5, 52.4) 

 

7. Summary of the properties of the ring-like structure based on image and visibility 

domain analysis 

The derived diameter from the image domain analysis 64+,%- μas is in good agreement with that 

from the visibility domain fitting (67+-%1 μas, errors are 2 σ, see Table S3). Here we adopt 64+,%- μas 

as the fiducial value for the diameter of the ring-like structure, which is ~ 22 μas (i.e., 50%) larger 

than the 1.3 mm ring measured with EHT observations4. Although all images and valid models 

from the visibility domain fitting show a central depression, the fitted widths have less consistency 

between the two methods, with the best-fit width from the visibility fitting being close to the lower 

bound of the widths extracted from the imaging analysis (both are ~ 20 μas). For the image domain 

model fitting, it has been shown that the ring diameter can be biassed downward due to the finite 

resolution and the non-negligible width with respect to the ring diameter (ref.6, Appendix G). In 

Figure S14, we show the fractional width (i.e., width/diameter) as a function of the mean diameter 

for the optimal set of SMILI images, which indicate the existence of such a correlation as expected.  



 
Figure S14 | Correlation of the ring width and diameter. Fractional widths are plotted as a 

function of the mean diameter for the optimal set of SMILI images. The vertical dashed line marks 

the median value of 64 μas. The red cross denotes the best fit thick ring model from the visibility 

domain analysis, with 2σ confidence intervals for the derived diameter and fractional width of the 

ring. The shaded area denotes the expected anticorrelation between diameter and fractional width 

for the observed minimum of the visibility amplitudes between 2.1 and 2.6 Gλ for a geometric 

crescent model (see Section 7.2 in ref.4 for more details). 

8. Measuring the jet collimation profile 

We constructed the jet collimation profile based on the mean CLEAN image that was convolved 

with an 80 μas circular beam for the outer part of the jet (0.1-0.65 mas) and a 37 μas circular beam 

for the inner part (0.02-0.1 mas). These beam sizes correspond to the major and minor axis of the 

Gaussian CLEAN restoring beam. For both cases, we rotated the image by 23° clockwise such that 

the jet features at ~ 0.2 mas from the reference point (i.e., the centre of the ring-like structure) in 

the northern rim and ~ 0.4 mas from the reference point in the southern rim has the same angular 

distance to the horizontal axis. This assumes an overall jet position angle of -67° and is consistent 

with previous VLBI observations at 86 GHz5,28. 



We made slices transverse to the jet every 25 μas for the inner part from the reference point and 

every 50 μas for the downstream jet. For all slices, two or (mostly) three well-resolved Gaussians 

are needed to fit the sampled intensity profile, allowing us to accurately determine the jet width 

for each slice. We adopted the distance between the outer edges of the FWHMs of the two 

outermost Gaussians as the jet width. Uncertainties in the measured jet width take into account a 

minimum uncertainty determined by our resolution limit (here we adopt ⅕ beam size)49 or ⅕ width 

of the fitted Gaussian (whichever is larger) and fitting uncertainties. The jet width profile is shown 

in Fig. 3 in the main text. 

9. Theoretical simulations of the core structure 

Property of the general relativistic magnetohydrodynamic (GRMHD) simulation data We 

performed an axisymmetric 2D GRMHD numerical simulation for magnetised plasma around a 

rotating black hole by using the public code HARM50. In previous EHT modelling works, prograde 

black hole spin parameters up to 0.94 were considered12,51. In addition, spin parameters within the 

range of 0.5 - 0.99 can reproduce the observed large scale jet width19. Therefore, we consider a 

dimensionless black hole spin parameter of 0.9 for our reference simulation run. The radiation 

feedback is not essential for the dynamics of a RIAF and is therefore ignored in the GRMHD 

simulation. Starting with a magnetised torus, the initial setup and boundary conditions are similar 

to previous studies12. The GRMHD simulation can be scaled to different black hole mass values 

and different normalisations of the plasma density. A snapshot is taken from the simulation data 

during the magnetically arrested disk phase (the dimensionless magnetic flux φ ~ 60).  

General relativistic radiative transfer The model image can be computed by postprocessing the 

numerical simulation data, by applying general relativistic ray tracing (GRRT), given that the 

scattering of photons in the radio band is not essential. Taking into account the relativistic effects, 

in the GRRT, observed rays are traced backwards in time and the emission along the null geodesics 

is integrated. The parameters related to the GRRT computation are summarised below. 

For modelling the core emission and image structure of M87, we consider a black hole of 6.5 ×109 

solar masses at a distance of 16.8 Mpc, and assume the inclination angle between the black hole 

rotational axis and the distant observer is 163° (corresponding to a standard inclination of 17° 



between the approaching jet and the line of sight). To explore the relative importance of the jet 

and accretion flow, we consider two models with synchrotron emission from different electron 

energy distributions and different regions.  

For the non-thermal synchrotron model, synchrotron emission is solely from electrons with a 

power-law energy distribution in the jet region, defined by b2/ρc2>1 (b is magnetic field strength, 

ρ is the mass density and c the speed of light). The power-law index in electron energy is assumed 

to be constant p=3.5 between the cutoffs at low- and high-energy, with the low-energy cutoff 

γmin=50. Assuming the internal energy of the non-thermal electrons is proportional to the magnetic 

energy in the jet region, we follow the formula and procedure described in previous studies52 for 

modelling the M87 jet emission. For the thermal synchrotron model, synchrotron emission is solely 

from electrons with a relativistic Maxwellian energy distribution in the accretion flow region, 

defined by b2/ρc2<1. A constant ratio (Ti/Te = 4) between ion temperature (Ti) and electron 

temperature (Te) is applied.  

The corresponding spectrum of each model is presented in Figure S15. The normalisation of the 

plasma density is determined by the observed core flux at 1.3 mm (the black square data point). 

For both models, the system is still optically thick at 86 GHz (3.5 mm), but becomes optically thin 

at ≳230 GHz (≲1.3 mm). The model images at these two frequencies are shown in Fig. 2 in the 

main section of this paper.  



 
Figure S15 | Spectral energy distribution (SED) of the model images. The blue curve 

corresponds to the model of thermal synchrotron emission from the accretion flow region. The 

orange curve corresponds to the model of non-thermal synchrotron emission from the jet region. 

The observed 3.5 mm ring-like structure can be explained by the thermal synchrotron model, but 

not by the non-thermal synchrotron model (see Fig. 2 of the main text for the corresponding model 

images at 3.5 mm and 1.3 mm for both models). The SED (in quiescent phase) from a ~ 0.4 

arcsecond aperture radius that include arcsecond-scale jet emission53 (blue data points) and the 

VLBI flux densities obtained during the 2017 EHT campaign at 1.3 mm and at longer 

wavelengths54 are shown as black and grey symbols, respectively. Error bars represent 1σ. 
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