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I. FINITE-SIZE SCALING

Here we provide the required background on the dynamic finite-size scaling (FSS) ansatz used in this work. The
main goal is to justify the extraction of the KZ exponent µ by collapsing, as in Fig. 2, the Binder cumulant U for
multiple annealing times and system sizes, as well as the exponent κf of the power law quantifying the reduction in
excess energy with increasing annealing time in Fig. 4. Since the annealing process stops inside the glassy phase not
only for QA, but also in this work for SA and SQA, our analysis here must go beyond the simplest case of dynamic
scaling at a critical point. We will show that many aspects of KZ scaling remain valid under the circumstances
prevailing in the annealing experiments conducted here, including the power-law forms governed by the exponent µ,
even though the order parameter evolves beyond its critical form.

There are many excellent reviews of conventional critical phenomena and finite-size scaling, e.g., Refs.58,59, but for
ease of reference in the later sections we begin in Sec. IA by a concise summary. In particular, we explain the relation-
ships between the conventional critical exponents and the scaling dimensions appearing within the renormalization
group (RG) framework. The classical case of transitions driven by thermal fluctuations at critical temperature Tc > 0
is considered first, followed by the formally simple generalization to quantum phase transitions, where the ground
state (Tc = 0) of a system changes as a function of a model parameter regulating the quantum fluctuations. In Sec. I B
we review the extensions of the finite-size scaling formalism to the case of a system brought through a classical or
quantum phase transition by an annealing process, where the annealing rate regulates the correlation length by the
KZ mechanism and there is a generalized FSS ansatz involving both the system size and the annealing rate. There are
also extensive reviews of this topic, e.g., the very recent Ref.60; here we outline the formalism underlying our analysis
of simulations and experimental data. In Sec. I C, we focus on the particular conditions pertaining to the quantum
annealing device and how some aspects of critical scaling can persists also when driving the system past the quantum
phase transition into an ordered (here glassy) state.

A. Equilibrium finite-size scaling

1. Classical phase transitions

Consider a system described by some Hamiltonian H at a short distance δ = T−Tc away from a classical continuous
phase transition with critical temperature Tc. There is a characteristic length scale in the infinite system, the
correlation length ξ governed by the exponent ν > 0,

ξ ∝ δ−ν , (S1)

where the divergence takes place for δ → 0 both from above and below (and for δ < 0 the absolute value |δ| is implied
here and henceforth in similar power laws). Also consider some other quantity n (an expectation value of, typically,
a volume-normalized density) that in the thermodynamic limit is governed by another critical exponent σ,

n ∝ δσ, (S2)

where σ depends on the quantity n and the universality class of the transition. For example, if n is the order
parameter, n = ⟨m⟩, then in the conventional nomenclature σ ≡ β. The expectation value ⟨.⟩ involves also averaging
over realizations in a system with some type of intrinsic disorder, like the spin glasses of interest here.

On a finite lattice with d spatial dimensions and volume N = Ld, the singular behavior breaks down when the
correlation length becomes of the order of L. According to FSS theory58,59,61, for finite L the critical form (S2) should
be replaced by

n = L−σ/νg(δL1/ν), (S3)

where the scaling function g(x) has the property g(x) → constant when x → 0. In order for the form (S2) in the
thermodynamic limit to be recovered when L → ∞ (at fixed small δ), the large-x limit of g(x) must be of the form

g(x) → xσh(x), (S4)

where h(x) → constant when x → ∞. Then there is no longer any L dependence of Eq. (S3) and the correct exponent
on δ in Eq. (S2) is obtained.
In the case n = ⟨m⟩, it should be noted that a finite system does not break any symmetry spontaneously; thus

⟨m⟩ = 0 for any finite L at any temperature. This apparent problem can be easily circumvented by considering
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the squared order parameter ⟨m2⟩, which vanishes with increasing L for T ≥ Tc and approaches the square of the
infinite-size order parameter for T < Tc. The FSS form Eq. (S3) holds for ⟨m2⟩ in the neighborhood of Tc, with
σ = 2β.

The critical exponents can be related to the RG scaling dimensions appearing in field theory62. Consider an
extensive operator P (a function of the system’s degrees of freedom) defined as a sum over the entire system of local
density operators p(r);

P =
∑
r

p(r). (S5)

If this operator is added with some factor δp to the Hamiltonian at T = Tc, H → H+δpP , the system would typically
be driven away from the critical point and critical scaling forms such as those discussed above for ξ and n will apply
with δ → δp. The factor δp is referred to as the field conjugate to P .

Classical statistical mechanics relies on the Boltzmann weight e−H/T . At T = Tc, if the perturbing operator P
is just the Hamiltonian itself, H → H + δH, the offset δH is equivalent to just shifting the inverse temperature,
1/T = (1/Tc)(1+ δ) with H kept unchanged. Therefore, instead of shifting H we consider deviations from the critical
temperature Tc and refer to δ = T − Tc as the thermal field. Strictly speaking δ is the conjugate field to the entropy
S, which appears in the free energy F = E−TS along with the internal energy E = ⟨H⟩. By the reverse of the above
arguments, we can also regard 1/T − 1/Tc ≈ −δ/T 2

c as the conjugate field to H. Not worrying about factors, we can
say that δ is the field conjugate to both the entropy and the internal energy.
A field of strength δp conjugate to an arbitrary operator P is associated with a scaling dimension yp = 1/νp

governing finite-size forms such as Eq. (S3),

n = L−σ/νg(δpL
yp), (S6)

when perturbing the critical system by an arbitrary interaction δpP . In the above case of just changing the temper-
ature, the thermal exponent νt is conventionally just called ν as in Eqs. (S1) and (S3), and for simplicity we also do
not attach any subscript on δ = t ≡ T −Tc. It is important to note that the symmetry of the system does not change
when the temperature is changed, and δ is therefore also referred to as a symmetric scaling field.
For generic perturbations P , the symmetry of H(δp ̸= 0) can be lower than that of H(0), e.g., in the common case

of P = M , where ⟨m⟩ = ⟨M⟩/N is the order parameter density of a system hosting a symmetry-breaking transition.
For instance, in the ferromagnetic Ising model, M is the total magnetization and δm is the external magnetic field.
Thus, the spin-inversion symmetry is violated when δm ̸= 0, and when δm = 0 the system spontaneously breaks the
symmetry, ⟨m⟩ ≠ 0, for T < Tc in the thermodynamic limit.

It should be pointed out that a microscopic field strength δp is never strictly speaking equivalent to the scaling field
defined in a continuum theory. The term δpP that we add (or imagine adding) to the Hamiltonian can be thought of
as consisting of an infinite sum of operators Oj multiplied by their conjugate scaling fields λj ,

δpP =
∑
j

λjOj , (S7)

and these fields enter scaling functions in the form λjL
yj in the same way as in Eq. (S6). More precisely, the equality

above should be interpreted as a correspondence between the lattice operator P and operators Oj in a continuum
field theory. If yj > 0 the field λj (and operator Oj) is said to be relevant, as its effect increases with the system size
(λjL

yj → ∞ when L → ∞), and, conversely, yj < 0 for an irrelevant field (λjL
yj → ∞, with the marginal case yj = 0

is associated with logarithmic scaling corrections, which we will not discuss here).
Naturally the fields λj in Eq. (S7) are proportional to δp when the latter is small, but they also depend on other

parameters of a given model and the full form is nonlinear63, which causes corrections to scaling when taken into
account in FSS forms such as (S6). Here we neglect the scaling corrections that can (depending on the kind of analysis
performed) be generated by the nonlinear scaling field, and, since constants of proportionality are not important, we
can use δp as the scaling parameter. The scaling dimension yp in Eq. (S6) corresponds to the largest among the yj
values of the fields λj in (S7), and normally we just refer to this yp as the scaling dimension of δp even though, strictly
speaking, this is only the leading scaling dimension.

We typically consider a transition tuned by the thermal field δ, but scaling theory in principle relies on the possibility
of arbitrary perturbations of the critical system. A key fact is that, in the entire space of possible infinitesimal
deformations of H, there is only a small number of relevant fields (just δ ≡ δt and δm in the most common case,
with multi-critical points having additional relevant fields), whose infinitesimal presence destabilize the critical point.
Adding an irrelevant field δi just extends the critical point at (δ = 0, δm = 0) to a line of critical points in the
parameter space, with the universality class not affected. In practice, most lattice operators would contain all the
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scaling fields (conjugate to continuum field operators) allowed by symmetry, and adding them at weak strength to
H only changes the location of the critical point, again without changing the universality class. A simple example
is the Ising model with next-nearest-neighbor interactions J ′ added to the conventional model with nearest-neighbor
interactions J , where Tc depends on J and J ′ but the universality class of the J-only model persists (unless J and J ′

are strongly frustrated, whence other phases and transitions are realized64).
A related important point is that it is normally only by symmetry that a given lattice operator P can be guaranteed

to contain a single relevant field. In the Ising model, a change in temperature (conjugate to P = H) at zero external
field only corresponds to “touching” the thermal field. However, at the critical point of water (which is also of
Ising type), changing the temperature (or the pressure) touches both the thermal field and the order-parameter field,
because there is no microscopic symmetry like the spin-inversion symmetry of the Ising model (though such symmetry
effectively emerges close to the critical point). Spin models in general have the advantage that the thermal field and
the order parameter field can be separated thanks to symmetry.

In addition to the scaling fields δp, the local operators p(r) in Eq. (S5) are also associated with their own scaling
dimensions ∆p, which can be concretely defined in terms of the asymptotic distance dependence of the corresponding
real-space correlation function at the critical point,

Cp(r) = ⟨p(r)p(0)⟩ − ⟨p⟩2 ∝ 1

r2∆p
, (S8)

where, depending on the operator, ⟨p⟩ (same as ⟨p(r)⟩ in a uniform system or in a system with randomness when
averaged over realizations) may or may not vanish. More precisely, each operator in the sum (S7) has its own scaling
dimension and ∆p is the smallest of these, i.e., (S8) represents the leading form of the correlations.

In the case of the order parameter, P = M , ⟨m⟩ = 0 at Tc and the exponent 2∆m is related to the conventional
critical exponents by

2∆m = 2β/ν = d− 2 + η, (S9)

where η is called the anomalous dimension. Normally this kind of relationship is not used for any other operator
besides the order parameter, and no subscript is therefore attached to β and η.
The first equality in Eq. (S9) follows from writing the squared order parameter ⟨m2⟩ = ⟨M2⟩/N2 as a sum (converted

to an integral) of the order-parameter correlation function ⟨m(r)m(0)⟩ over r up to a cut-off length L, which gives
⟨m2⟩ ∝ L−2∆m from the form analogous to Eq. (S8). Then, comparing with Eqs. (S2) and (S3), where by definition
σ = 2β, the equality follows. The second equality in Eq. (S9) can be regarded as the definition of η, but this exponent
is also fundamentally related to the fractal dimensionality of critical domains in the system.

One can show, as we will below, that the scaling dimensions yp and ∆p are related to each other by

yp ≡ 1

νp
= d−∆p. (S10)

If δp drives the transition (typically but not necessarily by changing the temperature, whence δp = δ and yp = 1/ν),
the FSS ansatz (S6) of an observable n in the neighborhood of the critical point can be expressed using the scaling
dimension yp of the driving field and the scaling dimension ∆n of the observable n;

n(L, δp) = L−∆ng(δpL
yp). (S11)

Again, more precisely, ∆n is the smallest of the scaling dimensions of all operators in field theory that may be
contained in the lattice operator n.
It should be noted that the correlation function (S8) from which a scaling dimension can be extracted may also

include a phase depending on r. As a simple example, in a square-lattice antiferromagnet the sign of the spin
correlation function ⟨S(r)S(0)⟩ is (−1)rx+ry , where rx and ry are the (integer) lattice coordinates. For simplicity we
do not consider any such phases here, but they can be easily handled by, e.g., considering absolute values. For the
order parameter M defined using a sum of local operators as in Eq. (S5), a corresponding phase should then also
be included, i.e., the Fourier transform should be taken at the relevant ordering wave-vector, which is (π, π) in the
above case of the antiferromagnet with local operators S(r). These phases do not in any other way affect the scaling
formalism discussed here, and we will assume that they are taken into account if needed.

In the common case of a simple critical point with only two relevant perturbations, we can extend the FSS form
Eq. (S11) of an observable to

n = L−∆ng(δL1/ν , δmLym , δiL
−|yi|, . . .), (S12)
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where δi is just the first of an infinite number of irrelevant scaling fields that are normally present, δi ̸= 0, and
additional relevant fields are present at multi-critical points. An irrelevant field has scaling dimension yi < 0 and only
produces finite-size scaling corrections in Eq. (S11), as seen when Taylor expanding in the argument δiL

yi = δiL
−|yi|

when L is sufficiently large. Here we will henceforth neglect irrelevant fields and scaling corrections.
The most fundamental among the finite-size scaling forms in classical statistical mechanics is that of singular part

of the free-energy density f , which has scaling dimension equal to the system’s dimensionality, ∆f = d (for reasons
that we do not further motivate here but refer to the literature61,62,65);

f = L−dg(δL1/ν , δmLym , . . .). (S13)

Scaling forms for arbitrary physical observables can be derived from this free-energy density by taking appropri-
ate derivatives with respect to added perturbations. As an example, the magnetization (the order parameter of a
ferromagnet for simplicity) is the derivative of f with respect to the magnetic field h = δm,

⟨m⟩ = ∂f

∂δm
= L−d+ymg′(δL1/ν , δmLym), g′(x, y) =

∂g(x, y)

∂y
, (S14)

where we see that, as implied by Eq. (S10), indeed ∆m = d− ym. Setting δ = 0 and taking L → ∞ we can argue, in
analogy with Eq. (S4), that the function g′ must become a power law; g′ → (δmLym)x, where the exponent must take
the value x = ∆m/ym = ∆m/(d−∆m) so that the size dependence is eliminated. Thus, ⟨m⟩ = δxm. In the conventional
nomenclature x is called 1/δ, which conflicts with our notation for the thermal field. Therefore, continuing to use x
for this exponent here, we have the well known relationship 1/x = (dν − β)/β.
Another important case is when n in Eq. (S12) is the internal energy density E/N = ⟨H⟩/N . In this case, the

infinite-size critical value (which by definition is its regular part) also has to be subtracted, and we define the singular
part of the energy density as (now for simplicity considering the tuning only of the thermal field δ)

ρE(L, δ) = E(L, δ)/Ld − lim
ℓ→∞

E(ℓ, 0)/ℓd. (S15)

This residual energy density has the finite-size critical form ρE = L−∆eg(δL1/ν). Since, as discussed above, the
energy is conjugate to the thermal field, we must have ∆e = d− 1/ν by Eq. (S10). Therefore, in the thermodynamic
limit ρE ∝ δdν−1, from which we can easily obtain the more often considered critical form of the specific heat:
c = dρE/dδ ∝ δdν−2. The exponent governing the specific heat is customarily called α, and we see that the well
known exponent relation α = dν − 2 is obtained.

An energy-energy correlation function Ce(r) defined with local energy density operators e(r) can in principle be
used to determine the correlation-length exponent ν in numerical model simulations. At the critical point

Ce(r) ∼
1

r2∆e
=

1

r2(d−1/ν)
. (S16)

Since the expectation value of the energy does not vanish, the correlation function is defined with a subtraction of
⟨E(∞, 0)/N⟩2, or, equivalently, the operators e(r) can be defined with E(∞, 0)/N subtracted.
In practice, it is often easier to determine ν using the finite-size scaling form (S11), preferably with some dimen-

sionless quantity n (∆n = 0), e.g., one of the Binder ratios Rk defined by

Rk =
⟨m2k⟩
⟨mk⟩2 , (S17)

for which the scaling dimensions cancel. Data for Rk (normally with k = 2) versus x = (T − Tc)L
1/ν for different

T (sufficiently close to Tc) and L (sufficiently large) then collapse onto the common scaling function g(x), provided
that Tc and ν have their correct values. These values can be determined by optimizing the quality of the data
collapse. Alternatively, Tc can be obtained by investigating the flow of crossing points T12 = T (L1, L2) for which
Rk(L1, T12) = Rk(L2, T12) for different system size pairs (L1, L2), e.g., L1 = L, L2 = 2L. The slope dRk/dδ at Tc

scales as L1/ν and can be used once Tc has been determined, or the maximum slope for each L can be used in the same
way even without prior knowledge of Tc. The location (temperature) of the maximum, or any feature in a quantity
governed by a scaling form such as Eq. (S3), shifts with L as L1/ν . Details of the practicalities of finite-size scaling
have been discussed extensively in the literature, and in Sec. III we illustrate procedures in our application to the
classical 3D spin glass.

The above formalism and scaling methodology also apply to a quantum system undergoing a phase transition at a
critical temperature Tc > 0, because the fluctuations at the longest (diverging) length scale are always thermal unless
T = 0. Quantum fluctuations can drive continuous transitions with Tc = 0, as we discuss next.
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2. Quantum phase transitions

A quantum system in d spatial dimensions can be mapped through the path integral approach to an effective
statistical-mechanics system with an additional imaginary-time dimension62,66. In some cases, this effective system
is space-time isotropic beyond a simple scale factor (a velocity) that relates space and time, but in general the
time dimension is very different. The difference is quantified by the dynamic exponent z, which relates the spatial
correlation length ξ to a relaxation time ξτ (a correlation length in imaginary time) according to ξτ ∝ ξz. A critical
real-space correlation function C(r) ∝ r−a translates by r → τ1/z into a corresponding critical time correlation
function C(τ) ∝ τ−a/z. In scaling dimensions and relationships where the dimensionality appears, the classical
spatial dimensionality d should be replaced by d + z (where we still use d for the spatial dimensionality of the
quantum system), following from the scaling dimension of the Hamiltonian density at T = 0 (which replaces the
classical free-energy density at T > 0). With these generalizations, the formalism discussed in the preceding section
remains valid, with important extensions described below.

A classical phase transition takes place at Tc > 0 as a consequence of competition between the internal energy and the
entropy. As discussed in the preceding section, the energy and the entropy can both be regarded as conjugate quantities
to the temperature, which we call the thermal field when given relative to the critical temperature; δ = T − Tc. In
a quantum system at T = 0 it is instead the competition between different terms in the Hamiltonian that cause
the ground state transition. The fluctuations that allow for a continuous transition can in this case be traced to
non-commuting terms of the Hamiltonian, leading to quantum fluctuations when the ground state is expressed in
some local basis, e.g., with the spin-z eigenvalues Sz

i (i = 1, . . . , N) in a spin system.,
The quantum fluctuations are regulated by changing some model parameter. A non-trivial Hamiltonian can always

be formally decomposed into two non-commuting terms, H = aHA + bHB , so that the transition of the ground state
is driven by relative changes in the prefactors a and b. Since an overall factor does not matter for the ground state
wave function, we can fix b = 1. Then we can define the critical Hamiltonian Hc and consider deviations from it by
tuning the parameter a only (for simplicity):

H(δa) = Hc + δaHA. (S18)

Assuming that this tuning does not change the symmetry of H (i.e., Hc and HA have exactly the same symmetries,
which normally is apparent), δa is the symmetric scaling field whose inverse scaling dimension defines the conventional
correlation length exponent ν. Thus, if HA consists of a sum of local terms hA(r) in the same way as the generic
perturbing operator P in Eq. (S5), we can define the correlation function, evaluated at δa = 0, and its asymptotic
power-law form will be dictated by the scaling dimension of the operator as in the classical case:

CA(r) = ⟨hA(r)hA(0)⟩ − ⟨hA⟩2 ∝ 1

r2∆a
. (S19)

Then, in a generalization of the classical relationship Eq. (S10) between scaling dimensions, the correlation-length
exponent ν = 1/ya is given by

1

ν
= d+ z −∆a. (S20)

Here it should be noted that, we can also go away from the critical point by letting H = Hc + δbHB , and, therefore,
the scaling dimensions of the operators HA and HB must be the same; ∆a = ∆b. Since it does not matter what term
is tuned, we will also just use δ without subscript for the deviation from the critical point. Similarly, we do not attach
any index on ν when there is a single relevant symmetric field, i.e., at a regular critical point that can be reached by
tuning a single parameter in H.

The dynamic exponent z governs the low-energy excitations of the system, with the dispersion (energy–momentum)
relation ϵk ∝ kz and a finite-size gap

∆L ∝ L−z. (S21)

This gap scaling corresponds directly to the scaling dimension of the total HamiltonianH being z, i.e., the ground-state
energy density has scaling dimension d+ z. The corresponding quantity in the classical case is the free-energy density
at T > 0, which has scaling dimension d, as stated explicitly in the finite-size form (S13). Thus, the replacement
d → d + z when converting classical scaling forms (obtained as derivatives of the free energy) to the quantum case
(corresponding derivatives of the ground state energy).

It is important to recognize that the scaling dimension of the total Hamiltonian H = aHa + bHb is different from
that of Ha and Hb. The latter two terms can drive a transition, as discussed above, while just changing the overall
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quantum-mechanical Hamiltonian by H → H + δhH does not change the ground state. It is interesting to note
that the relationship Eq. (S20) with ∆a replaced by the scaling dimension of the Hamiltonian density, ∆h = d + z,
gives 1/νh = 0. Thus, a scaling form L−∆ng(δhL

1/νh) of some operator n under the change of δh reduces to just
n = L−∆ng(δh) without size dependence in g. In many cases the scaling function g(δh) must be a constant, since the
ground state does not depend on δh. An exception is the finite-size gap, which depends on the overall scale of H,
whence Eq. (S21) can be written as ∆L ∝ (1 + δh)L

−z, i.e., g(δh) ∝ 1 + δH .
A quantum phase transition takes place in the ground state, but the path integral representation is valid for any

temperature, and the length Lτ of the d+ 1 dimensional system in the imaginary-time dimension is proportional to
the inverse temperature 1/T . Finite-size scaling can in general be formulated with both the spatial size L and the
temporal size Lτ . In order for expectation values to converge to their ground state limits, the temperature has to
be much smaller than the gap; T ≪ L−z. This convergence and cross-over from finite-temperature behavior can be
expressed by an extended scaling function with an argument Lτ/L

z:

n = L−σ/νg(δL1/ν , Lτ/L
z). (S22)

If z of a system is not known, it can be obtained by analyzing the dependence of some suitable quantity n on L as well
as the inverse temperature scaled with some exponent z′, i.e., 1/T ∝ Lτ ∝ Lz′

. If z′ < z, the argument Lτ/L
z → 0

when L increases, while if z′ > z we have Lτ/L
z → ∞. Depending on the quantity n, the scaling function behaves

very different in these two limits, and the correct value z′ = z can be deduced as a separatrix67. An example of this
type of analysis for the 3D spin glass is presented in Sec. III.

If z is known, the inverse temperature can just be scaled as 1/T ∝ Lz and the scaling function (S22) then effectively
has a single argument δL1/ν . In numerical simulations, an alternative approach if z is not a priori known is to study low
enough temperatures so that all finite-size observables have converged to their ground state values. Then, effectively
the limit Lτ/L

z → ∞ is taken for each individual L, and again the scaling function in Eq. (S22) becomes one with a
single argument: g(x, y) → g̃(x). As we will see below, the dynamic exponent can still be accessed because it appears
in scaling dimensions when the classical scaling forms are modified by setting d → d+ z.

An important aspect of quantum-critical scaling is that some physical observables are defined at equal time, while
others are integrals over imaginary time. Consider first the equal time expectation value ⟨m2⟩ of the squared order
parameter, which, following the same procedures as in the classical case, we can express as a correlation function
integrated over r, resulting in ⟨m2⟩ ∝ L−2∆m . Often, this quantity is multiplied by N = Ld for what is called the
static structure factor, and it scales as

Sm = ⟨M2⟩/N = Ld⟨m2⟩ ∝ Ld−2∆m = L2−z−η, (S23)

where in the last step we have used the quantum mechanical analogue of Eq. (S9) for the scaling dimension of m2;

2∆m = d+ z − 2 + η. (S24)

The scaling form of Sm also formally applies to a classical system by setting z = 0.
The perhaps most well known example of a quantity involving integration over imaginary time τ (a Kubo integral)

is the susceptibility corresponding to the order parameter field: χ = d⟨m⟩/dδm In the common case where m = M/N
and H do not commute (e.g., in the case of the transverse-field Ising model), we have

χm ∝ 1

N

∫ 1/T

0

⟨M(τ)M(0)⟩dτ, (S25)

which can be readily demonstrated by writing e−βH (with δmM included in H) in the thermal expectation value ⟨m⟩
as (e−∆τH)k, with small ∆τ = β/k, so that the δm derivative can be taken properly in each of the factors (“time
slices”) and summed up in the form of an integral when k → ∞. In order for the susceptibility to produce scaling
reflecting the properties of the ground state (which is the only case we consider here, though finite-temperature scaling
can also be considered and is an important aspect of quantum criticality66), T has to be below the lowest excitation
gap of the system, which has the scaling form (S21). Thus, the upper integration bound 1/T in Eq. (S25) has to be
of order Lz or larger. Formally the cut-off should be set at τ ∝ Lz even when the limit T → 0 is taken, because the
time correlations decay exponentially for τ ≫ Lz.

Again writing M as a sum of local operators, now M(τ) =
∑

r m(r, τ), and integrating C(r, τ) = ⟨m(r, τ)m(0, 0)⟩
over both space and (imaginary) time, we have d spatial coordinates r = (r1, . . . , rd) and a time coordinate τ . The
critical correlation function has the asymptotic form

C(r, τ) =
1

(r2 + τ2/z)∆m
. (S26)
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To integrate this over the anisotropic space-time volume, we can define rd+1 ≡ τ1/z and use R for the length of the
vector R = (r1, . . . , rd+1). Then all components are integrated up to L, and the scaling form of χ becomes (neglecting
angular integrals that only produce unimportant factors)

χm ∝
∫ L

dR
RdRz−1

R2∆m
∝ Ld+z−2∆m = L2−η. (S27)

Thus, compared to the structure factor (S23), there is an additional factor Lz arising from the time integral, and the
dynamic exponent can be singled out, e.g., χm/Sm ∝ Lz.
There is no obvious classical counterpart to the above scaling form of χm, which is reflected in the fact that there

is no z left that can be set to zero, unlike Eq. (S23). The definition (S25) of the susceptibility can of course still be
used classically, in which case M(τ) = M(0) = M (because M and H commute) and the integral only produces a
factor 1/T . Thus, classically χm = Sm/T , which holds at any temperature.
From Eqs. (S23) and (S27) we see that both the exponents z and η can, in principle, be determined by investigating

the size dependence of the structure factor and the susceptibility. In current quantum annealing devices, only equal-
time quantities are accessible, in the form of the probability distribution of the spin-z configurations at the end of
the annealing process. This state can contain “memories” of the wave function close to the quantum-critical point,
through the critical slowing-down mechanism first discussed by Zurek41,68 in classical statistical mechanics (following
related work on cosmological topological defects by Kibble40) and later generalized to quantum phase transitions as
well42–44. The dynamics of quantum annealing depends on z, thus offering a path to extracting this exponent from
experiments. We next discuss the generalization of FSS to a system undergoing an annealing process, first in general
terms and then focusing specifically on the spin-glass annealing experiments and simulations.

B. Dynamic finite-size scaling

In a classical or quantum annealing process in which a parameter like δ varies linearly as a function of time t, the
finite-size scaling form (S11) attains a second scaling argument;

n = L−∆ng(δL1/ν , vLµ), (S28)

where v is the velocity by which δ changes, v = dδ(t)/dt taken at δ = 0 (and if v = 0 according to this definition, the
approach discussed here can be generalized to the second derivative or any higher derivative46,69), and we consider
v > 0 for simplicity. Since constants of proportionality do not matter in scaling forms, we can also simply define the
scaling velocity as the inverse of the total annealing time; v = 1/ta. The exponent µ controlling the velocity scaling
is defined in the same way as in the main paper;

µ = z + 1/ν. (S29)

The FSS form (S28) has its origin in the KZ mechanism42–44,68 and its use for analyzing numerical simulation data and
experiments under various dynamical protocols was further elaborated and tested in numerous later works45–47,70,71.
We here assume that the process starts with the system in a disordered phase and approaches an ordered phase,

though the opposite process can also be treated in a similar way. The basic starting point leading to (S28) is that a
finite system approaching a continuous classical or quantum phase transition at rate v “freezes out” when the remaining
time to reach the critical point is less than the required time for the system to equilibrate. In the thermodynamic
limit, the correlation length reached before the system falls out of equilibrium is similarly

ξv ∝ v−1/µ. (S30)

The argument vLµ in Eq. (S28) is simply a power of the dimensionless ratio L/ξv.
The KZ mechanism is often discussed in terms of defects generated by the out-of-equilibrium dynamics, but in

general, except for some often studied 1D systems, it is not easy to directly relate a defect density to observed
physical quantities. However, the scaling approach relies only on the existence of some dynamic process associated
with a relaxation time ξt, which should be related to a spatial correlation length ξ by ξt ∝ ξz. No other information
on the dynamic process or the nature of the defects is required to derive universal scaling forms47,71.

In a quantum system undergoing an annealing process of the type considered here, z is exactly the dynamic
exponent discussed in the previous section. Though there z was introduced in the context of imaginary (Euclidean)
time, the relevant time scale is the same in real and imaginary time: ξt ∝ ξτ ∝ ξz. At a classical equilibrium phase
transition, this quantum dynamic exponent, which appears in the scaling dimensions, e.g., in Eq. (S20), is formally



9

zero. However, when a classical system is subjected to some stochastic dynamics, e.g., in a Monte Carlo simulation,
there is a dynamic exponent corresponding to the particular process used (Metropolis or cluster updates). Then, in the
KZ exponent Eq. (S29), z is the stochastic dynamic exponent. A third possibility is a quantum system with intrinsic
dynamic exponent z that is simulated using a Monte Carlo process, such as the SQA simulations used as benchmarks
here. Then the intrinsic (quantum) dynamic exponent should still be used in Eq. (S20), but z in the KZ exponent
should be the relevant exponent corresponding to the imposed Monte Carlo dynamics (which also depends on the
system studied)72. Here, for simplicity of the notation, we will first assume an actual quantum system undergoing
Hamiltonian dynamics, where there is only a single dynamic exponent, but we will later return to the other cases as
well.

The easiest way to analyze data within the dynamic finite-size scaling ansatz is to consider the quantity n exactly
when the critical point has been reached: δ = 046,71. Then we can simply write Eq. (S28) as

n = L−∆ng(vLµ), (S31)

which can be tested with data for different values of v and system sizes L. For v → 0, we should of course recover
the standard FSS form n ∝ L−∆n , which means g(x) → constant when x → 0. For v > 0, the scaling function can
be extracted by graphing y = nL∆n versus x = vLµ for sufficiently large L and a range of v values, whence all the
data points should collapse onto the common function g(x). If the exponents are not known, they can be found by
adjusting their values for optimal collapse.

Quantities n with known scaling dimension ∆n = 0 are particularly useful, since any uncertainties in (or lack
of knowledge of) the leading finite-size dependence can then be avoided. A well known example is the Binder ratio
defined with two different powers of the order parameter, Eq. (S17), for which the scaling dimensions of the numerator
and denominator cancel. Normally the k = 2 case, R2 = ⟨m4⟩/⟨m2⟩2, is considered, and a corresponding cumulant
is defined as U ≡ U2 = a(1 − bR2), where the coefficients a and b are determined using the symmetry of the order
parameter such that U → 0 in the disordered phase and U → 1 in the ordered phase. The definition of this quantity
in a system with random couplings is further discussed below in Sec. I C 3.

The asymptotic form of g(x) in Eq. (S31) can be argued as follows: For v > 0 the correlation length ξv is finite.
In limit L ≫ ξv the system is disordered and the size dependence becomes trivial, though its form depends on the
quantity n considered. In the case of a squared order parameter, we have ⟨m2⟩ = ⟨M2⟩/N2 ∝ 1/N = L−d, which
can be easily seen by expressing ⟨M2⟩ using the exponentially decaying (asymptotically) correlation function Cm(r)
of corresponding local operators [defined with a generic operator P in Eq. (S5)]:

⟨M2⟩ = N
∑
r

Cm(r) ∝ N (for short-ranged Cm). (S32)

In order to obtain the L−d dependence of ⟨m2⟩ from Eq. (S31), the scaling function must take an asymptotic power-
law form, g(x) → x−cg̃(x) with the function g̃(x) approaching a constant when x → ∞ and the exponent c satisfying
cµ+∆m2 = d, with ∆m2 = 2∆m, i.e.,

⟨m2⟩ ∝ L−2∆m(vLµ)−cg̃(vLµ) → L−dv−c, c =
d− 2∆m

µ
=

d− 2β/ν

µ
. (S33)

This is the KZ FSS form far from equilibrium, which must eventually break down when v is very large, i.e., when
the correlation length ξv is of order unity (the lattice spacing in a lattice model). The ultimate high-velocity form is
just ⟨m2⟩ = L−dg(v), where the function g is analytic in 1/v, and this form crosses smoothly over into the algebraic
KZ form (S33) as v is reduced. When v is further reduced, for given L this form turns smoothly into the equilibrium
form of Eq. (S31), ⟨m2⟩ ∝ L−2β/ν , when v → 0.
For the excess energy density defined in Eq. (S15), the above arguments can be repeated with the modification that

now ρE must be size independent at high velocities since it is a simple density with only exponentially small finite-size
corrections in the disordered initial state. Thus, the algebraic KZ form for large vLµ (but still v ≪ 1) is

ρE ∝ L−∆ρE (vLµ)κg̃(vLµ) → vκ, κ =
∆ρE

µ
=

d+ z − 1/ν

µ
. (S34)

This form evolves gradually into a constant when v → ∞, and in the other extreme it crosses over to the equilibrium
form ρE ∝ L−∆e = L−(d+z−1/ν) when v is of order L−µ (i.e., when ξv grows to order L). Note that the exponents c
and κ in Eqs. (S34) and (S33) are both positive but they appear with different signs when the powers of δ are taken,
reflecting the decrease in the residual energy and increase in the order parameter as the annealing velocity is reduced.

For the quantities n considered above, and many others, the algebraic KZ scaling form can be investigated by
graphing y = nL∆n versus x = vLµ after a process stopping at the critical point. The power-law forms discussed
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above will then cross over into constants for sufficiently low v, which is possible because of the function g̃(vLµ) in
Eqs. (S33) and (S34). Upon increasing v, data for small systems will successively peel off from the common scaling
function when the correlation length ξv is of the order of the lattice spacing (loosely speaking, when v is of order one).
In an alternative method, y = n (in the case of the residual energy density) or y = nLd (in the case of the squared
order parameter) can be graphed versus v or v−1, in which case the power-law behaviors in Eqs. (S33) and (S34)
are observed in the algebraic KZ regime but data collapse does not apply when equilibrium is approached (where
curves for different L gradually peel off from the common power-law form). Instead, data collapse now applies also in
the high-v limit, where constant behaviors pertain. The two ways of analyzing SA data have been demonstrated for
uniform 2D and 3d classical Ising models (using both local and cluster Monte Carlo updates)71 as well as 2D73,74 and
3D48 classical spin glasses. Similar methods were also applied to imaginary-time QA (implemented in quantum Monte
Carlo simulations with imaginary-time dependent interactions) of the transverse-field Ising model with uniform46 and
random (3-regular graphs)72 interactions.

In the case of the Binder cumulant (or ratio), the scaling dimension is zero but the asymptotic form of the equilibrium
scaling function U = u(δL1/ν) in the disordered phase is non-trivial and still not well understood59,75. The size
dependence of U in a disordered state is not just a constant [as in Eq. (S34)] or ∝ L−d [as in Eq. (S33)] but a different
power-law Lk that is not known generically. The exponent b governing the KZ power law U ∝ v−b when L ≫ ξv can
therefore also not be obtained in a simple manner using just the arguments leading to Eqs. (S33) and (S34). The
scaling form U = u(vLµ) still of course applies (including an asymptotic power-law form with some exponent b) and
can be extracted empirically as in other cases by graphing y = U versus x = vLµ with µ optimized.
When annealing slightly into an ordered phase (taken as δ > 0) the extended KZ form (S28) can be Taylor expanded

as long as δL1/ν remains small, i.e., asymptotically for large L the system tends to the critical point. When annealing
more significantly into the ordered phase, but still within the critical window δ ∝ L−1/ν , power laws appear similar to
those discussed above on the disordered side of the transition. When annealing far into an ordered state the situation
is much more complicated and non-generic, requiring additional knowledge of the dynamical processes inside the
phase. While some progress on this front has been reported recently56, in general the issue remains largely open. We
next discuss annealing into a spin-glass phase and present insights and hypotheses of direct relevance to the quantum
annealing experiments and simulations reported in this work.

C. Application to annealing experiments and simulations

For a system annealed through a phase transition and slightly into an ordered phase, we can expect the extended
KZ finite-size scaling form (S28) to apply. In principle, once the system is deep enough in the ordered phase, some
other dynamical process beyond the critical fluctuations underlying the KZ mechanism will take over and eventually
dominate. In some cases, a dynamical process in the ordered phase is faster than the KZ dynamics, e.g., in the case
of coarsening dynamics of a system with no randomness—see Ref.76 for discussions of how the KZ scaling is violated
in the ordered phase in a simple Ising model. Then KZ dynamics should in general not be expected, though recent
work suggests that an extension of the scheme, with modified power laws, is valid slightly inside in ordered phase in
some cases like the standard uniform 2D Ising model in a transverse field56.
Inside a classical or quantum glass phase, all dynamical processes should be extremely slow. Therefore, KZ scaling

can be anticipated even if the annealing process stops (and the outcome is observed only) far beyond the transition
point. In the QA device used in our experiments, there are also technical reasons related to the shape of the annealing
protocol (see Fig. 1b) why the system should “freeze out” and not evolve significantly at the latter stages of the
process ending at the classical point s = 1 (because the transverse field becomes very small already at s ≈ 0.7). In
MC simulations, KZ scaling can be measured by observing the system exactly at the critical point (as was done in
an SA study of the simple-cubic 3D Ising spin-glass48). However, in this work we anneal deep into the glassy phase
even in SA and SQA for two reasons. First, we wish to qualitatively reproduce the QA protocol. Second, annealing
toward the T = 0, Γ = 0 point guarantees a final equilibrium near the classical ground state.
Fig. 3f shows quite clearly the expected crossover when the density of AFM bonds is increased from p = 1/2,

between glassy KZ dynamics with an exponent µ that is close to its known KZ value (µ = z+1/ν) and a smaller value
µ ≈ 2. The smaller value may indicate coarsening dynamics inside the AFM phase for p ≳ 0.8. However, coarsening
in quantum systems has not been extensively investigated using reliable unbiased simulations, and no direct evidence
of such dynamics was found at the early stages of entering the ferromagnetic phase of the transverse-field Ising model
in Ref.56.

Focusing here on the glass phase, from the analysis of the Edwards-Anderson (EA) order parameter ⟨q2⟩ (where
again ⟨.⟩ also involves an average over disorder realizations), while the exponent µ is close to its KZ value, the scaling
dimension of the quantity itself (the exponent r in Extended Data Figs. 2–4) is far from the anticipated critical
scaling dimension. We will show here that such behavior over a range of relatively fast annealing rates and small to
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moderate system sizes can be explained by an extended KZ scaling form supplemented by mild, physically reasonable
assumptions pertaining to the glassy state.

1. Spin glass order parameter

Before considering scaling behavior, we briefly discuss the EA order parameter in light of the definitions of exponents
and scaling dimensions explained in the previous sections. We use the conventional overlap parameter of the spins
S(a) and S(b) in two replicas, a and b,

qab =
1

N

∑
i

S
(a)
i S

(b)
i , S

(a,b)
i ∈ {−1,+1}, (S35)

obtained from the same realization of the Ising couplings but in different runs with the QA device or in independent
MC simulations. The expectation value (quantum or thermal, depending on the case considered) of the squared order
parameter for a given coupling realization is

⟨q2ab⟩ =
1

N2

∑
i,j

⟨S(a)
i S

(a)
j ⟩⟨S(b)

i S
(b)
j ⟩, (S36)

where the expectation value factors because the two replicas are statistically independent. We can now take averages
also over the replicas. Because the coupling realization is the same in all replicas, the replica-averaged expectation
values in Eq. (S36) will be the same. In fact, over a sufficiently long time a finite system is ergodic, and no average
over a and b replicas need to be formally taken. However, in reality simulations of glasses are extremely slow, and
replicas have to be considered in order to sufficiently sample the configuration space. In annealing experiments and
simulations out of equilibrium, the systems are by definition not ergodic, and averaging over replicas is an integral
aspect of such studies. Once replica and disorder averages have been taken, we drop the indices a and b and have

⟨q2⟩ = 1

N2

∑
i,j

⟨SiSj⟩2. (S37)

When averaging over coupling realizations, translational symmetry is also restored, and we can introduce a squared
correlation function C2(r) as the averaged ⟨SiSj⟩2, with r = ri − rj , to write

⟨q2⟩ = 1

N

∑
r

C2(r). (S38)

Such a sum without squaring C(r) would vanish because of coupling averaging when the fraction of AFM couplings
is 1/2, and the use of the overlap q defined with replicas is a convenient way to solve this problem. The fact that
the squared EA order parameter formally is a sum over squared correlation functions in Eq. (S38) then has to be
taken into account when using exponent relationships such as (S9), where d and z cannot depend on what correlation
function is considered and, therefore, the factor in front of the scaling dimension must be 4 instead of 2.

Note that ⟨q2⟩ is a perfectly valid order parameter also for a system without disorder, e.g., an Ising ferromagnet.
Then it is clear that the decay of the squared correlation function should be associated with four times the scaling
dimension of the order parameter, C2

m(r) ∝ 1/r4∆m , because of the exponent 2∆m in the conventional (not squared)
correlation function (S8). Thus, if we wish to use conventional definitions of the critical exponents in the case of the
EA order parameter, obeying forms analogous to Eq. (S20), we would have to write the FSS form of ⟨q2⟩ implied by
Eq. (S38) as

⟨q2⟩ ∝ L−2(d+z−2+η). (S39)

However, normally the exponents are defined differently in spin glasses, by treating q as a regular order parameter
and defining η based on the scaling form for susceptibilities such as (S27), where χq would be defined with M = Nq in
Eq. (S25)67. Such a definition of η—let us call it η′—does not satisfy the common relationship to a scaling dimension,
i.e., 2∆q ̸= d+ z − 2 + η′.

To conform with the standard notation in the spin glass literature, we will here use the common definition of the
order parameter exponent β for spin glasses, i.e., we treat the EA order parameter as a conventional order parameter
with the form ⟨q2⟩ ∝ δ2β in the thermodynamic limit, so that the critical finite-size form is ⟨q2⟩ ∝ L−2β/ν . Note
that the above issue with exponent relationships does not affect the exponent ν when extracted using data-collapse
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methods, or the intrinsic (quantum) dynamic exponent z when it is extracted from the dependence on the aspect
ratio Lτ/L

z in Eq. (S22). The KZ exponent µ = z + 1/ν is also not affected by the specific definitions of β and η.
We will use a conventional scaling dimension further below when discussing the residual energy, whose definition is
independent of the use of replicas.

2. Scaling of the spin-glass order parameter

Applying the extended KZ form (S28) to the EA order parameter, we have

⟨q2⟩ = L−2β/νg(vLµ, δL1/ν), (S40)

where δ = s− sc and s(t) ∈ [0, 1]. In theoretical work and simulations, the simple linear protocol J ∝ s, Γ ∝ 1− s is
often used for transverse-field Ising models. In the QA experiments, the protocol is nonlinear (Fig. 1d) but linearity
still holds for s in the close neighborhood of the critical point and Eq. (S40) is valid with v defined as the actual
coupling derivative, or, for scaling purposes, the inverse of the total annealing time.

Though there are some claims in the literature that z → ∞ at the glass transition in the 2D and 3D Ising spin
glasses considered here49,50 (similar to random-field models36,77), in our opinion the available numerical evidence leans
in the favor of finite, relatively small values of z67,78. In our own simulations and QA experiments (SI Sec. II and
Figs. E6-E8), we also do not see any evidence of large or significantly flowing (with increasing system size) values of
z. Thought the possibility of an infinite-disorder fixed point (where formally z = ∞) cannot be completely ruled out,
we here consider only scaling with finite z.
As discussed in the preceding sections, the thermodynamic-limit form ⟨q2⟩ ∝ δ2β demands that g(0, x) with x =

δL1/ν reduces to x2β when x → ∞ inside the spin-glass phase close to the transition point. Moving further inside
the glass phase, this power-law form can no longer hold. To enable the cross-over to a different (unspecified) form in
equilibrium, we can consider a more flexible version of Eq. (S40),

⟨q2⟩ = L−2β/νf(vLµ, δ, L), (S41)

where δ and L appear as two different arguments in the function. For small δ we know that the function must simplify
to the standard scaling form (S40), where the two arguments δ and L are replaced by just the single argument δL1/ν .

We can express the cross-over from the two arguments (L, δ) to effectively a single argument by introducing another
function as an argument to the scaling function,

⟨q2⟩ = L−2β/νg(vLµ, h(δ, L)δL1/ν), (S42)

where h → 1 in the regime of δ and L where the simpler form (S40) applies. This functional form is still as general
as Eq. (S41) and can in principle describe the behavior for any δ and L. To recover the form ⟨q2⟩ ∝ δ2β from (S42)
in the thermodynamic limit when v is small, a power-law of the second argument must again form

⟨q2⟩ → L−2β/νh2β(δ, L)(δL1/ν)2βg(vLµ) = δ2βh2β(δ, L)g(vLµ), (S43)

where we have also assumed that, to a good approximation, we do not need to keep a second argument of the
function g when the power law form has set in, which is equivalent to saying that the function g now is of the form
g(vLµ, k(δ, L)), where the function k is almost constant in the relevant regime of L and δ.
To simplify further, we can re-define the function h in Eq. (S43) without the exponent 2β, and we can also absorb

the factor δ. Then

⟨q2⟩ = h(δ, L)g(vLµ). (S44)

This form is clearly valid for v → 0, since it can capture any dependence on δ and L, and we know that h(δ, L) →
h(δL1/ν) close to the critical point. We have of course made assumptions leading to g(vLµ) appearing as a separate
factor, for which we have no proof but which can be tested in experiments and simulations.

Inside the glass phase, the squared order parameter converges with L to a non-zero value when v → 0. Thus, for
sufficiently large L inside the ordered phase, in Eq. (S44) h(δ, L) → k(δ) and

⟨q2⟩ = k(δ)g(vLµ), (S45)

where the function k represents whatever the δ dependence is in equilibrium,

k(δ) ≡ ⟨q2(δ, v = 0)⟩, (S46)
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and g(x → 0) → 1.
The final forms (S44) and (S45) cannot be strictly correct, as KZ dynamics should at least not be valid at the final

stage (the most extreme case) when the order saturates. However, this just means that there is some other (assumed
to be slower) dynamics that takes over, but we have assumed only one dynamical mechanism. The assumptions and
resulting forms may be valid as long as the annealing time is not too long, so that the dynamics associated with the
glass phase can be considered as a weak perturbation to the critical dynamics with exponent z. Then also ⟨q2⟩ will
remain small though its scaling may reflect (as we will see) a cross-over from critical to ordered behavior.

For δ not small and L not large enough to eliminate the L dependence of h in (S44), we must still keep the function
with two arguments. It is not clear what the functional form of this h(δ, L) is, but it is at least plausible that a power
law applies for some range of system sizes, i.e.,

h(δ, L) → k̃(δ)L−r. (S47)

Here, for δ → 0 (i.e., in the limit of conventional FSS and KZ scaling) we must have r = 2β/ν and k(δ) approaching

a non-zero constant. For L → ∞ and δ ̸= 0, the exponent r must tend to zero and k̃(δ) the takes the equilibrium
form as in Eq. (S46). For fixed δ inside the glass phase, the exponent r must then be flowing but may still evolve
only slowly with L, thus essentially constant when observed only over a small range of system sizes. Indeed, in our
experiments and simulations, we observe an effective exponent r between 0 and 2β/ν.

3. The Binder ratio

According to our arguments above, an effective scaling dimension different from that at the critical point can be
manifested when annealing a system into a spin glass phase;

⟨q2⟩ = k̃(δ)L−rLg(vLµ), (S48)

with an exponent rL that changes only slowly with L from rL = 0 to rL = 2β/ν. As in the case of conventional critical
scaling, the effective scaling dimension of ⟨m4⟩ should be twice that of ⟨m2⟩, and the Binder ratio (and cumulant)
then remains dimensionless. Thus, it is the preferred quantity to analyze when the goal is to extract the exponent µ
in annealing experiments where the state exactly at the transition point sc is inaccessible.

The Binder ratio for a system with intrinsic randomness (e.g., a spin glass) can be defined with the average over
realizations taken either before or after evaluating the ratio in Eq. (S17). Now using [.] to denote a disorder average
and ⟨.⟩ for only thermal and quantum averages (including replicas), we can define the following two ratios:

Ra =

[ ⟨q4⟩
⟨q2⟩2

]
, (S49a)

Rb =
[⟨q4⟩]
[⟨q2⟩]2 . (S49b)

While Eq. (S49a) has been frequently used (e.g., Ref.67), Eq. (S49b) has become more common (see also Ref.79).
They are both dimensionless quantities and in principle equally valid for use in scaling analysis.

Equation (S49a) has a drawback of being biased when evaluated with a finite number of measurements to estimate
the expectation values. Consider statistical deviations ϵ2 and ϵ4 of ⟨q2⟩ and ⟨q4⟩ from their exact values ⟨.⟩ex for a
given coupling realization, based on Λ measurements. Then the ratio Eq. (S49a) is

R =
⟨q4⟩
⟨q2⟩2 =

⟨q4⟩ex + ϵ4
(⟨q2⟩ex + ϵ2)2

=
⟨q4⟩ex
⟨q2⟩2ex

+O(ϵ22, ϵ2ϵ4), (S50)

where odd powers of the error vanish on average. Since the magnitudes of ϵ4 and ϵ2 scale as Λ−1/2, the expected bias
in the realization-averaged ratio Ra, Eq. (S49a), scales as Λ

−1. While this bias decays faster than the expected overall
∝ Λ−1/2 statistical error in R, if the number of measurements Λ is small there can still be a non-negligible effect of

bias left. This bias is smaller by a factor N
−1/2
r in Rb, Eq. (S49b), when both the numerator and denominator are

averaged over Na independent disorder realizations.
The leading bias can in principle be removed by combining results for different Λ. In the simulations and experiments

for the cumulant U = (3−R)/2 presented here, Λ is sufficiently large for the bias to be insignificant. We nevertheless
use Eq. (S49b), though (S49a) gives compatible results.
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4. Residual Ising energy

For the residual Ising energy E, we proceed in a slightly different way. Since the Ising part of the Hamiltonian
drives the transition, its scaling dimension ∆e = d + z − 1/ν is given by Eq. (S20) with ν being the conventional
correlation-length exponent. The KZ-FSS scaling form is

ρE = L−∆ρE f(vLµ, δL1/ν), (S51)

where it is assumed that the regular part of the energy, i.e., the “background” that is not part of the singular behavior,
has been subtracted off. The need for a subtraction here is an important aspect of the residual energy that is absent
in the case of the order parameter. The subtracted part should normally be the equilibrium critical Ising energy in
the thermodynamic limit, as in Eq. (S15). However, nothing prohibits us from instead subtracting the equilibrium
finite-size Ising energy E(δ, L), which has the same scaling dimension as ρE . Then we have the following expected
FSS form [keeping the same symbol ρE as before even though its meaning has changed slightly]:

ρE(L, δ, v) = L−∆ρE [g(vLµ, δL1/ν)− g(0, δL1/ν)]. (S52)

Here the difference between the two scaling functions is just another scaling function, and we can write

ρE(L, δ, v) = L−∆ρE k(vLµ, δL1/ν). (S53)

For any δ, by definition (because of what we have decided to subtract), this ρE must vanish when v → 0. That means
that a positive power of v must appear as a factor, and δL1/ν can only appear in a function multiplying this overall v
dependence. The most natural way to express this behavior is for k to develop a power law of its first argument, i.e.,

k(vLµ, δL1/ν) → (vLµ)κh(vLµ, δL1/ν). (S54)

Note that the new scaling function h can still also depend on vLµ, and mathematically there is no approximation here
because the right-hand side still depends only on the two arguments x = vLµ and y = δL1/ν (i.e., it is some function
of these two arguments, as on the left-hand side).

The exponent κ can again be extracted as in Eq. (S34) if we demand no L dependence apart from that in the
function h, and we now call this critical exponent κc. We know that this scaling must hold when δ = 0 and the KZ
correlation length is smaller than the system size. At least for small δ, as long as the function h(x, y) is well behaved,
the exponent on v cannot change. Then, the final residual Ising energy in a QA process stopping inside the glassy
phase takes the form

ρE(L, δ, v) = vκch(vLµ, δL1/ν), (S55)

with the same exponent κc as when stopping at the critical point,

κc =
∆ρE

z + 1/ν
=

d+ z − 1/ν

µ
. (S56)

It should be emphasized that Eqs. (S55) and Eq. (S53) are two completely equivalent forms of ρE , and whichever
form to use just depends on the type of scaling analys one wishes to perform. They are both scaling functions of the
single variable x = vLµ at the critical point δ = 0.
For a process not stopping exactly at the critical point, a scaling function of a single variable can still be obtained

when considering the thermodynamic limit of Eq. (S55). For δ ̸= 0, when L ≫ ξ the system size can no longer
appear. L can only be eliminated from the scaling function h(x, y) with x = vLµ and y = δL1/ν if the function of
two argument evolves into one of a single argument, h[z(x, y)], where z does not depend on L. To cancel L, we can
take z = x1/µνy−1 and obtain a scaling function e(z) of a single variable, whence Eq. (S55) becomes

ρE(δ, v) = vκce(v1/νµδ−1). (S57)

Recall that here we must have δ ̸= 0 so that the limit where L exceeds ξ exists. A physical argument for the new
scaling variable is that δ in this limit should not be compared with L−1/ν as in equilibrium finite size scaling (with
the single scaling argument δL1/ν). Instead, L must be replaced by the finite velocity-dependent KZ length scale ξv,

which is smaller than L. Thus, L1/ν is replaced by ξ
1/ν
v = v1/µν and the proper scaling argument is δv−1/µν = z−1,

or, alternatively, the inverse thereof as in (S57), where the low-velocity limit corresponds to e(z → 0).
The way in which we have defined the excess Ising energy ρE , it vanishes when v → 0 for any δ. However, pure

critical KZ behavior, ρE ∝ vκc , should only apply very close to δ = 0 for some range of velocities before a cross-over
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into a form governed by the dynamics of the glassy state when v → 0. For a process stopping significantly inside the
glassy state, there may be no range of velocities for which the exponent κc strictly applies. However, if v is not too
low, i.e., the argument x = v1/νµδ−1 is relatively large in e(x) in Eq. (S57), it is plausible that the scaling function
takes a power-law form, e(x) ∼ xk with some unknown exponent k (and also note that the scaling function cannot be
analytic in the glass phase, because κc does not asymptotically describe the dynamics). Since δ is just a fixed number,
this behavior would imply a change in the exponent on v in Eq. (S57), ρE ∼ vκf with κf = κc + k/µν. Given that
the dynamics of the quantum spin glass should be slower than the KZ dynamics, it is natural to expect κf < κc, as
we indeed also found in our QA experiments (Fig. 4b).

The above analysis presumes that δ drives a quantum phase transition at which the Hamiltonian is the sole provider
of dynamics. At a classical phase transition of a model with no intrinsic dynamics, d + z in the expression for κc,
Eq. (S56), should be just d, and the dynamic exponent in the KZ exponent µ = z+1/ν should be that of the stochastic
process used to evolve the system with SA,

κSA =
d− 1/ν

zSA + 1/ν
, (S58)

where zSA also depends on the system studied (i.e., it is a universal exponent given a critical point and a type of
stochastic process).

The case of SQA is a mix of QA and SA in the sense that it implements the imaginary-time dimension through
a path integral, hence d + z, with the same z as in QA, appears in the numerator of κSQA. However, the d + 1
dimensional effective statistical-mechanics system is simulated by an MC procedure as in SA, and it is the exponent
corresponding to that process that allows the simulation to relax toward its equilibrium. Thus, in this case, the
exponent contains two dynamic exponents

κSQA =
d+ z − 1/ν

zSQA + 1/ν
, (S59)

where zSQA is not a priori known, and, like the classical exponent zSA, depends on both the system studied and the
MC procedures applied. To our knowledge, this exponent had not been computed previously for the 3D Ising spin
glass in a transeverse field. In our SQA work, we extracted µSQA = zSQA + 1/ν from the data collapse of the Binder
cumulant (Extended Data Figs. 2–4).

II. 3D SPIN GLASSES

A. Construction

The instances we study for size L are on L×L×min(L, 12)×2 spins, indexed by (x, y, z, w) with x, y ∈ {0, . . . , L−1},
z ∈ {0, . . . ,min(L− 1, 11)}, and w ∈ 0, 1. For a given 3D coordinate x, y, z, sites (x, y, z, 0) and (x, y, z, 1) are coupled
with a strong ferromagnetic coupling, J = −JFM; in this work JFM = 2. For L > 9, instances contain site vacancies
due to inoperable qubits.

In the x dimension, couplings use only the w = 0 sites; the coupling between (x, y, z, 0) and (x+1, y, z, 0) for x < L
is ±JG: JG with probability p, and −JG otherwise. Random choices of spin-glass couplings are independent. Except
where stated, p = 0.5. The x dimension has open boundaries.
In the y dimension, couplings use only the w = 1 sites; the coupling between (x, y, z, 1) and (x, y+1, z, 1) for y < L

is ±JG. The y dimension has open boundaries.
The z dimension is periodic. For z′ ≡ z + 1 (mod L), the coupling between (x, y, z, 1) and (x, y, z′, 0) is equal to

the coupling between (x, y, z, 0) and (x, y, z′, 1); each is ±JG/2, meaning that their total is ±JG. Said differently, the
four spins (x, y, z, 0), (x, y, z, 1), (x, y, z′, 0), and (x, y, z′, 1) induce an unfrustrated loop.
In the limit JFM/JG → ∞, FM-coupled dimers can be identified into single “logical” spins, so the model is equivalent

to a bimodal spin glass (random bond model) on a standard 3D cubic lattice with open x- and y-boundaries and
periodic z-boundaries.

The x- and y- dimensions are isotropic with respect to one another; the z-dimension is anisotropic in the following
three ways. First, the pair-to-pair couplings are split between two couplers. Second, the dimension is periodic, while
the x- and y-dimensions are open. Third, for L > 12, the z-dimension has length bounded by 12. This is because
the “Pegasus”80 layout of qubits is roughly described as a 16× 16 grid of 24-qubit unit cells, with some loss around
the boundaries; the 24 qubits are used for 12 2-qubit dimers, forming the z and w dimensions. For this reason when
studying finite-size scaling, we restrict our attention to L ≤ 12. When studying energy scaling, we use the largest
size: 15× 15× 12× 2, with inoperable qubits in the particular processor used leaving only 5374 of 5400 qubits in the
inputs.
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FIG. S1. Convergence of mean ground-state energy under the PT-ICM heuristic. Shown are average energies over
300 spin-glass realizations with L = 15 for a parallel tempering method used to estimate ground-state energies, running for up
to S ≥ 106 sweeps. The asymptote (power-law fit to last 50 data points, shown in black, with limit −4669.6) appears to be
well established with bias and uncertainty negligible in comparison to the experimentally relevant residual energies.

B. Broken FM dimers in the 3D ground state

There are differences between the 3D spin glasses studied in this work and the corresponding glasses on the simple
cubic lattice that one obtains by contracting each two-qubit dimer into a single spin. In Section III we will discuss
the effect on critical exponents, which explains some of the deviation seen between QA values of the KZ exponent
µ = z + 1/ν from previously reported values for 3D quantum Ising spin glasses51. Here we consider the separate
question of how the classical ground states relate to one another between the “embedded” lattice that we study,
versus the “logical” counterpart in a simple cubic lattice.

Let us consider a single spin-glass realization, which has an embedded version and a logical version. When JFM >
3JG, it is easy to show that no ground state in the embedded problem can have a broken dimer, since flipping a
spin to repair a broken dimer (one spin up, one spin down) in such a state would reduce the energy. Likewise, when
JFM ≥ 3JG it is easy to see that the problem must have at least one ground state with no broken dimers. However,
when JFM < 3JG it is possible that all ground states could have at least one broken dimer.
As an example, we begin with a completely ferromagnetic instance, where all couplings have negative sign. Now,

for some fixed x0, y0, and w0, the spins with coordinates (x0, y0, z, w0) form an independent set. We flip the sign of
all glass couplings incident to this set. It is a simple exercise to confirm that this instance is valid in the sense that it
has a well-defined logical counterpart. Furthermore the ground state is twofold degenerate, with broken dimers (with
x = x0 and y = y0) in each ground state. We confirmed this with a computer search for the small case L = 4.
Therefore when JG > JFM/3 we cannot guarantee the existence of a ground state of the embedded lattice that

maps to a ground state of the logical lattice. However, this construction is pathological, and appears to rely on a
specific configuration spanning the periodic z-dimension. Thus it seems to be highly unlikely in random inputs, and
we have not observed such an input in this study.

C. Estimating ground state energies

To understand mean residual energy in the context of approximate optimization, we must estimate ground state
energy—this task is NP-hard for cubic lattices and practically challenging in the typical case for the largest system
sizes we consider. Bearing in mind the preceding discussion, we simplify the task by searching for ground states in
the logical model, i.e., spin glasses on a simple cubic lattice.

The spin glasses studied here are too large to solve with exhaustive approaches such as branch-and-cut81. We
instead use a parallel tempering algorithm with isoenergetic cluster moves (PT-ICM)82 to find putative ground states
for each instance, and show by a self-consistent method that any bias introduced by failure to uncover the exact
ground state in some subset of instances is negligible with respect to the average residual energies studied in this
work.

We employ an adaptive form of the algorithm. The temperature range is initialized so that the lowest and highest
chains sample at T = ∞ (spin flip proposals accepted with 50% probability) and T = 0 (no upward energy proposals
accepted). Intermediate temperatures are then inserted iteratively, so as to approach replica exchange rates limited
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to the range [0.2, 0.5]. The temperature set stabilizes after several thousand sweeps of all replicas. One sweep entails
updating all spins in all replicas in some fixed order. Isoenergetic cluster moves are performed for all temperatures
every 10 sweeps. After S sweeps of the algorithm we can estimate the ground state as the best state observed across
the entire algorithm run.

This random estimator produces an S-dependent upper bound on the ground state Eput(S) in the lowest temperature
chain that tightens with S. For our analysis we require a model average per system size, Eput(L, S) = [Eput(S)]L where
square brackets denote our expectation with respect to the set of instances used experimentally. This estimator is
subject to a variance and bias, which increase with system size. We can determine confidence intervals by considering
many independent instantiations of the algorithm at each S. The bias is expected to decrease with S as shown in
Fig. S1; Eput(L, S) appears to converge and we can assume the limit Eput(L) = limS→∞ Eput(L, S) with reasonable
confidence. The black line in Fig. S1 indicates a power-law fit to the last 50 data points, which has a limit Eput(15) =
−4669.6, which would imply that our estimate of the mean ground state energy is correct to within 0.00005 relative
error, or 0.00004 energy per site—negligible in comparison to experimental values.

We needn’t (and cannot) claim to have found the ground state for every instance, at every size by this method for
any finite Smax. We only need convincing evidence that the error in the estimate of ground state energy is negligible
compared to the residual energies that we use to compare SA, QA, and SQA.

We can assume Eput(L, S) converges smoothly in S to obtain a sufficient estimator for our mean residual energy
analysis. Assuming a power-law form of residual energy gives one estimate of Eput(L, S), which describes the data
closely (see Fig. S1). In practice, we find it sufficient to approximate

Eput(L) ≈ min
independent runs

Eput(L, Smax), (S60)

the best energy observed amongst 5 independent replicas at some large (but experimentally reasonable) number of
sweeps. The convergence Eput(L) is shown in Figure S1 for the most challenging problem scale (L = 15), and it is
clear the error in the ground state energy across 300 instances is a negligible factor in our analysis.

We emphasize that an error in ground state energy affects the computed residual energy for all dynamics equally.

D. Quantum and classical phase transitions

Here we briefly describe the phase diagram for the 3D spin glass shown in Fig. 1e. We first focus our attention on the
±J spin glass on a simple cubic lattice. The classical case has been studied in detail using the Janus special-purpose
computer83. Although it was not initially clear84,85, it has been established that there is a finite-temperature transition
at T 3D

c ≈ 1.101983. The critical correlation exponent and anomalous dimension have been estimated, respectively, as
ν = 2.562, η = −0.3983. In the main text we referenced an estimate of the dynamic exponent z = 5.93 for the ±J
case48, but in that paper48 (Table I) it is pointed out that a range of estimates has been reported over the last 20
years.

Our picture of the quantum phase transition is mostly informed by a study of Guo, Bhatt and Huse from 199451,
which gives estimates of z ≈ 1.3, ν ≈ 1/1.3. Making use of relatively recent algorithmic advances—primarily,
continuous-time PIMC—we perform similar MC simulations on both the simple cubic lattice and the embedded 3D
lattices studied in this work. We discuss these simulations in the next section.

III. EQUILIBRIUM ANALYSIS OF CRITICAL PHENOMENA BY MONTE CARLO METHODS

As highlighted in the main text, the universal and non-universal critical behavior of 2D and 3D transverse field Ising
spin glass models has been studied in previous works51,83. In this section we use path-integral Monte Carlo—in the
limit of continuous imaginary time—to establish the equilibrium critical behavior of 3D spin glasses both on simple
cubic lattices and on the embedded models studied in the main text, as well as 2D square ferromagnets. We generate
data for ferromagnetic and spin-glass models at comparable scales to those employed in the QA studies. Our aims
in this section are: to verify previously reported critical exponents with an independent numerical analysis; to test
the viability of finite-size scaling analysis at the experimented scales; and to verify universality of the embedded 3D
spin glasses via the universal correlation exponent ν, regardless of microscopic model details. We use a methodology
inspired by previous studies of universal behavior, but adapted to allow for a continuous imaginary-time integral limit
of the Trotterized model51.
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A. Finite-size scaling in classical and path-integral models

As discussed in Section I, the properties of a classical or quantum spin-glass phase transition may be determined
by a finite-size scaling analysis of ⟨q2⟩51,67,86.
In the classical case we have a model over N -spin states s⃗:

P (s⃗) = exp

−β
∑
i<j

Jijsisj

 , (S61)

with

⟨q2⟩ =
∑
s⃗(1)

∑
s⃗(2)

P (s⃗(1))P (s⃗(2))

(
1

N

∑
i

s
(1)
i s

(2)
i

)2

. (S62)

The anticipated scaling form is

⟨q2⟩ = LbB(δL1/ν) (S63)

with δ = (T − Tc)/Tc.
Critical behavior in the quantum model may be established by analysis of the density matrix exp(−βH(s)), where

H(s) is the Hamiltonian of our experimental Ising system (Eq. (1)) and β is the inverse temperature. By a process
of Trotterization this density matrix can be transformed into a classical model, sufficient to establish the distribution
of projected states and other statistics. The Trotterized model is defined by a modified Hamiltonian over a space of
worldlines, in which each qubit i is replaced by Lz time-indexed classical spin-states si,t. For each time slice, variables
interact in accordance with the problem Hamiltonian, scaled to Lz. Spins are coupled ferromagnetically in imaginary
time, subject to periodic boundary conditions si,Lz

= si,0. The probability distribution is given by

P (s⃗, Lz) ∝ exp

(−1

2
log tanh

(
βΓ(s)

Lz

)) Lz−1∑
t=0

∑
i

si,tsi,t+1 −
βJ(s)

Lz

∑
i<j

Jijsi,tsj,t

 . (S64)

An order parameter q can be defined as the overlap of two states projected into the computational basis, the projected
state distribution is determined by the statistics of a single time slice (say t=0) in our model51,67. The spin-glass
susceptibility is defined as the expected square value of this quantity, averaged over spin-glass realizations, i.e., ⟨q2⟩:

⟨q2⟩ =
∑
s⃗(1)

∑
s⃗(2)

P (s⃗(1), Lz)P (s⃗(2), Lz)

(
1

N

∑
i

s
(1)
i,0 s

(2)
j,0

)2

. (S65)

Statistics of the quantum model are correctly established by taking the continuous limit in imaginary time1, Lz → ∞.
In this limit the scaling of susceptibility is expected to take the form

⟨q2⟩ = LbqB(δL1/ν , β/Lz), (S66)

for a two-parameter collapse function B. Our analysis of the phase transition involves variation of Γ = Γ(s)/J(s) at
fixed J(s), so that the reduced transverse field is defined as δ = (Γ− Γc)/Γc for a critical field Γc.

B. Monte Carlo sampling

Monte Carlo methods can be used to sample both the classical model (S61) and the Trotterized model (S64). For
the latter, we take the numerically convenient value of Lz = 216, which is indistinguishable from the continuous-time
limit (Lz → ∞) for the relevant parameter ranges. Since in this limit the coupling strength in the imaginary time
direction is strong, it is necessary to employ Swendsen-Wang cluster updates87. Our algorithm thus proceeds by

1 Numerically we work at Lz = 216 with varying β. Because β ≪ Lz in all experiments conducted, this captures the continuous-time
limit.
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iterating over sites i, and applying a cluster update (single-site, many-times) to si,· for each T or Γ. For our study
of embedded problems where disjoint pairs of qubits (dimers) are strongly ferromagnetically coupled (with relative
strength JFM/JG—see Fig. 1) we can apply a multi-site multi-time update per set; clustering occurs both in space
and time with respect to each dimer. The cluster updates are described, and code published, in previous studies35,88.
Since we are interested only in equilibrium behavior it is sufficient to consider a fixed sequence of updates covering
all sites; one such sequence is called a sweep.

For the classical systems, we employ a standard parallel tempering (exchange Monte Carlo) method83. In the
quantum model we must sample across a larger parameter space, and with a slower worldline sampling update. For
efficiency of data collection we replace the parallel tempering routine with an annealing procedure. For a fixed model
(disorder realization, at some size L) and fixed Γ we vary inverse temperature at each sweep according to a geometric
schedule from a low value (where worldlines are fast-mixing) through the critical region to a low-enough temperature
for purposes of establishing critical scaling. In this way we collect single-sample (equilibrated, but correlated) data at
a wide range of temperatures. Statistics are averaged based upon 400 independent anneals drawing one realization of
the bond disorder per anneal. Uncertainty is estimated with bootstraps with respect to the disorder realizations. In
both the classical and quantum cases, we can maintain two independent Monte Carlo processes (replica) in parallel,
from which the overlaps can be calculated.

In the parallel tempering routine temperatures are spaced inclusive of high temperature fast mixing models and
critical region models to ensure sufficient replica exchange rates. Statistics are collected sequentially with exponentially
increasing burn-in and sampling times until convergence through the critical region is apparent. In the annealing
procedure fair sampling through the critical region requires a sweep rate (sweeps per unit change in log(β)) decreasing
with system size. In our methodology ⟨q2⟩ converges from below, and this process becomes slow for large L, small Γ
and low temperature. We truncated our data collection at small size in part for this reason, and ensured that statistics
were for practical purposes insensitive in the data presented to variation by a factor of 4 in the sweep rate (estimators
agreeing within confidence intervals at each system size and parameter set presented). The rate of progress, d log(β)
per sweep, was chosen between between 2× 10−6 and 7× 10−4, for the data presented.

C. Classical critical scaling

Before showing collapse results in the quantum model, we digress to consider the classical model. In this case
we can collect data by a similar methodology but set Γ = 0 and employ in independent code a Metropolis method
supplemented with cluster flip moves for the dimers. Estimates of Tc, ν, and η satisfying the classical scaling form
(S63) have evolved over the years83,85,89,90, with the most recent of these papers83 estimating Tc ≈ 1.1, ν ≈ 2.56,
and η ≈ −0.39. Earlier estimates of ν85,89 were affected by unaccounted corrections to finite-size scaling, leading to
significantly lower estimates of ν. In Fig. S2 we show collapses of ⟨q2⟩Lb as functions of tL1/ν for Tc = 1.1, b = 0.61,
and ν = 1.5, for the logical (simple cubic) model and the embedded model with JFM = 2, 4, and 8. The value of ν is
far from recent estimates, but it provides a good collapse for the modest system sizes shown. For larger systems, the
appropriate collapse is achieved for ν ≈ 2.5. Here, the collapses simply illustrate the consistency of critical scaling
with respect to the dimer embedding and JFM. The evidence is consistent with little or no change in Tc, η, and ν
between the logical and embedded classical 3D spin glass models.

D. Quantum critical scaling

We can now move on to collapses for the quantum model. An additional difficulty in performing a collapse of
data for the quantum model arises from the need to collapse a two-dimensional form (S66). In order to reduce this
to a one-dimensional problem we adapt the method of Guo, Bhatt and Huse51 to the continuous-time setting. The
effect of increasing inverse temperature in our model (S64) is a nonlinear decrease in coupling strength in imaginary
time, with a linear increase in the coupling strength between sites. Therefore, at zero temperature the correlation
length ξz is much smaller than Lz in imaginary time, whereas spatial correlation length ξ approaches zero at high
temperature. Between these two extremes there exists—near the critical point—a value for which ξz ≈ Lz and ξ ≈ L
can be determined. This defines the point of maximum susceptibility which we presume (and show) to be approached
smoothly from high temperature; consequently β ∼ Lz for this point.
We verify this intuition in a ferromagnetic model, then use it in a spin-glass model, as shown in Fig. S3. Since

we can determine by this method a β sufficient for the correlation length in imaginary time to match Lz, we are
able to reduce (S66) to a one-dimensional fit ⟨q2⟩ = Lbq maxβ′ B(γL1/ν , β′). As in the classical case we can extract
parameters Γc, ν, and bq from the fit. We used an open-source library, autoScale.py91, to fit this data, with the
JFM = 2JG example shown in Figure S4. For a goodness of fit S (with small S indicating a good fit; see91), error
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FIG. S2. Collapse of ⟨q2⟩ in the critical region for classical spin glasses. Finite-size collapses are shown for classical
3D spin glasses on the simple cubic lattice, along with the dimer-embedded lattices with varying JFM/JG, using identical
parameters Tc = 1.1, ν = 1.5, b = 0.61. The value of ν is far from recent estimates but provides a good collapse for these small
systems, regardless of embedding, suggesting that dimer-embedding does not cause a large change to Tc. The largest deviations
from the simple cubic model are seen for small JFM/JG, as one would expect.

2 5 10

0.05

0.1

0.2

TLz

⟨m
2 ⟩

L = 4
L = 6
L = 8
L = 10
L = 12

2 5 10

0.001

0.002

0.005

0.01

TLz

⟨q
2 ⟩

L = 5
L = 6
L = 7
L = 8
L = 9

2D ferromagnet 3D spin glass

a b

FIG. S3. Susceptibility as a function of temperature for quantum models. a, 2D ferromagnet (Γ = 3.06) and b,
embedded 3D spin glass with JFM/JG = 2 (Γ = 2.9). In the case of the ferromagnet, we use the standard linear susceptibility
⟨m2⟩ in place of ⟨q2⟩. Near the critical Γ, susceptiblity is small at high temperature and reaches a peak value as temperature is
decreased. Each model and size has data for 1024 temperatures. Solid colored lines indicate a 64-temperature moving average,
dashed lines indicate moving averages of bootstrap 95% confidence intervals, and data with error bars indicate a subset of
individual temperatures and bootstrap confidence intervals, selected for visual clarity. Black lines indicate polynomial fits to
log-log data, with maxima marked with ×. Bootstrapping is done over 400 independently annealed realizations (all realizations
being identical for the ferromagnet). Rescaling the temperature by Lz with z = 1 (left) and z = 1.3 (right) leads to reasonably
well horizontally-aligned maxima, consistent with previous studies.
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1/ν in the vicinity of the QPT, for the embedded 3D system with JFM/JG = 2.

From fitting the collapse we can determine ν, Γc, and bq. Error bars indicate S + 1 goodness-of-fit intervals (see text).

Model Γc 1/ν bq Goodness-of-fit S
2D Spin Glass 2.11(1) 1.02(16) 1.76(3) 2.05
3D Spin Glass 3.02(2) 1.52(15) 2.79(6) 1.01
3D Spin Glass (JFM/JG = 8) 5.07(2) 1.56(12) 2.77(3) 0.84
3D Spin Glass (JFM/JG = 4) 3.75(1) 1.55(6) 2.79(3) 0.87
3D Spin Glass (JFM/JG = 2) 2.89(1) 1.55(11) 2.80(3) 0.99

TABLE I. Optimized collapse parameters for quantum spin glasses, with restriction of data to a rescaled interval |Γ−Γc|/Γc < 1.
Collapse values are determined by a χ2 method91. Parameters b and ν deviate slightly downward from expectations based on
the literature51,67, both for embedded and unembedded models. Aside from a large shift in the non-universal critical point,
foreseeable based on modification of local tunneling rates, fit quality is similar across all 3D models.

bars indicate values that lead to goodness of fit at most S + 1. Outcomes for other models are shown in Table I. We
note that all models show 1/ν near 1.55, significantly different from the previously reported 1/ν ≈ 1.351, and we use
this new estimate in the main text.

As shown in Figure S3 the peak susceptibility in T for a given L and Γ can be established with reasonable confidence.
We expect bq to describe the scaling of the peak height in the critical region, i.e. ⟨q2⟩max ∼ L−bq ; indeed we find very
good agreement with this power-law form and find very consistent estimates bq ≈ 2.8 for both logical and embedded
3D quantum spin glasses (Table I). In these simulations we were restricted in the largest value of L by convergence
requirements at low T and small Γ.

Similarly to the peak height, the peak location (in T ) is expected to scale as L−z, so in principle we could use
this information to extract an estimate of the dynamic exponent z. Although the data in S3b are consistent with
the reported value of z ≈ 1.351, the data are not reliable enough to confidently estimate z, owing to the flat and
noisy nature of the peak for large systems. We note that in a random ferromagnetic transverse field model study
based on a similar methodology, an alternative collapse form in temperature was successful77. If a similar infinite
randomness fixed point applied in the spin glass model, an exponential collapse form might prove valuable, but we
were unable based upon our data to establish z with confidence based on such a hypothesis. (Our collapses use a peak
susceptibility value, and hence are robust with regards the scaling form in temperature, a strength of the method.)
We maintain the hypothesis that z ≈ 1.3, which despite the challenges of classical simulation, agrees well with our
quantum simulation data from the QA processor. The observed value of bq ≈ 2.8 differs from Guo, Bhatt, and Huse’s
estimate bq ≈ 3.451.

In general, the FSS analysis appears to provide a good qualitative description of the quantum models at these small
scales. As in the classical case, collapses indicate that the scaling of the embedded models is very close to that of the
unembedded model. For these unembedded models we find values that are—with the exception of η—not far from
those reported in the literature, but with important deviations in ν, where we use our estimate 1/ν ≈ 1.55 rather
than the previous estimate 1/ν ≈ 1.3. Differences in methodology may account for these deviations.
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FIG. S5. Freezing in SA. Spin-flip acceptance probability varies as a function of JG, resulting in a freezing of dynamics at
high temperature for small JG. Three values of JG are shown, along with data for the logical model on a simple cubic lattice.
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FIG. S6. Scaling of residual Ising energy density at the critical point. Results shown are analogous to Fig. 4a, with
SQA and SA anneals stopped at their respective critical points. SQA has κc = 0.61(3) with equilibrium Ising energy per site
≈ −0.63, whereas SA has κc = 0.51(1) with equilibrium Ising energy per site ≈ −1.79. Error bars indicate 95% bootstrap
confidence intervals.

IV. NONEQUILIBRIUM DYNAMICS OF SA AND SQA

A. Freezing of dynamics in SA

The SA dynamics studied here proposes and accepts or rejects one spin update at a time, and proceeds along a
geometric schedule in β/JG. When JFM ≫ JG, dynamics “freeze”—spin flips become very unlikely to be accepted—at
a high temperature. To probe this phenomenon, we annealed L = 9 embedded 3D spin glasses with JG ∈ {1/4, 1/2, 1},
as well as the corresponding logical (simple cubic) spin glasses, and tracked the probability of a spin flip being accepted
at each sweep. Data are shown in Fig. S5.

For sufficiently long anneals and large systems, this effect should not change extracted KZ exponents. However,
there is a significant effect for the system sizes and anneal lengths probed in the main text, as evidenced by Extended
Data Figs. 2–4.

B. Energy decay at the critical point and inside the glass phase

As discussed in Section I, the form of energy decay at the critical point is subject to corrections within the glass
phase, and it is not obvious that Eq. (12) should hold even approximately. Here we investigate this question.
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In Fig. 4, mean Ising energy at the end of the anneal for QA, SA, and SQA is compared to the putative ground-

state energy, giving a final residual Ising energy density ρfE . To study energy decay at the (quantum or classical)
critical point, we stop the anneal at the critical point—here this is Tc = 1.1 and Γc/J = 2.89 for SA and SQA
respectively, with JG = 1 (see Section III). We take the mean Ising energy for a given anneal time ta, and subtract
off the equilibrium Ising energy to obtain a critical Ising residual energy density ρcE .

Here, the equilibrium Ising energy is estimated as a fitting parameter to a best-fit power-law form ρcE ∝ t−κc
a . This

fit is shown in Fig. S6. Based on the correction to Eq. (12), we may expect both SA and SQA to show κf < κc.
Indeed, for SA we see κc ≈ 0.51, κf ≈ 0.42. For SQA we see κc ≈ 0.61, κf ≈ 0.51. We note that the equilibrium Ising
energy per site is estimated at −0.63 at the quantum critical point for SQA, much higher than the value −1.79 at the
thermal critical point for SA. Eq. (12) predicts κc to be very close to the measured κf rather than the measured κc;
we attribute this mainly to finite size effects.

Although we are not able to projectively read out QA states at the critical point, this evidence suggests that one
might expect QA to show κc > κf , more in line with Eq. (12).

V. DATA COLLAPSE DOMAINS

All dynamics in this work are studied on the same geometries with the same boundary conditions (one periodic
dimension, 2 open dimensions). For this reason collapses are ideally performed over a range of ta such that the
observable, e.g., U , follows a consistent power-law scaling. Thus we discard fast annealing times that deviate from
this scaling. We also discard long annealing times where correlation length approaches system size, since this can lead
to anomalous boundary effects. This window of ta varies from one dynamics to another. In particular, we restrict our
collapse for QA to the region ta ≤ 30 ns to minimize complications arising from decoherence and noise, which causes
a smooth increase in the observed KZ exponent µ.

In Fig. S7 we plot µ for QA, SA, and SQA across sliding windows of ta. These windows are chosen to span a given
dynamic range in ta: tmin ≤ ta ≤ 3tmin for QA and tmin ≤ ta ≤ 6tmin for SA and SQA; using different dynamic ranges
is justified due to the polynomial speedup in QA compared to the software solvers. Only windows containing at least
6 measured annealing times are considered. As explained in the Methods section, confidence intervals are generated
from combined jackknife standard errors across system sizes and annealing times. The confidence intervals for the
individual windows overlap the confidence intervals for the overall region of data collapse; annealing times that are
deemed too fast or too slow are shown in gray.

There are several potential causes for the observed increase in µ for increasing ta in QA. Decoherence and noise,
as mentioned above, are leading causes. Deviation between the rf-SQUID flux qubit model and the transverse-field
Ising model may also play a role.

VI. EFFECT OF TEMPERATURE ON QA

Measurements in the main text were collected on a first quantum processing unit (QPU1) at a cryostat set-point of
12mK. To probe the effect of temperature, we performed measurements on a second QPU (QPU2) at temperatures
varying from 12mK to 21mK. KZ exponents µ were extracted using annealing times ranging from 8.1 ns to 30 ns,
with results shown in Fig. S8. Measurements are insensitive to temperature over this parametric range, supporting a
hypothesis of a coherent regime with negligible interaction with the environment.

VII. CALIBRATION REFINEMENT

Symmetries in the Ising Hamiltonian provide an opportunity to suppress calibration imperfections. This has been
shown to be very effective for geometrically-frustrated low-dimensional systems35,36,88,92,93. In this work we study
thousands of spin-glass realizations, and it is impractical to extensively refine the calibration for each one. Instead,
we tune only two aspects of the calibration: First, we balance qubits at degeneracy—with average magnitude zero—
using flux offsets. Second, we synchronize the eight annealing lines that control the annealing schedule of eight sets
of qubits, using anneal offsets. The latter is most relevant for the fastest anneals, since desynchronization between
annealing lines is on the order of 1 ns or less. For both of these refinements we use the same approach as was taken
in Ref.32, without tuning individual couplings; we refer the interested reader to the supplementary material of Ref.32

for more detail. For each selection of parameters (L, JG, ta, and pAFM) we perform an independent iterative shim for
both flux offsets and anneal offsets; each of these offsets is programmable on a per-qubit basis.
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FIG. S7. Data collapse windows. Each dynamics (SA, SQA, and QA) is run for varying annealing times; cumulants and
order parameters are collapsed over a subset of these times. For each dynamics and each JG ∈ {0.50, 0.75, 1.0}, the 95%
confidence interval for the extracted exponent µ (Fig. 3e) is shown as a shaded region. To test self-consistency, we extract µ
for annealing time windows [tmin, ktmin] where k = 3 for QA, k = 6 for SA and SQA (see text). Windows within the collapse
range used to determine µ are shown in color; windows intersecting unused annealing times are shown in gray.
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FIG. S8. Kibble-Zurek exponents for varying temperature. Main-text measurements on QPU1 at 12mK are compared
against a second QA processor, QPU2, operating at a range of temperatures. Error bars indicate jackknife 95% confidence
intervals over system sizes and anneal times.

For i ∈ {1, . . . , 8} let Vi denote the set of qubits on annealing line i, and for i, j ∈ {1, . . . , 8} let Eij denote the set
of couplings coupling a qubit in Vi to a qubit in Vj .
We perform the shim based on two assumptions:

• All qubits should have average magnetization zero.

• The average frustration probability of a coupler in Eij—that is, the average observed probability of a nonzero
coupler between Vi and Vj having a positive contribution to the energy, where the average is taken over both
samples and realizations—should be effectively independent of the choice of i and j.

The first assumption is trivially justified because there are no longitudinal fields used in the Ising Hamiltonian in this
work. For the second, we assume that the sets Eij are large and sufficiently spatially uncorrelated from the position
in the 3D lattice position. This assumption is reasonable because the annealing line assignments follow a regular
geometric pattern and the 3D lattice embeddings are determined with a heuristic random approach.

In Fig. S9a we show the final anneal offsets for the eight annealing lines after 1200 iterations on L = 12 3D spin
glasses. In Fig. S9b we show the distribution of average frustration in a glass coupling incident to each annealing
line. Data are shown with and without the anneal offset and flux offset shim, for ta = 6.2 ns and 30 ns. The
calibration refinement shim has a clear homogenizing effect on the per-line frustration. In Fig. S9c we show the
average magnetization of each qubit over the final 300 of 1200 iterations with and without the shim, which has a
clearly beneficial effect in balancing the qubits at zero magnetization.

In Fig. S10 we show the effect of calibration refinement on the dynamic scaling of the order parameter and Binder
cumulant. These data make it clear that the calibration refinement is necessary to obtain reasonable estimates of
critical exponents. However, we are focusing on a regime far outside the specifications of the calibration being refined,
which is intended for ta ≥ 500 ns.

VIII. RESIDUAL ENERGY DECAY

In Fig. S11 we show decay of residual energy for three dynamics: QA, SA, and SQA. For the MC solvers (i.e., SA
and SQA), we show this both in terms of MCS and in terms of computation time. We measured times per MCS on
a CPU (Intel® Core™ i7-7700HQ CPU @ 2.80GHz): 0.4ms for SA and 8.5ms for SQA. We call out two caveats:

• SQA time per sweep is approximately linearly dependent on β, and we have used a high value β = 64 throughout
(relative to crossing point Γ(s) = J(s); see Methods), to minimize thermal effects. However, even with a lower
β, SQA is not competitive with SA on the systems studied here.

• The codes used are reasonably fast but are written to be general, without optimizations such as lattice-specific
memory structure, function lookup tables, static spin ordering for sweeps (which deviates from standard interpre-
tations of quasi-physical dynamics), and random number reuse. SA in particular can be sped up significantly,
so we show SA annealing time using the quoted time of 2.42 spin flips per nanosecond (0.4 ns per spin flip)
for a highly optimized version of SA measured on an Intel® Xeon™ E5-2670 CPU @ 2.60GHz (94, Table 4,
an ss ge fi).
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FIG. S9. Calibration refinement. a, Anneal offsets (unitless, in s) are tuned to synchronize eight annealing lines for fast
anneals. b, Anneal offsets are learned through a loss function related to inhomogeneity of frustration of couplings incident to the
qubits on each annealing line. Flux offsets are learned through a loss function that minimizes nonzero average magnetization of
individual qubits. Tuning these improves the homogeneity of frustration with respect to annealing line. c, Systematic nonzero
magnetization for the qubits is also reduced.

As previously noted in Section IIC, the ground state energies of these “embedded” spin glasses, which use two-qubit
ferromagnetic dimers, can generally be found by instead solving a reduced “logical” problem on a simple cubic lattice.
Therefore we also compare QA performance on the embedded spin glasses against MC dynamics solving the logical
spin glasses. Although the primary aim of this work is to study quantum critical spin-glass dynamics, it is notable
that QA outperforms SA—both in scaling (in the coherent QA regime) and in absolute terms—even when QA has
an embedding overhead that does not affect SA.
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