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Supplementary Method Figures 

 

 

Supplementary Fig. 1. Flowchart of curating MEH-AlzEye and UK Biobank data for 3-year prediction of ischaemic stroke. MEH-AlzEye data is 

for fine-tuning SSL-based foundation model and internal evaluation, while UK Biobank is for external evaluation.   
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Supplementary Fig. 2. Flowchart of curating MEH-AlzEye and UK Biobank data for 3-year prediction of myocardial infarction. MEH-AlzEye data 

is for fine-tuning SSL-based foundation model and internal evaluation, while UK Biobank is for external evaluation.  
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Supplementary Fig. 3. Flowchart of curating MEH-AlzEye and UK Biobank data for 3-year prediction of heart failure. MEH-AlzEye data is for 

fine-tuning SSL-based foundation model and internal evaluation, while UK Biobank is for external evaluation.  
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Supplementary Fig. 4. Flowchart of curating MEH-AlzEye and UK Biobank data for 3-year prediction of parkinson’s disease. MEH-AlzEye data 

is for fine-tuning SSL-based foundation model and internal evaluation, while UK Biobank is for external evaluation.   
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Supplementary Fig. 5. Flowchart of curating MEH-AlzEye for 1-year prognosis of fellow eye converting to wet-AMD. MEH-AlzEye data is for 

fine-tuning SSL-based foundation model and evaluation.  
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Supplementary Fig. 6. RETFound architecture. For self-supervised learning (a), a large vision Transformer-based encoder and a small vision 

Transformer-based decoder are included. The encoder takes unmasked patches as input and outputs high-level features. The decoder inserts 

dummy features as masked tokens and takes all features as input. The output of the decoder is the reconstructed patches for the original 

images. For fine-tuning the model to downstream tasks (b), only the encoder is needed. The encoder embeds the image patches and extracts 

the high-level features, which are used for classification and prediction after a multi-layer perceptron. 
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