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Reviewer Comments & Decisions:  

Decision Letter, initial version: 
 
Dear Jing, 
 
Thank you for your letter detailing how you would respond to the reviewer concerns regarding your 
Article, "D-LMBmap: A fully automated deep learning pipeline for whole-brain profiling of neural 
circuitry". We have decided to invite you to revise your manuscript as you have outlined, before we 
reach a final decision on publication. 
 
Please do not hesitate to contact me if you have any questions or would like to discuss these revisions 
further. 
 
Please make sure documented code and test data are available for referee testing upon revision. 
 
 
When revising your paper: 
 
* include a point-by-point response to the reviewers and to any editorial suggestions 
 
* please underline/highlight any additions to the text or areas with other significant changes to facilitate 
review of the revised manuscript 
 
* address the points listed described below to conform to our open science requirements 
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* ensure it complies with our general format requirements as set out in our guide to authors at 
www.nature.com/naturemethods 
 
* resubmit all the necessary files electronically by using the link below to access your home page 
 
[Redacted] This URL links to your confidential home page and associated information about manuscripts 
you may have submitted, or that you are reviewing for us. If you wish to forward this email to co-
authors, please delete the link to your homepage. 
 
 
We hope to receive your revised paper within three months. If you cannot send it within this time, 
please let us know. In this event, we will still be happy to reconsider your paper at a later date so long as 
nothing similar has been accepted for publication at Nature Methods or published elsewhere. 
 
 
 
OPEN SCIENCE REQUIREMENTS 
 
REPORTING SUMMARY AND EDITORIAL POLICY CHECKLISTS 
When revising your manuscript, please update your reporting summary and editorial policy checklists. 
 
Reporting summary: https://www.nature.com/documents/nr-reporting-summary.zip 
Editorial policy checklist: https://www.nature.com/documents/nr-editorial-policy-checklist.zip 
 
If your paper includes custom software, we also ask you to complete a supplemental reporting 
summary. 
 
Software supplement: https://www.nature.com/documents/nr-software-policy.pdf 
 
Please submit these with your revised manuscript. They will be available to reviewers to aid in their 
evaluation if the paper is re-reviewed. If you have any questions about the checklist, please see 
http://www.nature.com/authors/policies/availability.html or contact me. 
 
Please note that these forms are dynamic ‘smart pdfs’ and must therefore be downloaded and 
completed in Adobe Reader. We will then flatten them for ease of use by the reviewers. If you would 
like to reference the guidance text as you complete the template, please access these flattened versions 
at http://www.nature.com/authors/policies/availability.html. 
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DATA AVAILABILITY 
Please include a “Data availability” subsection in the Online Methods. This section should inform readers 
about the availability of the data used to support the conclusions of your study, including accession 
codes to public repositories, references to source data that may be published alongside the paper, 
unique identifiers such as URLs to data repository entries, or data set DOIs, and any other statement 
about data availability. At a minimum, you should include the following statement: “The data that 
support the findings of this study are available from the corresponding author upon request”, describing 
which data is available upon request and mentioning any restrictions on availability. If DOIs are 
provided, please include these in the Reference list (authors, title, publisher (repository name), 
identifier, year). For more guidance on how to write this section please see: 
http://www.nature.com/authors/policies/data/data-availability-statements-data-citations.pdf 
 
CODE AVAILABILITY 
Please include a “Code Availability” subsection in the Online Methods which details how your custom 
code is made available. Only in rare cases (where code is not central to the main conclusions of the 
paper) is the statement “available upon request” allowed (and reasons should be specified). 
 
We request that you deposit code in a DOI-minting repository such as Zenodo, Gigantum or Code Ocean 
and cite the DOI in the Reference list. We also request that you use code versioning and provide a 
license. 
 
For more information on our code sharing policy and requirements, please see: 
https://www.nature.com/nature-research/editorial-policies/reporting-standards#availability-of-
computer-code 
 
 
MATERIALS AVAILABILITY 
As a condition of publication in Nature Methods, authors are required to make unique materials 
promptly available to others without undue qualifications. 
 
Authors reporting new chemical compounds must provide chemical structure, synthesis and 
characterization details. Authors reporting mutant strains and cell lines are strongly encouraged to use 
established public repositories. 
 
More details about our materials availability policy can be found at https://www.nature.com/nature-
portfolio/editorial-policies/reporting-standards#availability-of-materials 
 
 
ORCID 
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Nature Methods is committed to improving transparency in authorship. As part of our efforts in this 
direction, we are now requesting that all authors identified as ‘corresponding author’ on published 
papers create and link their Open Researcher and Contributor Identifier (ORCID) with their account on 
the Manuscript Tracking System (MTS), prior to acceptance. This applies to primary research papers 
only. ORCID helps the scientific community achieve unambiguous attribution of all scholarly 
contributions. You can create and link your ORCID from the home page of the MTS by clicking on 
‘Modify my Springer Nature account’. For more information please visit please visit <a 
href="http://www.springernature.com/orcid">www.springernature.com/orcid</a>. 
 
 
Please do not hesitate to contact me if you have any questions or would like to discuss these revisions 
further. We look forward to seeing the revised manuscript and thank you for the opportunity to 
consider your work. 
 
 
Sincerely, 
Rita 
 
Rita Strack, Ph.D. 
Senior Editor 
Nature Methods 
 
 
 
Reviewers' Comments: 
 
Reviewer #1: 
Remarks to the Author: 
In this manuscript, Li et al. report a fully automated deep learning pipeline called D-LMBmap, which is 
used for computational processing of light sheet-based 3D microscopic images and generating whole-
brain axonal projection maps. This work breaks new ground and reports an impressive single workflow 
to achieve accurate brain registration, structural segmentation, axonal segmentation, and 
quantification. The authors present solid and convincing evidence demonstrating the advantages of D-
LMBmap compared to several other current brain mapping tools, such as SeBRe, BIRDS, mBrainAligner, 
etc. Based on my experience of brain mapping for over a decade, the D-LMPmap may be one of the 
most powerful informatics tools to accelerate the generation of a whole-brain 3D connectome. Because 
lightsheet and other 3D microscopic imaging technologies have been adopted by numerous 
laboratories, the D-LMPmap will be an extremely valuable tool for these labs to map anatomical and 
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behavioral data. Overall, the manuscript is very well written and figures carefully constructed. With all of 
these considerations, I strongly support its publication in Nature Methods. 
I have only one major comment about the registration component. I am very impressed by the 
registration accuracy as described in the manuscript. However, based on my personal experience and 
knowledge, all current automated registration algorithms (including mBrainAligner described in the 
manuscript and the Allen Institute’s registration algorithm) suffer a major shortcoming. Their 
registration for large brain structures, such as the cerebral cortex, hippocampus, striatum, etc, is 
reasonable, but their accuracy for registration of smaller structures, such as individual thalamic or 
hypothalamic nuclei, is not ideal. This issue has been a long-standing problem affecting accuracy of 
large-scale anatomical data annotation and analysis. In comparison with classic neuroanatomical studies 
using Nissl or other cytoarchitectonic features for registration, all of these automated registration 
programs, including Allen CCF3, mBrainAligner and the D-LMBmap described here, use autofluorescence 
channel for registration. In my view, without cytoarchitectonic features, the registration accuracy for 
small structures will not be sufficient. I hope the authors can address this question in their revision. For 
example, in Figure 5, can the authors provide ground truth to demonstrate registration accuracy for 
small structures in thalamus, hypothalamus, and brainstem? 
Additionally, because I anticipate that this program will be adopted by numerous labs, please make sure 
the code deposited in Github is useable. 
 
 
 
Reviewer #2: 
Remarks to the Author: 
Zhongyu Li et al. developed D-LMBmap, an end-to-end package providing an integrated workflow 
containing three learning-based modules for whole-brain connectivity mapping. This paper is refreshing 
for researchers in this field and provides a new tool for projection connectivity research. However, as 
described in the paper, most of them are the transfer and application of existing AI methods, which lack 
enough originality. It would be a good job if the author could continue to polish the paper and add more 
rich results to demonstrate the practicability of the method. 
 
1. It is suggested that authors adopt more careful and rigorous comments on some "first" or similar 
statements in the manuscript. 
i. The authors claimed that “To the best of our knowledge, this is the first learning-based whole mouse 
brain registration framework which can achieve rigid, affine and deformation transformation in an end-
to-end deep neural network.” [Line 378-380] Different groups have studied learning-based methods for 
whole brain registration. The following literature is recommended： 
� Qu, L., Li, Y., Xie, P. et al. Cross-modal coherent registration of whole mouse brains. Nat Methods 19, 
111–118 (2022). https://doi.org/10.1038/s41592-021-01334-w 
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� Ni, H., Feng, Z., Guan, Y. et al. DeepMapi: a Fully Automatic Registration Method for Mesoscopic 
Optical Brain Images Using Convolutional Neural Networks. Neuroinform 19, 267–284 (2021). 
https://doi.org/10.1007/s12021-020-09483-7 
 
ii. The authors claimed that “current 3D brain registration methods heavily rely on the brain outline 
without a specific focus on the alignment of individual brain regions”. [Line 69-71] Brain region 
registration technology has been developed for many years, and it has long been a consensus in the field 
that only the outer contour of the brain region can not achieve accurate registration. So, there are a lot 
of approaches that are focused on the registration of individual brain areas. 
� Qu, L., Li, Y., Xie, P. et al. Cross-modal coherent registration of whole mouse brains. Nat Methods 19, 
111–118 (2022). 
� Ni, H., Tan, C., Feng, Z. et al. A Robust Image Registration Interface for Large Volume Brain Atlas. Sci 
Rep 10, 2139 (2020). 
� Jiang, X., Ma, J., Xiao, G., et al. A review of multimodal image matching: Methods and applications, 
Information Fusion, 73, 22-71 (2021). 
 
iii. In Line 105, “The three main modules—axon segmentation, brain region segmentation, and whole 
brain registration—are based on novel deep-learning neural network algorithms”. Does the term 
"Novel" refer to the author's novel approach, or does it mean the introduction of the latest algorithm? If 
it is the latter, it is recommended to add relevant references. If it is the former, the idea of using 
automatically generated labels to train neural networks for axon segmentation has been previously 
reported. The segmentation framework used by the author is based on the existing nn-Unet without any 
innovation or improvement in the architecture. Therefore, this module is not innovative for deep 
learning algorithms. 
� Huang Q, Chen Y, Liu S, et al. Weakly supervised learning of 3d deep network for neuron 
reconstruction[J]. Frontiers in Neuroanatomy, 2020, 14: 38. 
� Chen W, Liu M, Du H, et al. Deep-Learning-Based Automated Neuron Reconstruction From 3D 
Microscopy Images Using Synthetic Training Images[J]. IEEE Transactions on Medical Imaging, 2021, 
41(5): 1031-1042. 
� Chen X, Zhang C, Zhao J, et al. Weakly Supervised Neuron Reconstruction From Optical Microscopy 
Images With Morphological Priors[J]. IEEE Transactions on Medical Imaging, 2021, 40(11): 3205-3216. 
 
2. Axon segmentation 
a) Is the purpose of axon segmentation for projection axon density calculation or further axon tracing? 
At present, due to the rapid development of high-resolution whole-brain imaging technology, the 
research of neuroscience has not only focused on finding out which are axon signals (segmentation), but 
also needs to skeletonize them, judge their connection relationship, and finally realize the axon tracing. 
In this case, segmentation is the easiest first step. In particular, the latest HD-fMOST (Zhong et al. 2021, 
Nat Methods) had shown that a large range of complex neural fibers was accurately identified by 
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traditional algorithms due to the high-definition image quality. As the most difficult analytical task, axon 
tracing has not yet been solved, and it is also the focus of most current axon analysis methods. 
 
b) The axons are distributed in the whole brain. The labeling effect of virus labels, autofluorescence 
background of local brain tissue, and distribution characteristics of axons themselves may affect the 
quality and features of the final axon images. Can the expanded training set in this paper cover all the 
axon features in the whole brain? Can simple axon training sets be used to achieve accurate 
segmentation of complex and dense axons? -- This will affect the application of the method, and I 
suggest that the author add relevant validation experiments to demonstrate it. 
 
c) It is recommended that the author supplement the evaluation of the integrity of the segmented axon. 
The Dice coefficient in Fig2 was only about 0.7, indicating that the degree of signal extraction was 
limited. Although clDice reached 0.9, as an index to measure topological similarity, it is not appropriate 
to use clDice for evaluation on the premise that the integrity of extracted axons cannot be guaranteed. 
In addition, according to "the quantitative evaluation of six sample cubes" [Line 200-202], the precision 
rate was 0.8 and the Dice coefficient was 0.7, then the recall rate can be calculated as only about 0.6. 
Does it mean that about 40% of the axons were not recognized? 
 
d) The main difficulty in axon segmentation or identification is the low signal intensity and the signal-to-
noise ratio of the target object, which may further lead to specific problems such as discontinuity of the 
segmented axon. I suggest adding enlarged views to show the segmented axon details. Extended Data 
Movie 2 appears to show some unrecognized axons. 
 
e) The Dice index and Precision index of this paper are far better than the TrailMap method. TrailMap 
used expert annotated data to conduct model training and prediction based on, while D-LMBMap used 
automatically generated training data. I suggest that the authors supplement the corresponding ablation 
experiments to reveal the mechanism behind the improvement. 
 
f) In extended data table 1, the author gives the data set used for axon segmentation. There are 3 data 
sets with low resolution, it is difficult to ensure that a single axon can be distinguished -- does it limit the 
application scenarios of the method? Adding a discussion about it will be good. 
 
g) During the automatic generation of training samples, about 40 axon cubes were selected for some 
data and about 90 for others. In addition, the number of artifact blocks is also not fixed. How to 
determine these numbers? Is it a random selection within the whole brain? If not, on what basis? 
 
3. Brain region segmentation and registration 
a) The idea of style transfer is very clever, and it is indeed promising to solve the problem due to the big 
style difference between the data to be registered and the reference map like CCF, which affects the 
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registration quality. As stated in the paper, the premise of the smooth application is that "in which the 
image appearance is converted into a reference image style without losing its original content" [Line 
226-227]. However, it can be seen from Extended data fig.4 that the structure information and gray 
value information of the transferred brain and the original brain is very different. The gray value 
difference in the original brain has specific biological significance, while some gray values were directly 
reversed after the transfer. Is there a biological or mathematical explanation behind this mapping 
mechanism, and how to verify it without losing the original content? 
 
b) Before registration, the author down-sampled the whole brain data set to 320*456*528 pixels 
(extended data table 4), which belonged to the test data with low resolution. Allen CCF currently 
provides the data with 10-micron resolution. I wonder how well the method has been tested on this 
level of data. 
 
c) As far as we know, it works well to calculate Dice and so on for large brain regions. Can you 
supplement registration results of smaller nuclei (lateral habenular, etc.), and even consider using 
reference sites to calculate distance deviations directly? 
 
4. Software 
a) The software is difficult to install and lacks dependency packages. Could you please provide more 
detailed instructions for the convenience of users? 
 
b) The software is not stable enough and sometimes encounters crashes. It is suggested to further 
optimize the software for better promotion and use. 
 
 
 
Reviewer #3: 
Remarks to the Author: 
A. The authors present an integrated pipeline for automated analysis of mesoscale projection mapping 
from whole-brain light microscopic imaging data of different modalities. The work is based on putting 
together deep net based modules for axon segmentation and brain/atlas registration. 
 
B. The primary claim to originality is that this is the first time such an integrated pipeline has been 
presented, and also that individual modules in this pipeline are new. This claim is difficult to sustain. 
 
First, the primary focus of the paper is on the brain/atlas registration problem, but the methods 
presented by the authors are neither of very high quality (they only segment the brain into 6 
compartments - compare this with the 500-1000 compartments in current mouse brain atlases). Leaving 
aside the comparisons with other methods, such a segmentation is of very little value for modern 
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mesoscale projection analysis from a biological significance perspective. Besides, the multimodal/cross 
contrast brain/atlas registration problem addressed by the authors through the style-transfer and GANS 
approaches has already been addressed satisfactorily in previous publications (e.g. both learned 
contrast maps and treatment of damaged/distorted sections of the brain are addressed in 
https://doi.org/10.1007/978-3-030-33226-6_18 ). 
 
Second, segmentation of axons in brain images is a large subject and goes well beyond the few 
references considered by the authors (consider the DIADEM challenge and many associated papers). 
Even in the context of mesoscale projection mapping there have been multiple relevant works, including 
the original AIBS publications on mesoscale connectivity maps of the mouse brain. The authors posit 
that the primary difficulty lies in the laborious process of manually segmenting of proofreading 
individual axons under a sufficient variety of circumstances. This is true, but the solution offered by the 
authors (reliance on human labeling of image cubes containing/not containing axons, followed by a set 
of classical machine vision approaches including thresholding, morphological operations etc) fails to 
reach the biologically relevant bar of providing ground truth guarantees on the individually traced 
neurite fragments. While the specific technique presented by the authors for axon segmentation may or 
may not correspond to previous approaches (it is difficult to judge because the authors do not 
comprehensively review this large literature), there is no demonstration of biological ground truthing 
(which necessarily requires a validation set of manually labelled axons across a spectrum of brain 
regions). Thus it is difficult to conclude that there has been a true methodological advance here, as 
opposed to yet another technique added to a large variety of techniques already brought to bear on this 
problem. 
 
Third the authors do not show recognition of one of the primary issues that plague the analysis of 
mesoscale projections, namely the analysis of the injection sites themselves. The key problem with this 
kind of projection mapping and associated analysis is that injections are difficult to control (thus they 
have widely varying sizes and seldom cover the brain in a uniform manner), thus the projection maps 
derived from such injections have necessarily to be subjected to careful deconvoution analysis. This is 
still an open problem without satisfactory solutions, perhaps only to be addressed by combining with 
single-neuron data (of which there is a growing volume today). Genetic constructs seldom label a 
spatially well-localized set of somata, so any automated pipeline for mesoscale projection analysis worth 
its salt must address thorny issue. The manuscript shows no evidence that this has been considered. 
 
As such, the novelty of both the modules and the integrated approach is modest, and of uncertain 
biological relevance. If the authors consider that the software pipeline integration is the key story here 
this paper might better be directed towards a software journal. 
 

Author Rebuttal to Initial comments   
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Decision Letter, first revision: 

 
 Dear Jing, 
 
Thank you for submitting your revised manuscript "D-LMBmap: A fully automated deep learning pipeline 
for whole-brain profiling of neural circuitry" (NMETH-A50696A). It has now been seen by the original 
referees and their comments are below. The reviewers find that the paper has improved in revision, and 
therefore we'll be happy in principle to publish it in Nature Methods, pending minor revisions to satisfy 
the referees' final requests and to comply with our editorial and formatting guidelines. 
 
In response to the remaining comments from reviewer 2, we ask that you include an honest and 
detailed discussion of computational costs/data size. 
 
We are now performing detailed checks on your paper and will send you a checklist detailing our 
editorial and formatting requirements in about a week. Please do not upload the final materials and 
make any revisions until you receive this additional information from us. 
 
TRANSPARENT PEER REVIEW 
Nature Methods offers a transparent peer review option for new original research manuscripts 
submitted from 17th February 2021. We encourage increased transparency in peer review by publishing 
the reviewer comments, author rebuttal letters and editorial decision letters if the authors agree. Such 
peer review material is made available as a supplementary peer review file. Please state in the cover 
letter ‘I wish to participate in transparent peer review’ if you want to opt in, or ‘I do not wish to 
participate in transparent peer review’ if you don’t. Failure to state your preference will result in delays 
in accepting your manuscript for publication. 
 
Please note: we allow redactions to authors’ rebuttal and reviewer comments in the interest of 
confidentiality. If you are concerned about the release of confidential data, please let us know 
specifically what information you would like to have removed. Please note that we cannot incorporate 
redactions for any other reasons. Reviewer names will be published in the peer review files if the 
reviewer signed the comments to authors, or if reviewers explicitly agree to release their name. For 
more information, please refer to our <a href="https://www.nature.com/documents/nr-transparent-
peer-review.pdf" target="new">FAQ page</a>. 
 
ORCID 
IMPORTANT: Non-corresponding authors do not have to link their ORCIDs but are encouraged to do so. 
Please note that it will not be possible to add/modify ORCIDs at proof. Thus, please let your co-authors 
know that if they wish to have their ORCID added to the paper they must follow the procedure 
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described in the following link prior to acceptance: 
https://www.springernature.com/gp/researchers/orcid/orcid-for-nature-research 
 
Thank you again for your interest in Nature Methods. Please do not hesitate to contact me if you have 
any questions. We will be in touch again soon. 
 
Sincerely, 
Rita 
 
Rita Strack, Ph.D. 
Senior Editor 
Nature Methods 
 
 
 
 
Reviewer #1 (Remarks to the Author): 
 
The authors have carefully and thoroughly addressed my concerns, as well as critiques from other 
reviewers. I have no more comments. 
 
 
Reviewer #2 (Remarks to the Author): 
 
The authors responded positively to almost all the comments, and the revised manuscript has improved 
dramatically. I believe these improvements will be more helpful for readers to understand the main 
contributions of the study and guide everyone to use the technical ideas and tools suggested by the 
authors. 
 
It is also because I am happy to see new methods can be applied that I think that the difficulties related 
to the calculation cannot be ignored. The limitation of computing resources is a constraint to applying 
your method on 10 μm image data. However, as we know, the down-sampling of CCF to 25 μm per pixel 
will cause information loss of brain parcellation, especially for subtle brain nuclei. This may also be why 
CCF needs to provide a 10 μm version. Possibly worse, many biology labs may struggle with the 
computing resources required for even a basic 25 μm solution. Therefore, I strongly recommend that 
the authors address this issue more comprehensively, assess the application limitations imposed by this 
technical bottleneck, or at least provide necessary clarifications in the discussion section or elsewhere 
where appropriate to mitigate potential concerns. 
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Author Rebuttal, first revision: 
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Final Decision Letter: 
 
Dear Jing, 
 
I am pleased to inform you that your Article, "D-LMBmap: A fully automated deep learning pipeline for 
whole-brain profiling of neural circuitry", has now been accepted for publication in Nature Methods. 
Your paper is tentatively scheduled for publication in our October print issue, and will be published 
online prior to that. The received and accepted dates will be Oct 20, 2022 and August 2, 2023. This note 
is intended to let you know what to expect from us over the next month or so, and to let you know 
where to address any further questions. 
 
Acceptance is conditional on the data in the manuscript not being published elsewhere, or announced in 
the print or electronic media, until the embargo/publication date. These restrictions are not intended to 
deter you from presenting your data at academic meetings and conferences, but any enquiries from the 
media about papers not yet scheduled for publication should be referred to us. 
 
Over the next few weeks, your paper will be copyedited to ensure that it conforms to Nature Methods 
style. Once your paper is typeset, you will receive an email with a link to choose the appropriate 
publishing options for your paper and our Author Services team will be in touch regarding any additional 
information that may be required. 
 
You will receive a link to your electronic proof via email with a request to make any corrections within 
48 hours. If, when you receive your proof, you cannot meet this deadline, please inform us at 
rjsproduction@springernature.com immediately. 
 
Please note that <i>Nature Methods</i> is a Transformative Journal (TJ). Authors may publish their 
research with us through the traditional subscription access route or make their paper immediately 
open access through payment of an article-processing charge (APC). Authors will not be required to 
make a final decision about access to their article until it has been accepted. <a 
href="https://www.springernature.com/gp/open-research/transformative-journals"> Find out more 
about Transformative Journals</a> 
 
Authors may need to take specific actions to achieve <a 
href="https://www.springernature.com/gp/open-research/funding/policy-compliance-faqs"> 
compliance</a> with funder and institutional open access mandates. If your research is supported by a 
funder that requires immediate open access (e.g. according to <a 
href="https://www.springernature.com/gp/open-research/plan-s-compliance">Plan S principles</a>) 
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then you should select the gold OA route, and we will direct you to the compliant route where possible. 
For authors selecting the subscription publication route, the journal’s standard licensing terms will need 
to be accepted, including <a href="https://www.springernature.com/gp/open-research/policies/journal-
policies">self-archiving policies</a>. Those licensing terms will supersede any other terms that the 
author or any third party may assert apply to any version of the manuscript. 
 
If you have any questions about our publishing options, costs, Open Access requirements, or our legal 
forms, please contact ASJournals@springernature.com 
 
Your paper will now be copyedited to ensure that it conforms to Nature Methods style. Once proofs are 
generated, they will be sent to you electronically and you will be asked to send a corrected version 
within 24 hours. It is extremely important that you let us know now whether you will be difficult to 
contact over the next month. If this is the case, we ask that you send us the contact information (email, 
phone and fax) of someone who will be able to check the proofs and deal with any last-minute 
problems. 
 
If, when you receive your proof, you cannot meet the deadline, please inform us at 
rjsproduction@springernature.com immediately. 
 
Once your manuscript is typeset and you have completed the appropriate grant of rights, you will 
receive a link to your electronic proof via email with a request to make any corrections within 48 hours. 
If, when you receive your proof, you cannot meet this deadline, please inform us at 
rjsproduction@springernature.com immediately. 
 
Once your paper has been scheduled for online publication, the Nature press office will be in touch to 
confirm the details. 
 
If you have posted a preprint on any preprint server, please ensure that the preprint details are updated 
with a publication reference, including the DOI and a URL to the published version of the article on the 
journal website. 
 
Once your paper has been scheduled for online publication, the Nature press office will be in touch to 
confirm the details. 
 
Content is published online weekly on Mondays and Thursdays, and the embargo is set at 16:00 London 
time (GMT)/11:00 am US Eastern time (EST) on the day of publication. If you need to know the exact 
publication date or when the news embargo will be lifted, please contact our press office after you have 
submitted your proof corrections. Now is the time to inform your Public Relations or Press Office about 
your paper, as they might be interested in promoting its publication. This will allow them time to 
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prepare an accurate and satisfactory press release. Include your manuscript tracking number NMETH-
A50696B and the name of the journal, which they will need when they contact our office. 
 
About one week before your paper is published online, we shall be distributing a press release to news 
organizations worldwide, which may include details of your work. We are happy for your institution or 
funding agency to prepare its own press release, but it must mention the embargo date and Nature 
Methods. Our Press Office will contact you closer to the time of publication, but if you or your Press 
Office have any inquiries in the meantime, please contact press@nature.com. 
 
To assist our authors in disseminating their research to the broader community, our SharedIt initiative 
provides you with a unique shareable link that will allow anyone (with or without a subscription) to read 
the published article. Recipients of the link with a subscription will also be able to download and print 
the PDF. 
 
As soon as your article is published, you will receive an automated email with your shareable link. 
 
You can now use a single sign-on for all your accounts, view the status of all your manuscript 
submissions and reviews, access usage statistics for your published articles and download a record of 
your refereeing activity for the Nature journals. 
 
Nature Portfolio journals <a href="https://www.nature.com/nature-research/editorial-
policies/reporting-standards#protocols" target="new">encourage authors to share their step-by-step 
experimental protocols</a> on a protocol sharing platform of their choice. Nature Portfolio 's Protocol 
Exchange is a free-to-use and open resource for protocols; protocols deposited in Protocol Exchange are 
citable and can be linked from the published article. More details can found at <a 
href="https://www.nature.com/protocolexchange/about" 
target="new">www.nature.com/protocolexchange/about</a>. 
 
Please note that you and any of your coauthors will be able to order reprints and single copies of the 
issue containing your article through Nature Portfolio's reprint website, which is located at 
http://www.nature.com/reprints/author-reprints.html. If there are any questions about reprints please 
send an email to author-reprints@nature.com and someone will assist you. 
 
Please feel free to contact me if you have questions about any of these points. 
 
Best regards, 
Rita 
 
Rita Strack, Ph.D. 


