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Supplementary figures  

  
SFig. 1 Radargrams upstream from South Pole. Locations shown in SFig. 2. All profiles oriented with South Pole to the left. Upper panel shows surface elevation. Second panel shows 
elevation converted radargrams. Note Automatic Gain Correction (AGC) filter applied to enhance layers masks variation in bed brightness. Third panel shows radargrams normalised 
for ice thickness. Fourth panel shows bed roughness calculated as the standard deviation of residual high frequency topography within a 1.5 km moving window. Fifth panel shows 
bed return power (prior to AGC filter) corrected for geometric spreading and englacial attenuation. Red line shows local 3 km mean values. Black line shows regional 60 km mean 
values. Horizontal thick blue and red lines show layer draw down indicative of basal melting and inferred ponded basal water respectively.  



 

SFig. 1 continued. 



 

 

SFig. 2. Traced internal layers. a) Entire PolarGAP flight line including modelled region of enhanced 
basal melting (main text Fig. 2 A-A’). Blue lines mark picked ice sheet surface and bed. Red layers 
highlight dated horizons traced from South Pole. T1 and T2 locate turns. Note the deepest layer at 
Pole is below the currently available SPICECORE depth-age model (green bar). Also note shallow layers 
are present in the region of T1-T2, but have not been traced for this study. Dotted lines mark horizons 
traced along the entire flight used to provide an estimate of error in tracing individual layers. Vertical 
yellow line marks intersection point with SPRI flight. We call this point the “Dipstick” as our initial 
depth age model was constrained at this location. Red line (f) marks proposed fault scarp at margin of 
subglacial highlands. b) Section of SPRI flight line with dated internal layers traced from the Vostok ice 
core in black1. c) Location map of picked profiles overlain on subglacial topography.  Strong colour 
from PolarGAP survey, light colours show bed elevation interpolated from previous surveys. Short pink 
and red lines (a-f) locate profiles in SFig. 1. Yellow line marks SPRI profile X-X’. Cross at SPRI/PolarGAP 
intersection locates the Dipstick. 

 

 



 

SFig. 3. Depth age curve at PolarGAP/SPRI intersection (Dipstick). Black and blue crosses mark age and 
uncertainties for layers traced from SPICECORE, and the Vostok Ice core respectively. Depth-age 
model derived for optimised rheology and recent (1 ka average) accumulation, assuming a fixed zero 
basal melt rate. Red error bars represent the derived values of age and its uncertainty at the radar 
layers used in the paper. Note error envelope for depth-age model is narrower than errors on initial 
data points as knowledge of past temporal variations in accumulation acts as an additional constraint. 
The +/-1 sigma error bounds in this and subsequent figures were calculated based on the distribution 
of the results of 1000 runs of our Monte Carlo analysis. 

 

SFig. 4. Propagation of uncertainty at the dipstick for the optimal values of (a) surface mass balance 
and (b) rheological index 𝜂𝜂. The dashed line in (a) is the estimated present surface accumulation2.  
The rheological index is the dimensionless flow behaviour index describing the deviation of ice flow 
response from a linear Newtonian fluid (𝜂𝜂 = 1) towards a plastic material (𝜂𝜂 ≫ 1).  



 

SFig. 5. Calculated basal melt rate along modelled profile. The +/-1 sigma error bounds were 
calculated based on the distribution of the results of 1000 runs of our Monte Carlo analysis. 

 

SFig. 6. Recovered spatial variation in accumulation rate along modelled profile. Dashed line marks 
regional estimate of present day accumulation rate2. An average accumulation value for the last few 
thousand years ~15% lower than present day accumulation is consistent with observations elsewhere 
in Antarctica3.  

 



Supplementary Table 1 

 

Supplementary Table 1: Input depth-age relationship and errors for layers at the PolarGAP/SPRI 
intersection point (Dipstick) (See SFig. 3). Errors in depth and age are derived from uncertainties in 
layer tracing. Uncertainties in age/depth from ice core records are assumed to be negligible in 
comparison.   

Layer Depth 22 
km from Pole 

Layer Depth at SPRI 
intersection (Dipstick) Age yr 

Depth 
error m 

Age 
error yr Survey/ age source  

603 372 7944 57 941 PolarGAP/SPICECORE  
931 612 14602 92 2859 PolarGAP/SPICECORE  

1244 846 28488 125 6685 PolarGAP/SPICECORE  
1486 1052 40371 151 7959 PolarGAP/SPICECORE 
1613 1187 46955 165 8743 PolarGAP/SPICECORE 

 1112 34000  10000 SPRI/Vostok 
 1421 80000  10000 SPRI/Vostok 
 1651 113000  10000 SPRI/Vostok 
 1995 125000  10000 SPRI/Vostok 
 2224 146000  10000 SPRI/Vostok 



Supplementary text 

1. Data collection and processing 
1.1. Radar data and bed elevation  

The geophysical observations presented in this paper were made as part of the European Space 
Agency (ESA) PolarGAP airborne survey (Fig. 1), which collected ~30,000 km of line-track data during 
the 2015/16 field season.  Radargrams and ice thickness estimates were made with the British 
Antarctic Survey coherent radar system (PASIN), which has a carrier frequency of 150 MHz, a 
bandwidth of 12 MHz and acquires pulse-coded waveforms at a rate of 312.5 Hz. To reduce the off-
axis scattering and improve the signal to noise a Doppler beam sharpening filter was applied to the 
data.  Then to identify the bed echo the data was first decimated to 2 Hz, giving an along track 
spacing of ~30 m. The onset of the bed echo was identified and picked in a semi-automatic manner 
using PROMAX seismic processing software. The travel time between the surface and the bed pick 
was converted to ice thickness using an EM velocity in ice of 168 mµ s-1, a standard firn correction of 
10 metres was then added.  Crossover analysis comparing recovered bed elevation (surface 
elevation minus ice thickness) at line intersections across the entire survey area yielded an overall 
RMS error of 65.7 m. This number includes a small number of large errors >200 m seen in 
mountainous areas, reflecting places where the bed is picked at different elevations on different 
lines – likely reflecting misidentification of off axis reflections as bed returns. For regions with less 
extreme topography, as seen upstream of South Pole, the RMS error estimate for the PolarGAP 
survey from cross over analysis is 31 m. 

1.2. Basal reflectivity  
To examine the spatial variation in basal reflectivity 𝑅𝑅, we assume the bed is specular and recover 
the relative Fresnel reflection coefficient using a simplified form of the radar equation. The 
maximum amplitude 𝐴𝐴 within a 100 ns window below the picked bed return was extracted from the 
radar data. The recovered echo power was corrected for geometric spreading and attenuation in the 
ice (𝐾𝐾) as follows:  

[𝑅𝑅]  =  20 ×  𝑙𝑙𝑙𝑙𝑙𝑙10 𝐴𝐴 +  𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 +  (2 ×  𝐾𝐾 ×  𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)  +  (𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂)   (1) 

Where 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = ice thickness and 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 is the geometric correction calculated as: 

𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 =  20 ×   𝑙𝑙𝑙𝑙𝑙𝑙10 ((𝐸𝐸𝑎𝑎 − 𝐸𝐸𝑠𝑠) + (𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡/𝜀𝜀0.5))    (2) 

Where 𝐸𝐸𝑎𝑎 = aircraft elevation, 𝐸𝐸𝑠𝑠 = ice surface elevation and permittivity of ice 𝜀𝜀 = 3.2, the [] donate 
a dB scale. As the dB scale is relative we shifted data on all profiles by -135 dB (𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) which gave a 
mean value of zero across the three flights flown upstream of South Pole.  

The term due to attenuation within the ice column assumes a fixed attenuation rate of 10 dBkm-1 
(one way), consistent with previous estimates for the interior of the East Antarctic Ice sheet4. The ice 
thickness along the model profile varies between 2711 and 3293 m, and hence the variation in the 
geometric correction along the profile is <1.5 dB. We assume that attenuation rate is uniform along 
our comparatively short profile. Attenuation rate may vary with ice sheet temperature in response 
to variability in accumulation rate and geothermal flux5. However, the limited variation in modelled 
accumulation rate from ~40 to 58 mm a-1 implies an associated change in attenuation of just ~1 dB 
km-1, or ~6 dB in total5. The observed variability in reflectivity is >20 dB indicating we are observing 
basal properties rather than variability ice sheet attenuation. In addition the basal brightness shows 
an abrupt step in power, which is not predicted by models of the accumulation or ice sheet thermal 
structure.  



Areas with ‘bright’ bed were defined as those regions where the local reflectivity, after a 3 km mean 
filter, was 10 dB greater than the regional reflectivity, defined by a 60 km filter of the same data. 
This comparison further helps to remove the impact of any regional variability in attenuation. The 
brightness threshold was chosen as +10 dB power has been used as an indicator of subglacial water 
by previous workers6.   

Bed reflectivity is enhanced by both the presence of water and the smoothness of the bed5. We 
therefore calculated a measure of bed roughness and compare it with the recovered basal 
reflectivity (SFig. 1). The standard deviation within a moving window gives a simple estimate of the 
of the roughness of a surface7. To minimise the impact of regional slopes the bed elevation was high-
pass filtered before the standard deviation was calculated. We chose an analysis window of 1.5 km 
for the high pass filter and for assessment of the standard deviation. This width is narrower than the 
main topographic features, and hence gives a view of relatively local bed roughness. Such a 
statistical measurement of basal roughness is not a direct measure of the meter-scale roughness, 
which causes scattering and attenuation of the radar signal. However, studies have shown that 
qualitatively statistical and direct radar measurements of bed roughness appear to reveal the same 
patterns8, hence it is reasonable to use the statistical measure as a proxy for the expected variation 
in attenuation due to roughness. More complete analysis of the self-affine nature of subglacial 
roughness are beyond the scope of this paper. Our results (SFig. 1) show that there is not a direct 
correlation between smooth and bright bed, indicating that the presence of water, rather than 
variation in roughness alone, is the most likely contributor to the observed reflectivity signal. 

1.3. Ice sheet surface elevation   
A Riegl Q-240i scanning lidar was used to measure the surface elevation for the majority of PolarGAP 
flights, including along the analysed flight profiles. Data were corrected for roll, pitch and heading 
from an on board iMAR high-accuracy inertial measurement unit, calibrated from known target 
over-flights and Rothera and South Pole research stations, and combined with a high precision 
kinematic dual-frequency GPS position solution. Lidar surface elevation estimates are considered to 
be accurate to better than 10 cm, as confirmed by the swath cross-overs throughout the PolarGap 
survey. To simplify further analysis, the surface elevation directly below the aircraft at each radar 
sampling point was interpolated from the lidar swath.  For some of the PolarGAP flights lidar data 
was unavailable, or intermittent, due to low clouds or fog/snowdrift. In these cases the ice surface 
was derived from the ice surface return picked by the radio-echo sounding system and calibrated to 
regions where lidar data were available. In areas where radar data was used the surface elevation is 
accurate to ~1.2 m. 

2. Depth Age model 
To estimate basal melting we utilised a series of dated ice sheet internal layers (assumed to be 
isochronous) which extend across the region of proposed melting. These dated layers were used to 
constrain a transient 1D depth-age model, allowing estimation of optimal basal melt and surface 
accumulation rates. The procedures for identifying layers, estimating errors and details of the model 
used are laid out below.   

2.1. Tracing internal layers. 
Internal layers (SFig. 2) were manually picked from the radargrams as follows. Radargrams were first 
transformed to rasters, where the x axis is trace number and the y axis is elevation calculated 
assuming a radar velocity in ice of 168 m µs-1. A Gaussian filter with a 10 trace wide (~300 m) and 10 
m deep window was applied to the raster to minimise random noise in the radar data. Layers were 
enhanced by either an automatic gain correction (AGC) filter, or by calculating the derivative of the 



radar amplitude with depth. Layers were then manually digitised, primarily by following the edges of 
high amplitude layers in the AGC data, but also guided by derivative information in regions where 
layers were difficult to follow in the AGC data. The digitised information (trace number and 
elevation) for each layer was then re-combined with spatial navigation information for display and 
further modelling.  

2.2. Initial depth-age values and associated uncertainty 
The shallowest five layers traced from close to South Pole (SFig. 2a) were initially assigned ages 
based on the depth-age curve (Conway and Fudge (pers. com. 2017)) derived from the SPICECORE9 
drill hole, assuming radar layers in the vicinity of South Pole are horizontal. To assess the 
uncertainties associated with layer tracing two layers with initial elevations of 746 m and 1351 m 
were traced for ~1000 km forming a closed loop (SFig. 2a). Discrepancies in elevation at the loop 
closure were 17 and 58 m for the shallow and deep layers respectively. This suggests an average 
error in traced layer depth of ~37 m. An additional uncertainty in layer age stems from the 
assumption of horizontal layers upstream of South Pole. The model line starts ~22 km from the 
SPICECORE drill site introducing significant potential errors. An adjacent line extending to within 4 
km of the SPICECORE site suggests that over 22 km upstream of South Pole layers ~600 m deep vary 
by just 21 m, while layers ~1600 m deep vary by up to 130 m.  The overall error in depth was 
assumed to reflect the sum of the average uncertainty in traced layer depth, and an error 
proportional to layer depth due to the assumption of horizontal layers upstream of South Pole. The 
associated uncertainty in age was calculated by applying the maximum depth uncertainty to the 
SPICECORE depth-age model (Conway and Fudge (pers. com. 2017)). To provide age information for 
the deeper parts of the profile we used data from the intersection with a radar line flown during the 
SPRI campaign where layers originating close to the Vostok ice core have been traced1 (SFig. 2b). The 
uncertainty in age for the layers traced from Vostock in the SPRI data was assumed to be 10 ka. 
Input data for the initial depth-age model is shown in Supplementary Table 1. 

2.3. Dating the dipstick 
Although the five shallowest layers can be dated to an age of ~47 ka by association with the 
SPICECORE drill site, the reminder of layers were too deep (SFig. 2a). The intersection between the 
PolarGAP line and an older SPRI flight, known as the Dipstick, meant we were able to augment our 
depth-age information with layers traced from the Vostock ice core1 with dates stretching back to 
>140 ka. However, as it can be challenging to directly link specific dated radar layers imaged by 
different radar systems10 we instead constructed a depth age model constrained by both data sets 
(SFig. 3), and assigned intersecting layers ages from this model.  The best fitting depth-age mode was 
constructed using the numerical model described below in Section 2.4. This technique was used in 
favour of simply extrapolating information between dated layers as age-depth is highly non-linear. 
Ages and uncertainties for all layers intersecting the dipstick, including those previously dated by 
proximity with SPICECORE, were derived from the best fitting model to ensure consistency in error 
propagation with depth.  

We assume that there is no melting beneath the dipstick location, as there is no evidence of layer 
drawdown or a bright basal reflector in this location (Main text Fig. 2, SFig. 1b).  We estimate the 
optimal values of the rheological index 𝑛𝑛 and present surface accumulation so that the difference in 
age between model and observations traced from the ice-cores is fit best. The rheological index 𝜂𝜂 is 
the dimensionless flow behaviour index, which describes the deviation of ice flow response from a 
linear Newtonian fluid (𝜂𝜂 = 1) towards a plastic material (𝜂𝜂 ≫ 1). For the minimization, we use the 
Nelder-Mead simplex algorithm11 within Matlab R2017a (fminsearch). We use a basic Monte Carlo 
method12 to propagate the uncertainty in dates traced from the ice-cores to the age-depth model 



used for dating the radar layers. The propagation of uncertainty is obtained as the distribution of 
probability from a set of one thousand results for the optimal rheological index 𝜂𝜂, surface 
accumulation and the derived age-depth model. For each one of the simulations, we resample the 
measured age-depth observations assuming a uniform distribution within the area of confidence of 
the observations. The recovered optimal values for 𝜂𝜂 and present (~1 ka average) accumulation, and 
their uncertainty, are shown in SFig. 4. These values are reasonable given previous studies of recent 
(~1 ka average) Antarctic accumulation3 and ice sheet rheology, which has an expected range of 
between 2 and 513,14. 

Some models by other authors15 suggest that there may be regionally widespread melting in the 
area of the Dipstick of around 3 mm a-1. Such regional melting would not be resolved as local layer 
drawdown and could theoretically affect our recovery of a reliable depth age curve. To test if our 
assumption of zero melting at the Dipstick was valid we therefore re-ran the inversion imposing a 
melt rate of 3 mm a-1. This test recovered values for 𝜂𝜂 which were highly skewed to values of one 
(the minimum allowed in our inversion). Recovery of such skewed and unreasonably low values13 for 
𝜂𝜂 indicate that at this specific location significant basal melting is not consistent with the depth age 
curve indicated by tracing internal layers (SFig. 3). Hence, our assumption of zero melting at the 
dipstick is likely valid.   

2.4. The transient 1d depth-age model 
For this paper, we consider that the distribution of the age varies in time, from a given initial state 
𝑨𝑨𝟎𝟎 to the present (𝑡𝑡 =  𝑡𝑡𝑝𝑝), but we neglect the effect of horizontal advection and the local variation 

of thickness through time (𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 0). The age of ice can then be expressed as:  

𝜕𝜕𝑡𝑡𝐴𝐴 + 𝑤𝑤(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡)𝜕𝜕𝑧𝑧𝐴𝐴 = 1,     0 ≤ 𝑧𝑧 ≤ 𝐻𝐻, 0 ≤ 𝑡𝑡 ≤ 𝑡𝑡𝑝𝑝, 

𝐴𝐴(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 0) =  𝐴𝐴0,       0 ≤ 𝑧𝑧 ≤ 𝐻𝐻,  

     𝐴𝐴(𝑥𝑥, 𝑦𝑦, 𝐻𝐻, 𝑡𝑡) = 0,     0 ≤ 𝑡𝑡 ≤ 𝑡𝑡𝑝𝑝.       (3) 

 

We assume that the vertical velocity takes the form16:  

𝑤𝑤(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡) =  −𝑚𝑚(𝑥𝑥, 𝑦𝑦) + [−𝑎𝑎(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 𝑚𝑚(𝑥𝑥, 𝑦𝑦)] 𝜂𝜂(𝑧𝑧).       (4) 

where 𝑎𝑎 is the surface accumulation rate, 𝑚𝑚 the basal melt rate, and 𝜂𝜂 is the shape function that 
only depends on rheology and not on time dependent variables such as surface accumulation or ice 
thickness. This assumption is supported by perturbation analysis for isothermal ice17. For the sake of 
simplicity, we refer to the surface accumulation rate and basal melt rate as accumulation and 
melting, as there is no possible ambiguity in this paper. As thickness 𝐻𝐻 is assumed to be constant 
through time unaccounted for variations in thickness will be reflected in our inversion results as 
variations in the recovered accumulation rate, as both factors have approximately the same impact 
on the depth of the internal layers.  

We further assume that the temporal variation of accumulation is proportional to that at Dome C 
(𝑎𝑎𝐷𝐷𝐷𝐷) for the last 800,000 years18 and that melting, at a given location, does not vary through time,  

𝑎𝑎(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = 𝑎𝑎(𝑥𝑥, 𝑦𝑦, 𝑡𝑡𝑝𝑝)
𝑎𝑎𝐷𝐷𝐷𝐷(𝑡𝑡)
𝑎𝑎𝐷𝐷𝐷𝐷(𝑡𝑡𝑝𝑝)

 

     (5) 

 



We also assume that the shape function 𝜂𝜂 follows a shallow ice approximation19:  

𝜂𝜂(𝑠𝑠) = 1 − 𝑠𝑠 �
𝑛𝑛 + 2
𝑛𝑛 + 1

−
𝑠𝑠𝑛𝑛+1

𝑛𝑛 + 1�
 

     (6) 

where 𝑠𝑠 is the normalized depth (𝑠𝑠 =  (𝐻𝐻 −  𝑧𝑧)/𝐻𝐻).  

Regarding the initial condition for Equation (3), 𝐴𝐴0, it has no influence on the age solution because 
the simulation time 𝑡𝑡𝑝𝑝 is 800,000 years, older than the deepest layer in our study estimated with any 
combination of realistic parameters. 

To summarize, for a given surface accumulation, rheological index and melting, the vertical velocity 
is defined (Eq. (4)) and Equation (3) is a closed problem. Numerically, we solve Equation (3) using a 
two time levels Semi-Lagrangian algorithm20.  

3. Melt rate and geothermal heat flux determination 
3.1. Basal melt calculation 

Once the full set of radar layers were dated at the dipstick, we use them to estimate the vertical 
velocity at each point along the profile using the numerical model described in Section 2.4. In our 
model, vertical velocity is a combination of surface accumulation, rheology and basal melting; these 
are parameterized by the present (~1 ka) accumulation 𝑎𝑎(𝑥𝑥, 𝑦𝑦, 𝑡𝑡𝑝𝑝), rheological index 𝜂𝜂(𝑥𝑥, 𝑦𝑦) and 
basal melt rates 𝑚𝑚(𝑥𝑥, 𝑦𝑦).  

We find that the age-depth relationship is highly sensitive to both rheology and melting near the 
bottom where the model is least constrained by dated layers (there is no dated radar layers in the 
deepest third of the ice thickness). The consequence is that we cannot simultaneously estimate 
basal melting and rheology with our dataset. Instead, we assume that the rheology can only vary 
spatially within the range and the distribution that we estimated at the dipstick (SFig. 4b), where 
rheology was estimated in the assumed absence of melting.  

On the contrary, near the surface our age-depth model is most sensitive to the values of recent (~1 
ka) surface accumulation and nearly independent of the values of the rheological index or basal 
melting. Also, the top half of the ice thickness is populated by radar layers well constrained by links 
to the SPICECORE drill site and hence provides good constraint for the age-depth model. 

To propagate the value and uncertainty in age-depth and rheology at the dipstick into our estimates 
for basal melting and present surface accumulation along the profile, we use a basic Monte Carlo 
method12, as in Section 2.3. The error propagation is estimated by the probability distribution of a 
set of one thousand results for the optimal surface accumulation and basal melt rates and the 
derived age-depth. For each one of the simulations, we sample the age of the radar layers and the 
rheological index 𝜂𝜂 from the distribution of optimal values obtained at the dipstick. The optimal 
surface accumulation and basal melting are the ones that minimize the difference in age between 
model and dated layers. As in the previous Section, we use the Nelder-Mead simplex algorithm11 
within Matlab R2017a (fminsearch) to recover the optimal surface accumulation and basal melting 
values for each run.  

The estimated melting rates are in SFig. 5 and the recovered variation in surface accumulation is in 
SFig. 6. 

 



3.2. Estimating heat flux from basal melt rates 
The heat transfer at the ice-bed interface can be summarized as: 

𝑄𝑄𝑠𝑠 +  𝑄𝑄𝑤𝑤 + 𝑄𝑄𝐿𝐿 + 𝑄𝑄𝑐𝑐 + 𝑄𝑄𝐺𝐺 =  0 ,      (7) 

where 𝑄𝑄𝑠𝑠 is the heat generated by sliding, 𝑄𝑄𝑤𝑤 is the heat generated by subglacial water flow,𝑄𝑄𝐿𝐿 is 
the latent heat used by melting, 𝑄𝑄𝑐𝑐 is the heat conducted by the ice to the surface and, finally, 𝑄𝑄𝐺𝐺 is 
the geothermal heat flux that is the variable we want to estimate13. 

Our area of study is in an area with low horizontal surface velocity21, and calculations based on the 
work of Arthern et al 201422 suggest Drag Heating of just 0.098 mWm-2 in this area. It is therefore 
reasonable to assume that geothermal heat flux is the dominant driver for melting in this region and 
hence we neglect 𝑄𝑄𝑠𝑠. Also the subglacial topography shows that the area is at the top of the 
hydraulic catchment area and we do not expect the presence of significant subglacial water flux so 
we neglect the effect of subglacial water flow 𝑄𝑄𝑤𝑤.  

The latent heat can be derived from the estimated melting rates and the conducted heat can be 
derived from the vertical gradient of temperature in the areas where we estimate positive melting. 
In this area, we can assume that the basal temperature is at the basal pressure melting point 𝑇𝑇𝑚𝑚, as 
layer draw-down demonstrates that melting is occurring. We therefore derive 𝑇𝑇𝑚𝑚 from the 
hydrostatic pressure as being proportional to ice thickness23, and we solve the heat equation from 
an initial temperature 𝑇𝑇0 to the present solution at time 𝑡𝑡𝑝𝑝, 

  

𝜕𝜕𝑡𝑡𝑇𝑇 + 𝑤𝑤(𝑥𝑥, 𝑦𝑦, 𝑧𝑧)𝜕𝜕𝑧𝑧𝑇𝑇 − 𝜕𝜕𝑧𝑧(𝑘𝑘𝜕𝜕𝑧𝑧𝑇𝑇) = 0,     (8a) 

𝑇𝑇(𝑧𝑧, 0) = 𝑇𝑇0(𝑧𝑧),     (8b) 

𝑇𝑇(𝐻𝐻, 𝑡𝑡) =  𝑇𝑇𝑠𝑠(𝑥𝑥, 𝑦𝑦, 𝑡𝑡),      (8c) 

𝑇𝑇(0, 𝑡𝑡) =  𝑇𝑇𝑚𝑚     (8d) 

where 𝑘𝑘 is the thermal diffusivity, the vertical velocity vary spatially and temporally as estimated in 
the previous section. We neglect the effect of horizontal advection or conduction and assume that 
the surface temperature is proportional to the measured present values24 and temporal variations 
follow the values estimated at Dome C over the last 800,000 years18,  

𝑇𝑇𝑠𝑠(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) =  𝑇𝑇𝑠𝑠�𝑥𝑥, 𝑦𝑦, 𝑡𝑡𝑝𝑝�
𝑇𝑇𝐷𝐷𝐷𝐷(𝑡𝑡)
𝑇𝑇𝐷𝐷𝐷𝐷�𝑡𝑡𝑝𝑝�

 

     (9) 

As the simulation over 800,000 years is larger than the conduction and advection time-scales, the 
effect of the initial condition is negligible, we solve Equation (8) using a Crank-Nicolson scheme25. 

We then estimate our values for the Geothermal heat flux as,  

𝑄𝑄𝐺𝐺(𝑥𝑥, 𝑦𝑦) =  −𝜌𝜌𝑤𝑤𝐿𝐿𝐿𝐿(𝑥𝑥, 𝑦𝑦) − 𝑘𝑘
𝜕𝜕𝜕𝜕�𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡𝑝𝑝�

𝜕𝜕𝜕𝜕
|𝑧𝑧=0 

    (10) 

As in the previous steps, we propagate the uncertainty to our estimates with a basic Monte Carlo 
method. We sample the basal melting, surface accumulation and rheological index at each location 



along the profile as derived in the previous section, and solve for the geothermal heat flux by solving 
Equations (8)- (10). Our resulting estimates are in the main text Fig. 2c.  

It is important to note that we have assumed that the basal temperature equals the pressure 
melting point. This is reasonable given the layer drawdown indicates basal melting, and hence the 
basal temperature must be at the pressure melting point. In an area near the dipstick, highlighted 
with a blue box in Fig. 2c, this is not true according to our estimates of zero melting. In that area, our 
estimate is the maximum value of the geothermal flux. 

4. Basal hydrology 
To calculate basal hydrology our new surface and bed elevation information was integrated with 
existing topographic data. Point bed elevation values along flight lines from the PolarGAP, AGAP26 
and SPRI/NSF/TUD surveys27 were merged into a single database. In addition gridded bed elevation 
information from the Pensacola Pole traverse survey28 were re-sampled onto the location of their 
original flight lines and merged with the available survey line data. The line bed elevation 
information was then gridded using a minimum curvature approach with a cell size of 2.5 km.   

Surface elevation outside 88°S was derived from the CRYOSAT 2 digital elevation model (DEM)29. 
South of 88°S our new lidar data reveals errors of ~150 m in the CRYOSAT 229 and BEDMAP230 
surface DEM due to the lack of satellite data coverage.  From a hydrological perspective such 
discrepancies equate to >1500 m errors in bed elevation. We therefore developed an improved 
preliminary surface DEM based on our new along track Lidar data. To generate this more accurate 
DEM within the Polar gap we converted the CRYOSAT 2 DEM to point values and masked all values 
south of 88°S. Along track estimates of surface elevation from the PolarGAP and AGAP surveys were 
then added to the database and the surface elevation re-gridded onto a 2.5 km mesh using a 
minimum curvature algorithm. Although line spacing is up to 30 km south of  88°S the low surface 
slopes, often <1 m km-1, mean that the resulting estimates of surface elevation are likely to be 
reasonable, and represent a significant improvement on previous estimates.  

To calculate hydrology and basal water routing we followed a four part approach implemented in 
ArcGIS. First the hydrological potential31 (𝐻𝐻𝑝𝑝) assumed to drive subglacial water flow was calculated 
from our new surface (𝐸𝐸𝑠𝑠) and bed (𝐸𝐸𝑏𝑏) DEM as:  

𝐻𝐻𝐻𝐻 =  (𝑔𝑔 × 𝜌𝜌𝜌𝜌 × 𝐸𝐸𝑠𝑠) + (𝑔𝑔 ×  𝜌𝜌𝜌𝜌 × (𝐸𝐸𝑠𝑠 − 𝐸𝐸𝑏𝑏)) 

Where 𝑔𝑔 is the normal gravity, 𝜌𝜌𝜌𝜌 and 𝜌𝜌𝜌𝜌 represent density of water and ice respectively. Secondly 
all local hydrological minima (sinks) were filled to give continuous flow to the edge of the model. 
Thirdly the direction of flow was calculated from the filled hydrological potential model32. Finally 
flow accumulation across the hydrological model was calculated33. Flow accumulation gives a count 
of the number of upstream cells feeding any given point, revealing the main subglacial drainage 
networks (main text Fig. 3).   
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