Figure S1. LDAvis maps for the LDA topic model for 3 topic numbers. The model refers to tweets with
negative sentiment and was obtained by selecting the threshold lambda=0.7. Each of the three images below
depicts the first 30 words for the selected topic (circle displayed in red) in the image.
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1. saliency(term w) = frequency{w) * [sum_t p{t | w) * log(p(t | w)/p(t))] for topics t; see Chuang et. al (2012)
2. relevance(term w | topic ) = A * p(w | 1) + (1 - A) * p(w | )ip(w). see Sievert & Shirey (2014)
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