Figure S3. LDAvis map for LDA topic model for 5 topic numbers. The model refers to tweets with positive sentiment. As can be seen from the figure
below, topics 2, 3, and 5 tend to overlap and cause some interpretation difficulties.
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1. saliency(term w) = frequency(w) * [sum_t p(t | w) * log(p{t | w)/p(t))] for topics t; see Chuang et. al (2012)
2. relevance({term w | topic t) = A * p{w | t) + (1 - ) " p(w | t)/p{w); see Sievert & Shirdey {2014)



