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Subject: Decision on Nature Computational Science manuscript NATCOMPUTSCI-23-1283A 

Message: ** Please ensure you delete the link to your author homepage in this e-mail if you 
wish to forward it to your co-authors. ** 
 
Dear Dr Liu, 
 

Your manuscript "M-OFDFT: Overcoming the Barrier of Orbital-Free Density 
Functional Theory for Molecular Systems Using Deep Learning" has now been seen by 
3 referees, whose comments are appended below. You will see that while they find 
your work of interest, they have raised points that need to be addressed before we 
can make a decision on publication. 
 
The referees’ reports seem to be quite clear. Naturally, we will need you to address 

*all* of the points raised. 

 
While we ask you to address all of the points raised, the following points need to be 
substantially worked on: 
 
- Please be sure to provide additional discussions, citations, and quantitative 

demonstrations (where possible) to demonstrate the novelty of your approach, in 
order to address concerns raised by Referee #2. 
 
Please use the following link to submit your revised manuscript and a point-by-point 
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response to the referees’ comments (which should be in a separate document to any 
cover letter): 

 
[REDACTED] 
 
** This url links to your confidential homepage and associated information about 
manuscripts you may have submitted or be reviewing for us. If you wish to forward 
this e-mail to co-authors, please delete this link to your homepage first. ** 

 
To aid in the review process, we would appreciate it if you could also provide a copy 
of your manuscript files that indicates your revisions by making use of Track Changes 
or similar mark-up tools. Please also ensure that all correspondence is marked with 

your Nature Computational Science reference number in the subject line. 
 
In addition, please make sure to upload a Word Document or LaTeX version of your 

text, to assist us in the editorial stage. 
 
To improve transparency in authorship, we request that all authors identified as 
‘corresponding author’ on published papers create and link their Open Researcher and 
Contributor Identifier (ORCID) with their account on the Manuscript Tracking System 
(MTS), prior to acceptance. ORCID helps the scientific community achieve 
unambiguous attribution of all scholarly contributions. You can create and link your 

ORCID from the home page of the MTS by clicking on ‘Modify my Springer Nature 
account’. For more information please visit please 
visit www.springernature.com/orcid. 
 
We hope to receive your revised paper within three weeks. If you cannot send it 

within this time, please let us know. 

 
We look forward to hearing from you soon. 
 
Best regards, 
 
Kaitlin McCardle, PhD 
Senior Editor 

Nature Computational Science 
 
 
 
Reviewers comments: 
 
Reviewer #1 (Remarks to the Author): 

 
The authors claim to have solved a fundamental problem regarding the applicability of 
density functional theory to molecular systems, namely the lack of a suitable 
functional for the kinetic energy. In contrast to most of the current, highly successful 
implementations of DFT, which reintroduce molecular orbitals in order to arrive at a 
reasonable approximation to the kinetic energy of an N-electron system, orbital-free 

DFT stays true to the original attempt of finding a formulation involving only the 
electron density and its derivatives, but has seen only moderate success in molecular 
systems so far. 

http://www.springernature.com/orcid
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Recent years have seeen numerous untertakings of physicists and computational 

chemists involving machine learning techniques, an obvious pairing of an old problem 
and a new paradigm at first sight, but still without a real breaktrough in terms of 
applicability to real world systems and computational accuracy. A driving force is the 
wish to realize a substantial improvement in scaling with system size, making DFT 
applicable to very large molecular structures eventually. 
 

In this manuscript, an outstanding performance is shown for a method named M-
OFDFT in tests on common datasets such as MD17, QM9 and QMugs, and a 
meaningful demonstration of the improvement is achieved by a comparison of the 
mean absolute errors in energies to results obtained with common OF-DFT 

approaches based on the Thomas-Fermi ansatz and its first few correction terms. 
Also, cuts through the electron density of ethanol are shown for a spatially resolved 
comparison of density distributions obtained with various methods, and scaling 

capabilities are tested up to extremely large molecular systems of protein dimensions. 
In the latter case, kinetic and exchange-correlation contributions are learned together 
in order to avoid calculations on a grid. As a common reference and a starting point 
for the underlying deep-learning neural network model featuring a Graphormer 
architecture, the APBE functional has been used throughout the manuscript. Training 
data, i.e. the molecular structures used, but also program code has been made 
available to allow an implementation of the proposed model in principle. The trained 

network model itself has also been made available to the reviewers. 
 
Given the outstanding performance of the proposed method, paired with a detailed 
description of the many (!) detailed and clever improvements that led to this 
breakthrough (but had to go into the Supplementary partially), a publication in 

Nature Computational Science can be recommended after responding accordingly to 

the following comments and questions. 
 
Questions and comments 
 
1) It is not clear to me how the principle of attention mechanisms, understood as a 
selective emphasis of certain features of the input vector, is linked to the problem of 
nonlocality. Please elaborate and extend this comment given on page 2. 

 
2) How universal is the M-OFDFT method in terms of unseen molecular structures? 
Does it need to have seen all elements that appear in the structure to be calculated 
beforehand, or can it construct a suitable density and corresponding energy based 
only on the atomic number alone, i.e. extrapolate also to elements that did not 
appear in the training set? 
 

3) On page 3 the authors mention that their coefficient vector p is a numerical 
representation given a set of "atomic orbital basis functions". Within the context of 
KS-DFT, this choice of nomenclature has a special meaning - it refers to a set of 
functions, typically of Gaussian shape in the radial dimension, and spherical 
harmonics with regards to angle. These functions can become negative-valued since 
they are supposed to represent molecular orbitals. How is a non-negative density 

derived from such as set? 
 
4) How sensitive is M-ODFT to the actual choice of basis functions? Why is a an even-
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tempered basis set family of Bardo and Ruedenberg used for density representation 
in the model, while the KS-DFT data production is performed with a different 

(standard Pople double zeta) basis set? 
 
5) Since the KEDF is learned by the neural network, an obvious question is how this 
universal functional does actually look like. How does it compare to e.g. the von 
Weizsäcker KEDF or known, higher order extrapolations in terms of an analytical 
description? 

 
6) The authors further indicate that the incorporation of exact features into the 
functional is not necessarily improving the generalization or the prediction 
capabilities. As an example, it is mentioned that the inclusion of the von Weizsäcker 

extension as a basis to learn the residual leads to an explosion of gradients. It is hard 
to understand how a hard-wiring of physical knowledge is actually reducing the 
performance. Is this only due to a shifted, less-than-optimal use of the data provided 

in case of a more complicated model? 
 
7) In the light of point 6, have the authors thought of an iterative generation of new 
training data whenever needed in the process of learning a general KEDF applicable 
to any molecular system? 
 
Andreas W. Hauser 

 
 
Reviewer #2 (Remarks to the Author): 
 
Review Comments 

The authors developed a deep learning scheme for orbital-free density functional 

theory (OFDFT), called M-OFDFT. The M-OFDFT learns kinetic energy density 
functional (KEDF) based on a given atomic coordinate, atomic number, and 
coefficients of atomic basis representing electron density. The machine-learned KEDF 
includes non-ground-state information to optimize the coefficients through the 
gradient descent method. The prediction accuracy of energy, electron density, 
Hellmann-Feynman force, extrapolative ability, and computational time were 
examined. Although the results of M-OFDFT show good performance, I cannot 

recommend the publication of the present study unless the authors thoroughly and 
honestly respond to the following pointsn. 
 
Comments on the justification of the present study 
The attempts to apply the machine learning technique to the development of KEF has 
been performed before the present study. The authors did not cite such important 
contributions and mention the difference from such pioneering studies. The authors 

should honestly refer to such studies and make clear the present contributions. 
 
Comments on the advantages of M-OFDFT 
M-OFDFT utilizes atomic coordinates and atomic numbers in addition to electron 
density. It differs from pure KEDF, which is based on the original spirit of DFT that 
uses only electron density. Neural network potentials (NNP), which have been 

significantly advanced in recent years, similarly use atomic coordinates, atomic 
numbers, and implicit or explicit basis functions representing atomic environments. 
The NNP might predict energy and force (and partial atomic charge) for large 
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molecular systems and a wide range of elements faster than OFDFT with high 
extrapolative ability. However, The NNP includes limitations on the representation of 

electron density and electronic states. 
(1) From the above perspective, the authors should mention the NNP in the 
manuscript and comment on how M-OFDFT fundamentally differs from NNP. The 
statement in the conclusion section, “This work has demonstrated the improved 
extrapolation by choosing an appropriate formulation of quantum chemistry: learning 
a density functional extrapolates qualitatively better than direct energy prediction”, is 

derived from applying the M-OFDFT architecture to direct energy prediction. It is 
unclear whether this statement is valid considering NNP's performance in recent 
years. 
(2) The authors should discuss the significance of handling OFDFT, whether it can 

describe electronic structures such as charged or open-shell systems, or excited 
states. 
(3) The electron density obtained by M-OFDFT (Figure 2(b)) is an excellent result in 

terms of the OFDFT performance. However, the discussion regarding electron density 
is limited to this figure in this article. I strongly recommend that the authors show 
numerical results about molecular properties related to electron density. Atomic 
charge, dipole, and quadrupole moments are obtained from grid-based electron 
density analysis. It might be possible to discuss the partial atomic charge or bond 
order using the atomic (density) basis by analogy with the analysis based on the 
atomic orbital basis. 

 
Comments on computational time discussion 
The calculation cost evaluation (Section 2.4) seems dishonest. 
(4) Hardware information about CPU and GPU machines should be included not only 
in the Supplementary information but also in the main text. 

(5) Supplementary information notes that “For large QMugs molecules, we apply the 

learned TXC functional model ETXC,θ”. Which molecules are the large QMugs 
molecules? How computationally expensive is the grid-based calculation for obtaining 
EXC? The authors should give details of the computational time to obtain initial 
density, machine learning prediction, analytical energy terms, grid-based EXC, 
coefficients derivatives, and Hellmann-Feynman force when using the ET,θ and ETXC, 
θ models. 
 

 
 
Reviewer #3 (Remarks to the Author): 
 
The authors presented a new machine learning scheme, termed M-OFDFT, for 
computing the kinetic energy density functional. The novelty of the method is that it 
includes the coordinates of neighbor atoms in the features, in addition to the 

projection coefficients of electron density onto atomic basis functions. This gives a 
complete description of the local electron density distribution, making this method 
promising to obtain a good fitting for the kinetic energy. Despite of the good 
performance demonstrated in the manuscript, I have some concerns about the 
quality of M-OFDFT. I am not able to recommend its publication in Nature 
Computational Science at this point. My decision will be based on the next revision. 

My comments are listed below. 
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1) Throughout the paper, the discussions are mainly based on energy errors. 
However, it is very important for the method to obtain a smooth potential energy 

surface (PES). The authors did not show any examples of this aspect. I would suggest 
some calculations of PESs, such as the bond stretching energy curves, torsion energy 
curves, and the minimum energy pathways for some chemical reactions, and then 
compare these PESs with KS-DFT. One major goal is to examine if the PESs from M-
OFDFT are smooth. 
 

 
2) Geometries are also important and are not discussed in the manuscript. The 
authors demonstrated the forces, which are surely important; however, I suggest 
that the authors perform the relaxation of several molecules and compare the 

structures, such as bond angles and bond lengths, to the KS-DFT results. 
 
 

3) Another interesting and important thing to demonstrate is the dipole moments. 
One major advantage of OF-DFT against ML force fields is that electron density is 
considered by OF-DFT, and therefore dipole can be computed. Dipoles are very 
important properties of proteins. The authors need to calculate dipoles for some 
systems, ranging from small to large dipoles, such as a CO molecule, peptide, and 
acceptor-donor complexes to examine the accuracy of the dipoles predicted by M-
OFDFT. I understand this could be a demanding test since it is not very easy to 

reproduce dipoles. But based on the good prediction of electron density in Figure 
2(b), this seems promising. 
 
 
Reviewer #3 (Remarks on code availability): 

 

I did not really look into the codes. Since OF-DFT is not difficult to program and the 
results in the manuscript seems reasonable. I believe the code is fine. 

 

 

 

Author Rebuttal to Initial comments   
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Decision Letter, first revision: 

 

  

Date: 19th January 24 16:23:44 

Last Sent: 19th January 24 16:23:44 

Triggered By: Kaitlin McCardle  

From: kaitlin.mccardle@us.nature.com 

To: changliu@microsoft.com 

CC: computationalscience@nature.com 

BCC: kaitlin.mccardle@us.nature.com 

Subject: AIP Decision on Manuscript NATCOMPUTSCI-23-1283B 

Message: Our ref: NATCOMPUTSCI-23-1283B 
 

19th January 2024 
 
Dear Dr. Liu, 
 
Thank you for submitting your revised manuscript "M-OFDFT: Overcoming the Barrier 
of Orbital-Free Density Functional Theory for Molecular Systems Using Deep Learning" 
(NATCOMPUTSCI-23-1283B). It has now been seen by the original referees and their 

comments are below. The reviewers find that the paper has improved in revision, and 
therefore we'll be happy in principle to publish it in Nature Computational Science, 

pending minor revisions to satisfy the referees' final requests and to comply with our 
editorial and formatting guidelines. 
 
We are now performing detailed checks on your paper and will send you a checklist 

detailing our editorial and formatting requirements in about a week. Please do not 
upload the final materials and make any revisions until you receive this additional 
information from us. 
 
TRANSPARENT PEER REVIEW 
Nature Computational Science offers a transparent peer review option for original 
research manuscripts. We encourage increased transparency in peer review by 

publishing the reviewer comments, author rebuttal letters and editorial decision 
letters if the authors agree. Such peer review material is made available as a 
supplementary peer review file. Please remember to choose, using the 
manuscript system, whether or not you want to participate in transparent 

peer review. 
Please note: we allow redactions to authors’ rebuttal and reviewer comments in the 
interest of confidentiality. If you are concerned about the release of confidential data, 

please let us know specifically what information you would like to have removed. 
Please note that we cannot incorporate redactions for any other reasons. Reviewer 
names will be published in the peer review files if the reviewer signed the comments 
to authors, or if reviewers explicitly agree to release their name. For more 
information, please refer to our FAQ page. 
 

https://www.nature.com/documents/nr-transparent-peer-review.pdf
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Thank you again for your interest in Nature Computational Science. Please do not 
hesitate to contact me if you have any questions. 

 
Sincerely, 
 
Kaitlin McCardle, PhD 
Senior Editor 
Nature Computational Science 

 
ORCID 
IMPORTANT: Non-corresponding authors do not have to link their ORCIDs but are 
encouraged to do so. Please note that it will not be possible to add/modify ORCIDs at 

proof. Thus, please let your co-authors know that if they wish to have their ORCID 
added to the paper they must follow the procedure described in the following link 
prior to acceptance: https://www.springernature.com/gp/researchers/orcid/orcid-for-

nature-research 
 
Reviewer #1 (Remarks to the Author): 
 
The authors have improved their manuscript significantly and answered all questions 
raised in great detail. Several extensions have been added to the Supporting 
Information. I have a much better understanding of some of the crucial steps that led 

to this large improvement of OF-DFT performance. Yet, there are issues left which 
need to be considered before publication. 
 
Several of the paragraphs added in the latest version have been edited with haste 
and suffer from a lower quality of English, with articles or other words missing (e.g. 

"can be seen AS nonlocal", "consider THE interaction", "enable THE calculation", etc.). 

Please correct these issues in the interest of keeping the original quality of the 
manuscript. 
 
Page 2: The caption of figure 1 might benefit from explaining the meaning and the 
scope of indices a and tau. Also, mentioning already at this point that theta 
represents all learnable parameters might be helpful to the readers. 
 

Page 2: The added text on page 2 regarding the meaning and principle of the 
"attention" mechanism is entirely non-understandable to me, as it uses words of 
common english which I can not interpret in this context. What does it mean for an 
atom to "attend" to another atom, and what does it mean to "use these weights as 
strenghts to incorporate features on other atoms". I am completely lost in this new 
paragraph. This is a crucial feature and needs to be explained in a way that can be 
followed by the readers. The response letter on this subject, on the other hand, is 

excellently written and easy to follow, so I suggest to transfer parts from the 
response into the actual manuscript. 
 
Page 3: At the end of the introduction, I suggest to mention that the authors have 
indeed taken the effort to compare OF-DFT to standard KS-DFT and other ML-variants 
on the very same physical computing system. On one hand, this adds well-deserved 

weight to the actual outcome, on the other one, the presented scalings with electron 
number are not interpreted by readers as estimates or literature values but have a 
clear reference to the current, state-of-the-art supercomputing setup. 
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Regarding Questions 2 and 3 of the first round, I am fine with the answers provided 

by the authors in the extended version of the SI. Question 4, the difference between 
choice of basis set for DFT data generation and density fitting, is sufficicently 
answered by the manuscript extension suggested by the authors. Regarding 
questions 5 and 6, I appreciate the effort taken by the authors to link algorithm and 
formula in a compressed, human-readable way, as well as the effort of providing a 
substantial extension of the Supplementary Information, in particular on the attempt 

to introduce the von Weizaecker functional as a physics-informed lower limit to the 
KEDF. 
 
 

 
Reviewer #2 (Remarks to the Author): 
 

According to my previous comments, the authors have made appropriate revisions to 
the manuscript. The revised manuscript and supporting materials now include 
justification for the study through references to pioneering research, a discussion on 
the advantages of the proposed method, i.e., M-OFDFT, compared to neural network 
potential, analysis using the electron density optimized by M-OFDFT, and details on 
computational time. The overall quality of this paper has seen significant 
improvement. 

However, I feel that the revision looks like over-emphasizing the advantage of M-
OFDFT. For example, the following discussion give the impression that M-OFDFT is 
only and first OFDFT to optimize the electron density, which is not correct. Some 
previous studies reported SCF scheme for the OFDFT. 
 

“With these techniques, M-OFDFT well handles the notorious challenge of unstable 

density optimization using a learned KEDF model. Due to this challenge, some prior 
machine-learning KEDFs [36, 30, 31] do not support density optimization, and some 
others require projection onto the training-data manifold in each step [21, 22, 24, 
27]. In contrast, M-OFDFT only needs the initialization step be on the manifold 
(Methods 4.4).” 
 
I have one comment. The calculation time for computational components (Figure 

S17) reveals that machine learning prediction has the highest computational cost in 
the ETXC,θ formulation. While the advantage of OFDFT is its compatibility with linear 
scaling methods using distance cutoffs based on the locality of the electron-density 
contribution to molecular properties, the authors have noted the theoretical 
computational complexity of the transformer architecture as O(N2). It would be 
valuable for the authors to share their perspectives on whether M-OFDFT can achieve 
linear scaling, which could enhance the value of this study. 

 
 
 
Reviewer #3 (Remarks to the Author): 
 
The authors addressed all my previous suggestions. I am impressed by the smooth 

PESs. For the dipole tests, the table S7 is somehow confusing. The authors can just 
list dipoles from KS-DFT and M-OFDFT calculations, rather than showing MAEs. The 
performance of M-OFDFT seems very good, even though it does not really provide a 
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genuine kinetic energy density functional, but relies on local bonding information. I 
am glad to recommend the publication of this work in nature computational science. 

 

 

Author Rebuttal, first revision: 
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Final Decision Letter: 

 

Date: 7th February 24 13:31:59 

Last 

Sent: 
7th February 24 13:31:59 

Triggere
d By: 

Kaitlin McCardle  

From: kaitlin.mccardle@us.nature.com 

To: changliu@microsoft.com 

BCC: 
computationalscience@nature.com,rjsproduction@springernature.com,fernando.chirigati@

us.nature.com,kaitlin.mccardle@us.nature.com 

Subject: Decision on Nature Computational Science manuscript NATCOMPUTSCI-23-1283C 

Message
: 

Dear Dr Liu, 
 
We are pleased to inform you that your Article "Overcoming the Barrier of Orbital-Free 
Density Functional Theory for Molecular Systems Using Deep Learning" has now been 
accepted for publication in Nature Computational Science. 

 
Once your manuscript is typeset, you will receive an email with a link to choose the 
appropriate publishing options for your paper and our Author Services team will be in 
touch regarding any additional information that may be required. 
 
Please note that Nature Computational Science is a Transformative Journal (TJ). Authors 

may publish their research with us through the traditional subscription access route or 

make their paper immediately open access through payment of an article-processing 
charge (APC). Authors will not be required to make a final decision about access to their 
article until it has been accepted. Find out more about Transformative Journals 
 
Authors may need to take specific actions to achieve compliance with funder and 
institutional open access mandates. If your research is supported by a funder that 

requires immediate open access (e.g. according to Plan S principles) then you should 
select the gold OA route, and we will direct you to the compliant route where possible. For 
authors selecting the subscription publication route, the journal’s standard licensing terms 
will need to be accepted, including self-archiving policies. Those licensing terms will 
supersede any other terms that the author or any third party may assert apply to any 
version of the manuscript. 
 

If you have any questions about our publishing options, costs, Open Access requirements, 

or our legal forms, please contact ASJournals@springernature.com 
 
Acceptance of your manuscript is conditional on all authors' agreement with our publication 
policies (see https://www.nature.com/natcomputsci/for-authors). In particular your 
manuscript must not be published elsewhere and there must be no announcement of the 
work to any media outlet until the publication date (the day on which it is uploaded onto 

our web site). 
 
Before your manuscript is typeset, we will edit the text to ensure it is intelligible to our 

https://www.springernature.com/gp/open-research/transformative-journals
https://www.springernature.com/gp/open-research/funding/policy-compliance-faqs
https://www.springernature.com/gp/open-research/plan-s-compliance
https://www.springernature.com/gp/open-research/policies/journal-policies
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wide readership and conforms to house style. We look particularly carefully at the titles of 
all papers to ensure that they are relatively brief and understandable. 

 
Once your manuscript is typeset, you will receive a link to your electronic proof via email 
with a request to make any corrections within 48 hours. If, when you receive your proof, 
you cannot meet this deadline, please inform us at rjsproduction@springernature.com 
immediately. 
 

If you have queries at any point during the production process then please contact the 
production team at rjsproduction@springernature.com. 
 
You may wish to make your media relations office aware of your accepted publication, in 

case they consider it appropriate to organize some internal or external publicity. Once your 
paper has been scheduled you will receive an email confirming the publication details. This 
is normally 3-4 working days in advance of publication. If you need additional notice of the 

date and time of publication, please let the production team know when you receive the 
proof of your article to ensure there is sufficient time to coordinate. Further information on 
our embargo policies can be found here: 
https://www.nature.com/authors/policies/embargo.html 
 
An online order form for reprints of your paper is available 
at https://www.nature.com/reprints/author-reprints.html. All co-authors, authors' 

institutions and authors' funding agencies can order reprints using the form appropriate to 
their geographical region. 
 
We welcome the submission of potential cover material (including a short caption of 
around 40 words) related to your manuscript; suggestions should be sent to Nature 

Computational Science as electronic files (the image should be 300 dpi at 210 x 297 mm in 

either TIFF or JPEG format). We also welcome suggestions for the Hero Image, which 
appears at the top of our home page; these should be 72 dpi at 1400 x 400 pixels in JPEG 
format. Please note that such pictures should be selected more for their aesthetic appeal 
than for their scientific content, and that colour images work better than black and white 
or grayscale images. Please do not try to design a cover with the Nature Computational 
Science logo etc., and please do not submit composites of images related to your work. I 
am sure you will understand that we cannot make any promise as to whether any of your 

suggestions might be selected for the cover of the journal. 
 
You can now use a single sign-on for all your accounts, view the status of all your 
manuscript submissions and reviews, access usage statistics for your published articles 
and download a record of your refereeing activity for the Nature journals. 
 
To assist our authors in disseminating their research to the broader community, our 

SharedIt initiative provides you with a unique shareable link that will allow anyone (with or 
without a subscription) to read the published article. Recipients of the link with a 
subscription will also be able to download and print the PDF. 
 
As soon as your article is published, you will receive an automated email with your 
shareable link. 

 
We look forward to publishing your paper. 
 

https://www.nature.com/reprints/author-reprints.html
http://www.nature.com/natcomputsci
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Best regards, 
 

Kaitlin McCardle, PhD 
Senior Editor 
Nature Computational Science 
 
 
P.S. Click on the following link if you would like to recommend Nature Computational 

Science to your librarian: https://www.springernature.com/gp/librarians/recommend-to-
your-library 
 
** Visit the Springer Nature Editorial and Publishing website 

at www.springernature.com/editorial-and-publishing-jobs for more information about our 
career opportunities. If you have any questions please click here.** 

 

 

https://www.springernature.com/gp/librarians/recommend-to-your-library
https://www.springernature.com/gp/librarians/recommend-to-your-library
http://editorial-jobs.springernature.com/
mailto:editorial.publishing.jobs@springernature.com

