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Message: ** Please ensure you delete the link to your author homepage in this e-mail if you 
wish to forward it to your co-authors. ** 
 

Dear Dr Berndt, 
 
Your manuscript "Machine Learning Ensemble Directed Engineering of Genetically 
Encoded Fluorescent Calcium Indicators" has now been seen by 4 referees, whose 
comments are appended below. You will see that while they find your work of 

interest, they have raised points that need to be addressed before we can make a 
decision on publication. 

 
The referees’ reports seem to be quite clear. Naturally, we will need you to address 
*all* of the points raised. 
 
While we ask you to address all of the points raised, the following points need to be 
substantially worked on: 
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- Please follow the referees’ suggestions to add the required comparison data. 
- Please follow referees’ suggestion to better discuss the limitation in your Discussion 

section. 
- Please address those technical concerns raised by all referees. 
 
Please use the following link to submit your revised manuscript and a point-by-point 
response to the referees’ comments (which should be in a separate document to any 
cover letter): 

 
[REDACTED] 
 
** This url links to your confidential homepage and associated information about 

manuscripts you may have submitted or be reviewing for us. If you wish to forward 
this e-mail to co-authors, please delete this link to your homepage first. ** 
 

To aid in the review process, we would appreciate it if you could also provide a copy 
of your manuscript files that indicates your revisions by making use of Track Changes 
or similar mark-up tools. Please also ensure that all correspondence is marked with 
your Nature Computational Science reference number in the subject line. 
 
In addition, please make sure to upload a Word Document or LaTeX version of your 
text, to assist us in the editorial stage. 

 
If you have any issues when updating your Code Ocean capsule during the revision 
process, please email the Code Ocean support team Cc'ing me. 
 
To improve transparency in authorship, we request that all authors identified as 

‘corresponding author’ on published papers create and link their Open Researcher and 

Contributor Identifier (ORCID) with their account on the Manuscript Tracking System 
(MTS), prior to acceptance. ORCID helps the scientific community achieve 
unambiguous attribution of all scholarly contributions. You can create and link your 
ORCID from the home page of the MTS by clicking on ‘Modify my Springer Nature 
account’. For more information please visit please 
visit www.springernature.com/orcid. 
 

We hope to receive your revised paper within three weeks. If you cannot send it 
within this time, please let us know. 
 
We look forward to hearing from you soon. 
 
Best regards, 
 

Jie Pan, Ph.D. 
Senior Editor 
Nature Computational Science 
 
 
 

Reviewers comments: 
 
Reviewer #1 (Remarks to the Author): 

http://www.springernature.com/orcid
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Berndt and coworkers describe their efforts to apply machine learning methods to 

develop improved versions of the GCaMP calcium ion indicator. To train their machine 
learning algorithm, they used previously reported data for 1078 variants that were 
screened during the development of GCaMP6 and jGCaMP7. The two key properties 
they focussed on were the fluorescent response to one action potential and the 
fluorescent decay time. The model was also trained on amino acid properties such as 
size and polarity, which seemed to improve the predictive properties of the models. 

Sequences that were predicted by the model to have either the biggest changes in 
the fluorescent response and kinetics were tested experimentally. 
 
The authors clearly explain how the L317 variants had the opposite effect from the 

prediction. While they go on to rationalize why this is the case. While I don’t expect 
any sort of protein sequence prediction algorithm to be perfect, the whole point of 
this work is to try to demonstrate the utility of the machine learning algorithms for 

predicting mutations that would improve the performance. With the L317 mutations, 
it is clear that the algorithm correctly identified an important “hot spot” in the protein 
sequence where mutations were likely to impact the performance. I am certain that a 
well-trained biochemist could have made the same prediction. Indeed, the fact that 
Dana et al previously tested mutations at this position, demonstrates that this is the 
case. 
 

Based on the machine learning predictions, and subsequent in vitro testing, the 
authors identified jGCaMP7s L317H as the most promising variant. As noted above, 
this machine learning algorithm had predicted that this variant would have decreased 
fluorescent response. To continue to improve this variant, the authors resorted to 
conventional (that is, empirical) protein engineering. They transplanted the L317H 

mutation to jGCaMP8f, and tested various combinations of promising mutations in the 

jGCaMP7s scaffold, ultimately leading to the identification of 3 improved variants 
(eGCaMP, eGCaMP+, and eGCaMP2+). These improved variants also showed 
improved performance in primary neurons. 
 
Overall, I found this work to be interesting and innovative. I greatly appreciate the 
ambition and goals of the work, and I am excited about the potential for machine 
learning algorithms to accelerate protein engineering and ultimately provide better 

GEFIs than would otherwise be attainable. However, I also found myself unconvinced 
that the machine learning provided any valuable insight, beyond what an 
appropriately trained protein chemist could have gained by studying the literature 
and the crystal structures. Though, I also appreciate that maybe the goal here is to 
match the ability of expert, and not necessarily exceed it? If the goal is to match the 
insight of an expert (who still might make imperfect predictions, like the L317 
mutations), then I would consider this work a success. If the goal is to exceed the 

abilities of an expert, then I don’t consider this work to be a success. Either way, I 
feel that there needs to be discussion that frames this work in this context, which is 
truly fundamental to this and all other machine learning and AI efforts. 
 
In addition to the fundamental concern described above, I have three other major 
concerns related to the protein engineering aspects of this work. I will leave it to 

other reviewers to comment on the appropriateness of the computational methods. 
 
1. The data set used for training is highly biased. As far as I understand, the residues 
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to be mutated were chosen based on inspection of the crystal structure to identify 
mutations that were most likely to have an impact on the GCaMP function. I assume 

that this bias must propagate through every aspect of this work and the every 
prediction that the algorithm makes. The authors will need to more clearly address 
this concern, and explain why (or why not) it is a limitation or this work. I feel that a 
useful discussion point would be to provide some perspective on what the ideal 
training set for such efforts would be, as this may inspire other workers to collect the 
appropriate data. 

 
2. In the section on in vitro testing of predicted mutations, the authors explain how 
some mutations gave the expected response, yet others gave the opposite response. 
Somehow, the authors will need to quantify the overall accuracy of their predictions 

and convince the reader that their predictions, in sum, are better than would be 
expected based on random chance. 
 

3. Finally, I feel that there needs to be a bit more nuance applied to the comparisons 
between the three new variants and the previously reported GCaMP variants. I 
believe that previous workers settled on their final variants (GCaMP6s, jGCaMP7s, 
etc), as the best possible compromises, taking all of the properties into account. 
During their screening, the previous workers certainly found variants that were 
improved in one property or another (and are thus in the training sets), but these are 
not necessarily the final variants that they settled on. The authors will need to 

acknowledge this and write their comparisons and discussion accordingly. 
 
 
Reviewer #2 (Remarks to the Author): 
 

This paper reports a successful case study about improving the ability of GEFI. It is 

clearly written and the result is basically worth publishing. However, I have the 
following comments. 
 
1) The ensemble used here is based on relatively old machine learning techniques. 
Please clarify why modern deep learning methods are not preferred here. 
 
2) The search range from the wild type is limited. Single mutations and a few double 

mutations are considered, but not more. Please discuss if this technique can be used 
to discover more distant mutations. 
 
3) Not being an expert in this field, I could not really understand how the 
performance of the new variants compares to the best GEFI available. Please discuss 
about it. 
 

 
 
Reviewer #3 (Remarks to the Author): 
 
Wait et al. present a new approach for machine-learning-based engineering of 
genetically-encoded calcium (or more generally, fluorescence) indicators. Their 

approach depends on the existence of a large database of standardized experiments 
that explore the effect of multiple mutations on a protein sensor of interest. Then, 
they implemented a combination of three regression algorithms to learn the 
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important parameters that affected fluorescence fluctuations and kinetics when 
different amino acids were mutated. The model is then used to predict the 

performance of new mutations, which were never tested before, and finally, the 
predicted hits were tested in vitro to validate the model accuracy. The main 
advantage of the presented approach is its ability to saturate the tested mutation 
space, i.e. to computationally test all the possible combinations of amino acids in 
multiple specific positions, which is expensive, time- and labor-consuming, but is also 
experimentally inefficient – as many of the variants are expected to show low 

performance levels. 
The manuscript is well-written, and the concept is exciting. The main limitation to its 
application to additional types of sensors is the availability of experimental databases 
that are required to train the regression algorithms. However, such databases exist 

for few sensors and with the current trends of large-scale projects and data sharing, 
may be generated for additional sensors. In addition, the authors show that even in a 
“mature” protein like GCaMP they can identify regions that were neglected in previous 

optimization cycles, which further demonstrated the power of their approach and 
emphasize the potential for less-explored proteins. 
Some weaknesses are noted below, first some general comments and then more 
specific questions or concerned. Overall, upon a satisfactory revision of the 
manuscript, this paper can be a good fit for the journal, as it highlights a new path to 
engineer protein sensor and overcome a major experimental hurdle of screening 
through a huge amount of candidates. 

 
General comments: 
1. It seems the model is currently limited to predicting the effect of one mutation at a 
time, or at least, this is how it is implemented in this manuscript. I suggest discussing 
this topic and how it may develop in the future in the Discussion section. 

2. The authors used two databases that were derived from experiments with cultured 

neurons but implemented their model’s predictions on HEK cells. The section where 
they tested the new variants with cultured neurons doesn’t include a systematic 
comparison of the model prediction as in Fig. 3. This seems like a flaw in the logic of 
the manuscript and is not addressed. The authors should include these comparisons 
(if exist) and discuss changes between the two assays and how they affect the 
model’s prediction accuracy. 
3. There is no in vivo data included in the paper to validate that the new eGCaMPs 

sensors work as good as expected (see comments below regarding different values in 
screening experiments compared to previously reported values). Since the main 
novelty of this work is in the way it implemented ML-based approach, this is not a 
fundamental issue. 
4. The DF/F0 amplitudes and decay times the authors report (Fig. 5A-E) are 
substantially different than previously reported values for the GCaMP6s and mainly 
the jGCaMP7s sensors. The 1AP response amplitudes are very low, the decay times 

are very slow. Do the authors have any explanation for these changes? This should 
be referred in the manuscript as well. 
5. The paragraph in page 5 lines 11-28 is an excellent demonstration of the power of 
the presented work to explore the mutation space in a way that is hard to do 
experimentally. I think it can be further emphasized in the discussion. 
 

Specific comments: 
1. Page 4 line 7: The encoding of the amino acid properties, and the nature of these 
properties should be better explained. The current explanation is vague (including the 
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Methods and supplementary information parts) and doesn’t generate a coherent 
picture of why the authors picked this model for describing the AA, why 5 parameters 

were chosen, whether some parameters were more “predictive” than others across 
AAs, etc. 
2. Page 4 lines 17-20: the last sentence of the paragraph is not clear. 
3. The authors use the term “fluorescence” to describe the DF/F0 changes (Fig. 1A). 
Although this term is defined in the paper, it is quite confusing in respect to the way 
it is used in the literature. Fluorescence will generally describe the raw signal, and not 

the DF/F0, and aspects that relate to the fluorescence will also include the baseline 
fluorescence levels, maximal fluorescence level, and bleaching rate. Since the authors 
limit themselves to consider DF/F0, then maybe they should use this term explicitly. 
4. Page 6 line 5: I think the authors should better clarify the “retrospective analysis”, 

which is mentioned here and in other places across the manuscript. What exactly was 
done? 
5. Page 6 lines 11-12: can you add quantification to the multiple examples that are 

mentioned? 
6. Page 8 Lines 1-2 (Fig 4): Where these changes significant? 
7. Page 8 lines 4-21: Missing – quantification of the accuracy of the models’ 
prediction for the performance of GCaMP variants in cultured neurons (similar to the 
section that studied the performance in the HEK cells). Missing – what is the 
agreement between HEK cells and cultured neurons assays? The authors should also 
explain why the HEK cells assay is required (is that throughput?). 

8. Fig. 1C : It can help to add labels (Calmodulin, GFP, CBD). 
9. Fig. 2A: The bubble plot is not clear. What is presented there? 
10. Fig. 3B-D: What are the dotted lines in panels B-D? 
11. Fig. 3D: Why were the variants arranged in that order? 
 

 

 
Reviewer #3 (Remarks on code availability): 
 
The code provides detailed information for the users to install the software and 
reproduce the data, including a readme file, a demo movie with step-by-step 
installation guide, and the input data used for generating the data in the paper. 
 

 
Reviewer #4 (Remarks to the Author): 
 
Genetically encoded fluorescent sensors play a crucial role in monitoring neural 
activity and neurochemicals. To achieve optimal in vivo performance, the iterative 
optimization of these sensors often entails extensive mutagenesis and screening. To 
enhance the efficiency of this optimization process, the authors employed a machine 

learning ensemble to predict potential beneficial mutations. By integrating these 
identified mutations, the authors successfully improved calcium sensors with faster 
decay kinetics and a high fluorescent response. This study introduces a valuable 
strategy with the potential to be adopted to optimize various other sensors. There are 
several minor concerns that I hope the authors will address. 
1.The authors get improved eGCaMP series sensors. However, the photophysical 

properties of these sensor, including affinity, extinction coefficient and quantum yield 
have not been fully characterized. This information holds significance for end-users as 
they consider the utility of these sensors. 
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2.In figure 4F, it is recommended to clearly label which variants are eCaMP+ and 
eCaMP2+. Besides, it will be clearer to align the bar color in figure4F with the trace 

color in figure4G. 
3.In Figure 5, it would be beneficial for the authors to include a comparison of the 
signal-to-noise ratios between different sensors. 

 

 

Author Rebuttal to Initial comments   
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Decision Letter, first revision: 

 

  

Date: 25th January 24 01:42:59 

Last Sent: 25th January 24 01:42:59 

Triggered By: Jie Pan  

From: jie.pan@us.nature.com 

To: berndtuw@uw.edu 

CC: computationalscience@nature.com 

BCC: jie.pan@us.nature.com 

Subject: AIP Decision on Manuscript NATCOMPUTSCI-23-0833B 

Message: Our ref: NATCOMPUTSCI-23-0833B 
 

25th January 2024 
 
Dear Dr. Berndt, 
 
Thank you for submitting your revised manuscript "Machine Learning Ensemble 
Directed Engineering of Genetically Encoded Fluorescent Calcium Indicators" 
(NATCOMPUTSCI-23-0833B). It has now been seen by the original referees and their 

comments are below. The reviewers find that the paper has improved in revision, and 
therefore we'll be happy in principle to publish it in Nature Computational Science, 

pending minor revisions to satisfy the referees' final requests and to comply with our 
editorial and formatting guidelines. 
 
We are now performing detailed checks on your paper and will send you a checklist 

detailing our editorial and formatting requirements in about 10 days. Please do not 
upload the final materials and make any revisions until you receive this additional 
information from us. 
 
TRANSPARENT PEER REVIEW 
Nature Computational Science offers a transparent peer review option for original 
research manuscripts. We encourage increased transparency in peer review by 

publishing the reviewer comments, author rebuttal letters and editorial decision 
letters if the authors agree. Such peer review material is made available as a 
supplementary peer review file. Please remember to choose, using the 
manuscript system, whether or not you want to participate in transparent 

peer review. 
Please note: we allow redactions to authors’ rebuttal and reviewer comments in the 
interest of confidentiality. If you are concerned about the release of confidential data, 

please let us know specifically what information you would like to have removed. 
Please note that we cannot incorporate redactions for any other reasons. Reviewer 
names will be published in the peer review files if the reviewer signed the comments 
to authors, or if reviewers explicitly agree to release their name. For more 
information, please refer to our FAQ page. 
 

https://www.nature.com/documents/nr-transparent-peer-review.pdf
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Thank you again for your interest in Nature Computational Science. Please do not 
hesitate to contact me if you have any questions. 

 
Sincerely, 
 
Jie Pan, Ph.D. 
Senior Editor 
Nature Computational Science 

 
ORCID 
IMPORTANT: Non-corresponding authors do not have to link their ORCIDs but are 
encouraged to do so. Please note that it will not be possible to add/modify ORCIDs at 

proof. Thus, please let your co-authors know that if they wish to have their ORCID 
added to the paper they must follow the procedure described in the following link 
prior to acceptance: https://www.springernature.com/gp/researchers/orcid/orcid-for-

nature-research 
 
Reviewer #1 (Remarks to the Author): 
 
All reviewers were fundamentally supportive of the work, and the authors have done 
an exceptionally thorough job of addressing all of the comments. I recommend that 
the manuscript be accepted in its current form. 

 
 
Reviewer #2 (Remarks to the Author): 
 
The authors addressed all of my comments properly. 

 

 
Reviewer #3 (Remarks to the Author): 
 
Wait et al., has done an excellent work in responding thoroughly to all reviewers, 
including to my comments. I think the corrected manuscript has significantly 
improved as a result of that and should be accepted to publication with some minor 
corrections that are noted below: 

1. The term GEFI is defined twice. 
2. The term AA (amino acid) is not defined in the paper. 
3. The terms “accuracy” and precision” that are used to characterize the model (main 
text and Supp. Fig. 9) are not defined. 
4. In the Methods/Animals section, the term ad-lithium should be changed to ad-
libitum. 
5. In the Methods “fiber photometry recording” and “fiber photometry analysis” 

sections, it is not clear what is the role of the 410nm line, what is the linear scaling 
that is mentioned, how it is done, and why. It would be helpful to add a brief 
description and a reference to a detailed protocol. 
 
 
 

Reviewer #4 (Remarks to the Author): 
 
I wanted to express my satisfaction upon reviewing the revised manuscript, which 
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has been meticulously organized by the authors. They have diligently addressed most 
concerns raised during the review process. However, I would like to draw your 

attention to a specific point mentioned in the general comments 2 provided by 
reviewer #3. 
 
In their review comments, reviewer #3 highlighted the need for additional 
descriptions regarding the inconsistency of model organisms used in the database 
used for training (based on HEK293) and the test results (based on cultured neurons) 

within the main text. While the authors have made clear explanation for the issue 
raised in the response letter with experimental data, these results do not seem to be 
incorporated in the main text. To ensure a comprehensive understanding of the 
study, it would be beneficial for the authors to incorporate this information. 

Additionally, it is recommended that the relevant data be included in the 
supplementary figures to provide a more complete picture. 
 

Once these additions have been made, I wholeheartedly support the publication of 
this manuscript. The authors' commitment to addressing the reviewers' comments 
and incorporating the necessary revisions demonstrates their dedication to producing 
a high-quality piece of work. 

 

 

Author Rebuttal, first revision: 
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Final Decision Letter: 

 

Date: 15th February 24 14:59:20 

Last Sent: 15th February 24 14:59:20 

Triggered 

By: 
Fernando Chirigati  

From: fernando.chirigati@us.nature.com 

To: berndtuw@uw.edu 

CC: jie.pan@us.nature.com 

BCC: 
rjsproduction@springernature.com,computationalscience@nature.com,fernando.chirigati

@us.nature.com 

Subject: Decision on Nature Computational Science manuscript NATCOMPUTSCI-23-0833C 

Message: Dear Dr Berndt, 

 

We are pleased to inform you that your Article "Machine Learning Ensemble Directed 

Engineering of Genetically Encoded Fluorescent Calcium Indicators" has now been 

accepted for publication in Nature Computational Science. 

 

Once your manuscript is typeset, you will receive an email with a link to choose the 

appropriate publishing options for your paper and our Author Services team will be in 

touch regarding any additional information that may be required. 

 

Please note that Nature Computational Science is a Transformative Journal (TJ). Authors 

may publish their research with us through the traditional subscription access route or 

make their paper immediately open access through payment of an article-processing 

charge (APC). Authors will not be required to make a final decision about access to their 

article until it has been accepted. Find out more about Transformative Journals 

 

Authors may need to take specific actions to achieve compliance with funder 

and institutional open access mandates. If your research is supported by a funder 

that requires immediate open access (e.g. according to Plan S principles) then you 

should select the gold OA route, and we will direct you to the compliant route where 

possible. For authors selecting the subscription publication route, the journal’s standard 

licensing terms will need to be accepted, including self-archiving policies. Those 

licensing terms will supersede any other terms that the author or any third party may 

assert apply to any version of the manuscript. 

 

If you have any questions about our publishing options, costs, Open Access 

https://www.springernature.com/gp/open-research/transformative-journals
https://www.springernature.com/gp/open-research/funding/policy-compliance-faqs
https://www.springernature.com/gp/open-research/plan-s-compliance
https://www.springernature.com/gp/open-research/policies/journal-policies
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requirements, or our legal forms, please contact ASJournals@springernature.com 

 

Acceptance of your manuscript is conditional on all authors' agreement with our 

publication policies (see https://www.nature.com/natcomputsci/for-authors). In 

particular your manuscript must not be published elsewhere and there must be no 

announcement of the work to any media outlet until the publication date (the day on 

which it is uploaded onto our web site). 

 

Before your manuscript is typeset, we will edit the text to ensure it is intelligible to our 

wide readership and conforms to house style. We look particularly carefully at the titles 

of all papers to ensure that they are relatively brief and understandable. 

 

Once your manuscript is typeset, you will receive a link to your electronic proof via 

email with a request to make any corrections within 48 hours. If, when you receive your 

proof, you cannot meet this deadline, please inform us at 

rjsproduction@springernature.com immediately. 

 

If you have queries at any point during the production process then please contact the 

production team at rjsproduction@springernature.com. 

 

You may wish to make your media relations office aware of your accepted publication, 

in case they consider it appropriate to organize some internal or external publicity. Once 

your paper has been scheduled you will receive an email confirming the publication 

details. This is normally 3-4 working days in advance of publication. If you need 

additional notice of the date and time of publication, please let the production team 

know when you receive the proof of your article to ensure there is sufficient time to 

coordinate. Further information on our embargo policies can be found here: 

https://www.nature.com/authors/policies/embargo.html 

 

An online order form for reprints of your paper is available 

at https://www.nature.com/reprints/author-reprints.html. All co-authors, authors' 

institutions and authors' funding agencies can order reprints using the form appropriate 

to their geographical region. 

 

You can now use a single sign-on for all your accounts, view the status of all your 

manuscript submissions and reviews, access usage statistics for your published articles 

and download a record of your refereeing activity for the Nature journals. 

 

To assist our authors in disseminating their research to the broader community, our 

SharedIt initiative provides you with a unique shareable link that will allow anyone (with 

or without a subscription) to read the published article. Recipients of the link with a 

subscription will also be able to download and print the PDF. 

 

As soon as your article is published, you will receive an automated email with your 

shareable link. 

 

We look forward to publishing your paper. 

https://www.nature.com/reprints/author-reprints.html
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Best, 

Fernando (on behalf of Jie Pan) 

 

-- 

Fernando Chirigati, PhD 

Chief Editor, Nature Computational Science 

Nature Portfolio 

 

 

P.S. Click on the following link if you would like to recommend Nature Computational 

Science to your librarian: https://www.springernature.com/gp/librarians/recommend-

to-your-library 

 

** Visit the Springer Nature Editorial and Publishing website 

at www.springernature.com/editorial-and-publishing-jobs for more information about 

our career opportunities. If you have any questions please click here.** 

 

https://www.springernature.com/gp/librarians/recommend-to-your-library
https://www.springernature.com/gp/librarians/recommend-to-your-library
http://editorial-jobs.springernature.com/
mailto:editorial.publishing.jobs@springernature.com

