
 
 

 

1 
 

 

 

 
Peer Review Information 

 
Journal: Nature Computational Science 
Manuscript Title: Overcoming Data Scarcity in Biomedical Imaging with a Foundational Multi-Task 

Model     
Corresponding author name(s): Professor Fabian Kiessling  
 

Editorial Notes:  

Reviewer Comments & Decisions:  

 

 

Decision Letter, initial version: 

 

Date: 19th December 23 13:23:06 

Last Sent: 19th December 23 13:23:06 

Triggered By: Ananya Rastogi  

From: ananya.rastogi@nature.com 

To: fkiessling@ukaachen.de 

BCC: ananya.rastogi@nature.com 

Subject: Decision on Nature Computational Science manuscript NATCOMPUTSCI-23-1256-T 

Message: ** Please ensure you delete the link to your author homepage in this e-mail if you 

wish to forward it to your co-authors. ** 
 
Dear Professor Kiessling, 
 
Your manuscript "Overcoming Data Scarcity in Biomedical Imaging with a 
Foundational Multi-Task Model" has now been seen by 2 referees, whose comments 
are appended below. You will see that while they find your work of interest, they have 

raised points that need to be addressed before we can make a decision on 

publication. 
 
 
The referees’ reports seem to be quite clear. Naturally, we will need you to address 
*all* of the points raised. 

 
While we ask you to address all of the points raised, the following points need to be 
substantially worked on: 
- Please discuss how the datasets for pretraining are selected. 



 
 

 

2 
 

 

 

- As both reviewers have mentioned, an increase in data volume can enhance the 
model's performance. Are there any reasons analyzed here for the weakening of 

performance? 
- In the study, when standardizing 3D images into 2D images, a significant amount of 
the original three-dimensional information is lost. It should be discussed if the 
performance of this foundational model been directly compared to the training 
performance of 3D networks for 3D images. 
- Please include an ablation study involving the proposed algorithm gradient 

accumulation and traditional training schemes. 
- Please include statistical information about the pretraining datasets, such as the 
total amount of data in pretraining, the amount of data per dataset. 
- As indicated by Reviewer #1, the README file should be provided. 

 
In addition to these points, it would also be beneficial to address the following 
concerns: 

- Please avoid the use of the phrase "foundational model". Instead, please use "LLM". 
 
 
Please use the following link to submit your revised manuscript and a point-by-point 
response to the referees’ comments (which should be in a separate document to any 
cover letter): 
 

[REDACTED] 
 
** This url links to your confidential homepage and associated information about 
manuscripts you may have submitted or be reviewing for us. If you wish to forward 
this e-mail to co-authors, please delete this link to your homepage first. ** 

 

To aid in the review process, we would appreciate it if you could also provide a copy 
of your manuscript files that indicates your revisions by making use of Track Changes 
or similar mark-up tools. Please also ensure that all correspondence is marked with 
your Nature Computational Science reference number in the subject line. 
 
In addition, please make sure to upload a Word Document or LaTeX version of your 
text, to assist us in the editorial stage. 

 
 
To improve transparency in authorship, we request that all authors identified as 
‘corresponding author’ on published papers create and link their Open Researcher and 
Contributor Identifier (ORCID) with their account on the Manuscript Tracking System 
(MTS), prior to acceptance. ORCID helps the scientific community achieve 
unambiguous attribution of all scholarly contributions. You can create and link your 

ORCID from the home page of the MTS by clicking on ‘Modify my Springer Nature 
account’. For more information please visit please 
visit www.springernature.com/orcid. 
 
We hope to receive your revised paper within three weeks. If you cannot send it 
within this time, please let us know. 

 
We look forward to hearing from you soon. 
 

http://www.springernature.com/orcid
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Best regards, 
 

Ananya Rastogi, PhD 
Senior Editor 
Nature Computational Science 
 
 
 

Reviewers comments: 
 
Reviewer #1 (Remarks to the Author): 
 

This study developed a foundational pretrained model using a multi-task learning 
strategy across various biomedical modalities and label types. This model 
demonstrated effective knowledge transfer capabilities to reduce the amount of data 

and time for unseen tasks. The foundation model is valuable for biomedical imaging, 
especially in data-scarce scenarios. While the research holds promise, there are 
several concerns and areas of improvement. 
 
 
1. Technical concerns: 
a. How the datasets for pretraining are selected? Why them? 

b. Is ImageNet being used in reference to ImageNet 1K? Any performance 
comparisons with ImageNet 21K pre-training? As I understand it, pre-training with 
21K classes exhibits notably stronger performance. 
c. In lines 160-162, “Surprisingly, for UMedPT, increasing the training data beyond 
1% did not enhance the model’s performance and sometimes tended to degrade it.” 

In theory, an increase in data volume can enhance the model's performance. Are 

there any reasons analyzed here for the weakening of performance? 
d. In line 460: “To accommodate these different data types, the encoder of UMedPT 
used a standardized 2D image input format.” To my knowledge, 3D networks perform 
better with 3D images compared to 2D networks. In the study, when standardizing 
3D images into 2D images, a significant amount of the original three-dimensional 
information is lost. Has the performance of this foundational model been directly 
compared to the training performance of 3D networks for 3D images? 

e. In lines 388-389, “No information on the dataset’s length was needed beforehand, 
which allowed each epoch to have a different length depending on data 
augmentation.” Confused about the varying lengths per epoch. Are different batch 
sizes used for each task? 
f. In lines 586-590, “For this reason, we did not use a validation set in our 
experiments.” How to determine the endpoint of training without validation set for 
downstream tasks? 

g. The study claim a contribution that one model covers various data modalities and 
tasks. But the comparison over other methods is limited, including different 
pretraining methods, backbones, learning strategies, etc. If the pretrained model is 
universal, I suggest to report experiments on MedMNIST (Scientific Data, 2023), 
where 12 2D data and 6 3D data are standardized to be compared with other 
methods. 

 
2. Ablation studies: 
a. The paper lacks ablation study involving the proposed algorithm gradient 
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accumulation and traditional training schemes. There can be many variants, including 
loss weights and dataset balanced sampling. 

b. Only one backbone is used in this study. Convnet-based models are also 
encouraged. 
 
3. On writing: 
a. I don't understand the difference between UMedPT, UMedPT-fixed and UMedPT-
affine, the description in the paper is hard to follow. 

b. The article lacks statistical information about the pretraining datasets, such as the 
total amount of data in pretraining, the amount of data per dataset. 
 
4. Minor suggestions： 

a. In Extended Data Table 1, “PPneumo-CXR” should be “Pneumo-CXR”; If UMedPT-A 
and UMedPT-affine refer to the same thing, their naming needs to be unified; Is the 

result “58.21±9.50%" representing the mean and standard deviation? It's not 
specified in the table header. 
b. In line 239 and 304，SemiCOL challenge dataset should be classification task, not 

tumor detection subtask. 
 
 

 
Reviewer #1 (Remarks on code availability): 
 
Lack of clarity due to lack of README. 
 
The absence of instructions on project structure, environment setup, required 
packages, and reproduction steps is a major obstacle. Yet, the presence of many test 

files is a positive sign, showing extensive testing of the code blocks. 
 
 
Reviewer #2 (Remarks to the Author): 
 
Overcoming Data Scarcity in Biomedical Imaging with a Foundational Multi-Task 

Model 
 
Training models with scarce data is a major problem in the field of image analysis. In 
addition, combining multimodal datasets (eg imaging, pathology) is another major 
challenge for precision medicine and it is not usually the case that image analysis 
solutions at the tissue level can successfully be applied to in vivo imaging. The 
authors have used a multi-task foundational model to overcome these issues by using 

simultaneous training of a single model that generalizes across multiple tasks. This 
could therefore be applied to the many small datasets that are currently available 

given the absence of larger datasets. The approach used here included three 
supervised label types: object detection, segmentation, and classification. The 
authors developed a fully supervised foundational model for biomedical imaging which 
they termed UMedPT, using 17 tasks based on 15 datasets and their original 
annotations. 

 
The authors divided the assessment in two ways: in-domain benchmark to assess the 
applicability of UMedPT to problems closely related to its training database and the 
out-of-domain benchmark to evaluate its performance in unfamiliar domains. The 
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UMedPT outperformed the pretrained ImageNet network in both in and out-of-domain 
tasks. Their results were impressive with UMedPT matching the best performance of 

the ImageNet baseline over all configurations using only 1% of the original training 
data. Increasing the training data beyond 1% did not enhance performance and 
sometimes tended to degrade it – this is counterintuitive, and the authors should 
provide some explanation for this result. 
 
The examples given include classification of colorectal and breast cancer on 

pathological slides, diagnosing pneumonia/TB on chest X-ray, and brain 
tumours/organ segmentation on MRI. It is important to understand how all of these 
were validated: there is mention of two expert pathologists annotating the breast 
cancer slides but it is not clear how the diagnoses were confirmed on some of the 

other datasets (eg TB). 
 
The approach for the colorectal cancer slide was applied to data acquired from 

multiple separate sites showing its applicability on data not from the primary training 
set. Was this multi-site approach also performed on the X-ray and MRI data? The 
authors state that these foundational models should be robust to multi-center 
variances, thereby improving generalizability, but appear to provide the evidence for 
this from histological analysis only. 
 
In summary, the authors have presented some very interesting work on how a novel 

multitask training strategy can be used for unseen target tasks and scarce data. It 
would be interesting to understand the authors views on how far this approach could 
be extended to other out-of-domain tasks: what are the limits of how this approach 
could be applied to new data and what are the factors affecting these limits? 

 

 

Author Rebuttal to Initial comments   
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Decision Letter, first revision: 

 

  

Date: 9th March 24 12:29:08 

Last Sent: 9th March 24 12:29:08 

Triggered By: Ananya Rastogi  

From: ananya.rastogi@nature.com 

To: fkiessling@ukaachen.de 

BCC: ananya.rastogi@nature.com 

Subject: Decision on Nature Computational Science manuscript NATCOMPUTSCI-23-1256A 

Message: ** Please ensure you delete the link to your author homepage in this e-mail if you 
wish to forward it to your co-authors. ** 
 

Dear Professor Kiessling, 
 
Your manuscript "Overcoming Data Scarcity in Biomedical Imaging with a 
Foundational Multi-Task Model" has now been seen by 3 referees, whose comments 
are appended below. You will see that while they find your work of interest, they have 
raised points that need to be addressed before we can make a decision on 
publication. 

 
While we ask you to address all of the points raised, the following points need to be 

substantially worked on: 
- It has been mentioned by Reviewer #1 that several paragraphs that have been 
added to the manuscript in response to referees' comments seem abrupt and lack 
explicit motivation. Please revise these parts to ensure better integration into the 

manuscript. 
- The method allocates a fixed computational budget for all evaluations and used the 
last model state which implicitly treats the test set as a validation set. This could 
inadvertently lead to an overestimation of the model's performance. Therefore, the 
strategy to mitigate potential biases should be re-evaluated. 
- Please include CNN backbone results on UMedPT. 
- It should be assessed whether or not UMedPT's pre-trained weights are crucial for a 

thorough analysis. 
- Some methodological contributions have been overstated. Please address this. 
- The default implementation of layer norm in PyTorch and in the original paper 
includes learnable bias and scaling factors. Therefore, please update the language 
used to ensure that readers don’t confuse this as a new contribution. 

- All downstream tasks are classification tasks, except for one segmentation task 
where the baseline is not too strong. Therefore, please include an ablation study that 

assesses how much the segmentation and object detection pretraining tasks actually 
benefit downstream performance on various task types. 
 
 
Please use the following link to submit your revised manuscript and a point-by-point 
response to the referees’ comments (which should be in a separate document to any 

cover letter): 
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[REDACTED] 

 
** This url links to your confidential homepage and associated information about 
manuscripts you may have submitted or be reviewing for us. If you wish to forward 
this e-mail to co-authors, please delete this link to your homepage first. ** 
 
To aid in the review process, we would appreciate it if you could also provide a copy 

of your manuscript files that indicates your revisions by making use of Track Changes 
or similar mark-up tools. Please also ensure that all correspondence is marked with 
your Nature Computational Science reference number in the subject line. 
 

In addition, please make sure to upload a Word Document or LaTeX version of your 
text, to assist us in the editorial stage. 
 

To improve transparency in authorship, we request that all authors identified as 
‘corresponding author’ on published papers create and link their Open Researcher and 
Contributor Identifier (ORCID) with their account on the Manuscript Tracking System 
(MTS), prior to acceptance. ORCID helps the scientific community achieve 
unambiguous attribution of all scholarly contributions. You can create and link your 
ORCID from the home page of the MTS by clicking on ‘Modify my Springer Nature 
account’. For more information please visit please 

visit www.springernature.com/orcid. 
 
We hope to receive your revised paper within three weeks. If you cannot send it 
within this time, please let us know. 
 

We look forward to hearing from you soon. 

 
Best regards, 
 
Ananya Rastogi, PhD 
Senior Editor 
Nature Computational Science 
 

 
 
Reviewers comments: 
 
Reviewer #1 (Remarks to the Author): 
 
I appreciate the authors' efforts in addressing my previous concerns and providing 

detailed clarifications. The modifications made in response to these concerns have 
notably enhanced the manuscript's quality. Nevertheless, I still have some concerns: 
 
1. Integration of New Paragraphs: The authors' detailed responses and 
comprehensive experiments are commendable for their clarity, particularly given their 
organization around specific queries. However, I observed that several paragraphs 

newly added to the manuscript seem abrupt and lack explicit motivation. The 
necessity of these sections is not immediately clear. I recommend revising these 
parts to ensure better integration into the manuscript. 

http://www.springernature.com/orcid
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2. Evaluation Strategy Regarding the Validation Set: The authors state, "We allocated 

a fixed computational budget for all evaluations and used the last model state". This 
approach, however, implicitly treats the test set as a validation set. Such a 
methodology could inadvertently lead to an overestimation of the model's 
performance in a machine learning context. I suggest that the authors re-evaluate 
their strategy to mitigate potential biases. 
 

3. CNN Backbone Results on UMedPT: The addition of results using a CNN backbone 
is noted; however, these were only conducted on MedMNIST and not on UMedPT. 
Given that recent works in medical imaging have found transformer-based methods 
not to outperform CNNs, it would be beneficial to include CNN backbone results on 

UMedPT as well. 
 
4. Generalization Experiments on MedMNIST: Concerning the added generalization 

experiments on MedMNIST, an important setting seems to be missing. The analysis 
only distinguishes between MTL and ST differences without examining the impact of 
pre-trained weights from UMedPT. Assessing whether or not UMedPT's pre-trained 
weights are loaded is crucial for a thorough analysis. 
 
Minor Points: 
 

a. UMedPT-affine: The explanation regarding UMedPT-affine, which mentions 
"UMedPT used layernorms without parameters," is still somewhat confusing to me. 
Layer normalization typically includes parameters by default, so I am curious about 
the rationale behind this specific analysis by the authors. 
 

b. Formatting of "revised_manuscript.pdf": Many tables appear to be incompletely 

formatted. 
 
 
Reviewer #2 (Remarks to the Author): 
 
The authors have adequately addressed my queries. 
 

 
Reviewer #3 (Remarks to the Author): 
 
Summary: 
 
The authors propose a supervised pretraining strategy that leverages a multitude of 
medical datasets and tasks to reach ImageNet scale medical supervised pretraining. 

After they pretrain their model using their dataset, they evaluate their model on 2 in 
domain tasks and 5 out of domain tasks. They show that their method significantly 
outperforms an ImageNet pretrained model on the in domain tasks, and also 
outperforms the ImageNet baseline on the out of distribution tasks. Furthermore, the 
authors compare their model performance to external baselines, demonstrating 
significantly improved data efficiency. 

 
 
Strengths: 
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- The authors aggregate a large number of tasks (15 datasets/17 tasks) 

 
- The authors demonstrate how these heterogeneous tasks can be leveraged to 
enhance downstream classification performance 
 
- The authors show how their method significantly outperforms ImageNet pretraining, 
as well as external baselines 

 
- This paper is a nice demonstration that supervised pretraining is beneficial for 
medical imaging. As more medical imaging datasets come online with associated 
labels, this method could continue to improve. 

 
 
Major Weaknesses: 

 
- Overall, the major weaknesses are that the authors may overstate some 
methodological contributions and use language that risks leading the reader to think 
that they generated new contributions/insights, which were in fact 
developed/observed previously. The authors can successfully address these by 
modifying how they describe their contributions. Below are several examples: 
 

- Page 14, line 435: The authors claim “To address this challenge, we developed a 
novel training strategy for UMedPT that mostly decouples the number of training 
tasks from the memory requirements.” The authors further state “Our strategy 
achieved this by establishing an independent architecture or ‘computational graph’ for 
each task. The graph is dynamically constructed and stored only during the active 

computation stage of each task. To combine the individual graphs, we implement 

gradient accumulation before the optimization step.” Could the authors clarify what 
they mean by “Our strategy achieved this by establishing an independent architecture 
or ‘computational graph’ for each task”? It appears that the authors are using 
PyTorch, which would generate a single computational graph for the full model, 
including multiple task-specific heads. Furthermore, the language should not confuse 
the reader into thinking that implementing the computational graphs is a part of the 
author’s contribution, when this is how Pytorch operates under the hood. 

 
- The authors further state, “We ensure that the model’s weights and gradients are 
stored only once, rather than duplicating them for each task. Additionally, only the 
activations for one task are kept in memory at a time.” The language may be a bit 
strong and overclaim contributions here. Gradient accumulation as implemented in 
the code below is used routinely, with all handling of the computational graph by 
PyTorch. GA implementation requires simply not calling loss.backward() at every step 

in PyTorch. The contribution here is sampling all tasks within a global GA step. I 
would recommend that the authors soften their language in this section, and make 
more clear what they contributed versus previous methods implemented by others 
that they are explaining for the education of the reader. 
 
for i, (batch, task) in enumerate(task_iterator): 

batch_extraction_ms = time.perf_counter() - iteration_start_time 
 
# is_last_step = i >= self.__len__() - 1 
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is_update_step = ( 
self.has_len() and (i >= self.__len__() - 1) 

) or ( 
i % self.accumulate_losses_for_steps == 0 
) 
is_update_step = self.training_mode and is_update_step and (i > 0) 
 
assert task.training == self.training_mode 

# Set active task for all shared blocks 
for block in self.shared_blocks.module.shared_modules.values(): # type: ignore 
block: SharedBlock 
block.set_active_task(task.get_name()) 

 
if self.training_mode and is_update_step and (self.sync_on is not None): 
# the forward step needs to know if a sync will happen, so turn on sync here already 

self.sync_on() 
# with Join([self.shared_blocks], enable=False): 
try: 
task_step_result = self.task_step(batch, task) 
 
- Layer norm is typically used in vision transformers, including in the 
SwinTransformer architecture. Therefore, the authors should make sure that their 

language does not risk confusing the author into thinking that this is a new 
finding/contribution. As the default SwinTranformer uses layernorm, the following 
language should be softened - “To address this problem, we recursively replaced the 
original normalization layers in all shared blocks with layer normalization, which by 
design do not require inter-task computation”. 

 

- The authors state - “We empirically analysed the effect of using layer norms with 
affine parameters on our approach using an adaptation of UMedPT(UMedPT-affine). “ 
…“UMedPT-affine added trainable parameters including a bias and a scaling factor γ in 
the form y=γx−µ σ +β for each channel.” The default implementation of layernorm in 
PyTorch and in the original paper includes learnable bias and scaling factors. 
Therefore, I would update the language used to ensure that readers don’t confuse 
this as a new contribution. 

 
 
Minor Weaknesses: 
 
- Page 9, line 226 “A comparison for the OrganSeg-MRI task could not be performed, 
because no results specific to the MRI-only subtask of the challenge were reported”. I 
would request that the authors train a baseline nnUNet or other state of the art 

baseline for comparison. Otherwise, it is difficult to understand the segmentation 
performance on this dataset. 
 
- If I am not mistaken, all downstream tasks are classification tasks, except for one 
segmentation task where the baseline is not too strong. Therefore, something that 
would really strengthen this work, perhaps as future work, is an ablation study that 

assesses how much the segmentation and object detection pretraining tasks actually 
benefit downstream performance on various task types. The latents in the encoder 
decoder architecture trained for segmentation or object detection need to retain 
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geometrical information but may not require pixel intensity information. On the other 
hand, performing well on downstream classification tasks does not require encoding 

precise geometrical information. It could in fact be the case that these are at odds 
and requiring capacity for precise geometric information reduces embedding quality 
for classification tasks. Investigating which types of tasks should actually be included 
during pretraining would be a nice contribution that would put this paper into better 
context. 
 

- I understand that this study has been for the most part limited to supervised 
pretraining. However, this method will need to compete with self-supervised 
pretraining which could potentially scale more easily. A comparison to such methods, 
like MAE and DINO (i.e. RAD-DINO), would be a nice to have. 

 
- Page 14, line 439: Can the authors clarify what this means: “This graph is 
dynamically constructed and stored only during the active computation stage of each 

task”? 
 
- Page 17, line 527 - What does “recursively replaced” mean here? The norm layers 
should not be nested so what does recursing mean here? 
 
- Page 18, line 570: could the authors make it more clear what “the need for pre-
extraction of images” means? 

 
- Page 21, line 622 - if “flips and mirroring” are applied as augmentations, the 
network could lose the ability to differentiate left sided vs right sided diseases, which 
is an area of study for medical foundation models. Can the authors justify the 
inclusion of these augmentations? 

 

- Page 21, line 614 - what are the “standard 3D augmentations”? Can the authors 
include those in the paper? 
 
- Page 23, line 712 - The authors should make it clearer that the 1%, 5%, 10%, 
25%, 50%, and 100% corresponds to the downstream datasets, not the pretraining 
dataset, if that is in fact the case. 
The authors should clarify whether there is any overlap in the downstream datasets 

and the pretraining datasets. It seems that CRC-WSI may be present in pretraining 
(Extended Table 4) and was also used for downstream validation in the comparison 
with ImageNet. If this is the case, it may not be fair to claim that finetuning with 1% 
of downstream data compared to ImageNet pretraining, as the training dataset was 
seen during pretraining. Could the authors clarify whether this is a typo in Extended 
Data Table 4? 
 

- Page 23, line 705 - The authors state “In the frozen scenario, we directly extracted 
image representations from the shared blocks, thereby showing the usefulness of the 
learned representations. Both frozen and fine-tuning were trained for epochs each.” 
Does training in the frozen case mean training a linear probe for classification tasks? 
If so, I would use this common terminology. 
 

- Page 23, line 723 - What does “re-discovery” and “re-identification” mean here? 
Would like to clarify that this does not mean that downstream datasets were used 
during pretraining. If a downstream dataset was used during pretraining, it does not 
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seem fair to claim that fine tuning on 1% of downstream data yielded similar 
performance to ImageNet baseline. 

 
- Extended Data Table 3: Which version of the model are you using for your results in 
the main paper? Can you add this to the caption? 
 
- The authors should add more details about how inference is done with 3D data. Are 
predictions averaged across slices? Is the following method applied to the origin 

UMedPT model as well? “For the 3D tasks, we used a simple strategy based on a 
learned weighted average across slices with the classification task described in 
section.” 
 

- Could the authors add a bit more explanation for their choices in normalization 
factors in equations (1) and (2)? 
 

 
Point of Discussion: 
 
Without validation sets, it may be difficult to understand whether catastrophic 
forgetting is the main culprit for decreasing performance with increasing dataset size 
or if the authors are overfitting to the downstream task, with the number of 
optimization steps increasing along with the fraction of the downstream dataset used 

for fine-tuning. Inevitably, some forgetting is happening when adapting to a specific 
downstream dataset. However, a somewhat related issue could be overfitting with 
100 epochs of fine-tuning. I understand the challenge here where the authors want to 
be able to make the claim that truly 1% of the dataset was used for training, vs a 
larger fraction of training dataset size + validation dataset size. It may be necessary 

to have a larger validation set to get a clear signal about model performance. I 

commend the authors for truly using 1% of data for training, versus using a small 
training dataset but then a much larger validation dataset. A nice to have ablation to 
include in this work or future work would be investigating performance if you use full 
validation sets and modulate only the training dataset size. If using a validation set 
actually causes model performance to increase with training dataset size, then you 
can be confident that the performance decrease is only coming from suboptimal 
checkpoint selection. This would add additional support for the efficacy of the method. 

 
 
Grammatical/Syntactical Errors: 
 
- Extended Data Table 4: the authors should specify in the caption what “/” means. 
In, for example, the third column of the CRC-WSI row, where 100,000/7,000 is 
written. Is this train/test data? 

 
- Fig. 2 - In the caption: is Tuber-CXR the same dataset as Pneumo-CXR in the plot 
titles? BC-Bach-WSI referenced in caption, as opposed to CRC-WSI. 
 
- Page 1, line 29 - maybe consider updating “required not more than 50%” to 
“required only 50% of the original training data”. 

 
- Page 1, line 19 - I’m not sure that I would consider medical dataset to be more 
heterogenous than natural domain datasets that can comprise any scene/object. 
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Medical images generally look similar globally with differences coming from finer grain 
features. 

 
- Would the authors mind justifying this description or revising it? 
 
- Page 2, line 48 - for clarity, I would consider updating “increasingly large 
pretrainings” to “increasingly large pretraining datasets” 
 

- Page 2, line 53 - May want to add LAION, in addition to ImageNet. 
 
- Page 9, Table 1. Should there be a citation for CNS-MRI? 
 

- Page 23, line 696 - what does “synthetic dataset” mean here? Usually it refers to 
data which isn’t real, but generated. 
 

- Page 23, line 708 - What does subsequently refer to here? “After frozen and fine-
tuning for 100 epochs, subsequently fine-tuning stage enabled training of shared 
blocks”. Is the order implied by the word subsequently significant here? 
 
- Extended Data Table 5 extends beyond the page width 
 
- Would encourage the authors to remove commented code from their codebase and 

also add comments within most functions/classes that describe their purpose, along 
with descriptions of arguments, their types, and any outputs. 
 
Reviewer #3 (Remarks on code availability): 
 

Overall the code seems modular and it seems as though lots of effort was put into 

making the code robust. 
 
 
A few suggestions are: 
 
- There are currently two subfolders in the top level directory and no readme. I would 
put a readme in the top level directory so that users know what the two subfolders 

are for. This readme should describe the code within each subfolder on a high level. It 
should tell the user why code is split into two subfolders and what is different about 
each code base. 
 
- I would change the name of the “code” subdirectory to be more descriptive. 
 
- In the readmes within each subdirectory, I would include a description of the 

organization of the code. What are each of the “neural”, “optimization”, “trainer”, 
“logging”, “interactive”, and “data_loading” folders for? 
 
- Also within these readmes, I would use code blocks to demonstrate to the user how 
to run the code, as opposed to “use universal_pretraining.py”. 
 

- If possible, I would add links to all datasets that the user needs to download to the 
readme. This would make it significantly easier for others to collect the datasets and 
reproduce the results in this paper. 
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- The specific wheels in the requirements.txt file are not supported by certain 

systems. Instead of including the wheel links, I would instead specify versions. I had 
to remove these to install the code. 
 
- Would encourage the authors to remove commented code from their codebase. 
 
- Would encourage the authors to add comments within most functions/classes that 

describe their purpose, along with descriptions of arguments, their types, and any 
outputs. 

 

 

Author Rebuttal, first revision: 

 



 
 

 

38 
 

 

 

 



 
 

 

39 
 

 

 



 
 

 

40 
 

 

 



 
 

 

41 
 

 

 



 
 

 

42 
 

 

 



 
 

 

43 
 

 

 



 
 

 

44 
 

 

 



 
 

 

45 
 

 

 



 
 

 

46 
 

 

 



 
 

 

47 
 

 

 



 
 

 

48 
 

 

 



 
 

 

49 
 

 

 



 
 

 

50 
 

 

 



 
 

 

51 
 

 

 



 
 

 

52 
 

 

 



 
 

 

53 
 

 

 



 
 

 

54 
 

 

 



 
 

 

55 
 

 

 



 
 

 

56 
 

 

 



 
 

 

57 
 

 

 



 
 

 

58 
 

 

 



 
 

 

59 
 

 

 



 
 

 

60 
 

 

 



 
 

 

61 
 

 

 



 
 

 

62 
 

 

 



 
 

 

63 
 

 

 



 
 

 

64 
 

 

 



 
 

 

65 
 

 

 



 
 

 

66 
 

 

 



 
 

 

67 
 

 

 



 
 

 

68 
 

 

 



 
 

 

69 
 

 

 



 
 

 

70 
 

 

 



 
 

 

71 
 

 

 



 
 

 

72 
 

 

 



 
 

 

73 
 

 

 



 
 

 

74 
 

 

 



 
 

 

75 
 

 

 



 
 

 

76 
 

 

 

 



 
 

 

77 
 

 

 

 

Decision Letter, second revision:   

 

  

Date: 6th May 24 13:13:49 

Last Sent: 6th May 24 13:13:49 

Triggered By: Ananya Rastogi  

From: ananya.rastogi@nature.com 

To: fkiessling@ukaachen.de 

CC: computationalscience@nature.com 

BCC: ananya.rastogi@nature.com 

Subject: AIP Decision on Manuscript NATCOMPUTSCI-23-1256B 

Message: Our ref: NATCOMPUTSCI-23-1256B 
 

6th May 2024 
 
Dear Dr. Kiessling, 
 
Thank you for submitting your revised manuscript "Overcoming Data Scarcity in 
Biomedical Imaging with a Foundational Multi-Task Model" (NATCOMPUTSCI-23-
1256B). It has now been seen by the original referees and their comments are below. 

The reviewers find that the paper has improved in revision, and therefore we'll be 
happy in principle to publish it in Nature Computational Science, pending minor 

revisions to satisfy the referees' final requests and to comply with our editorial and 
formatting guidelines. 
 
We are now performing detailed checks on your paper and will send you a checklist 

detailing our editorial and formatting requirements in about a week. Please do not 
upload the final materials and make any revisions until you receive this additional 
information from us. 
 
TRANSPARENT PEER REVIEW 
Nature Computational Science offers a transparent peer review option for original 
research manuscripts. We encourage increased transparency in peer review by 

publishing the reviewer comments, author rebuttal letters and editorial decision 
letters if the authors agree. Such peer review material is made available as a 
supplementary peer review file. Please remember to choose, using the 
manuscript system, whether or not you want to participate in transparent 

peer review. 
Please note: we allow redactions to authors’ rebuttal and reviewer comments in the 
interest of confidentiality. If you are concerned about the release of confidential data, 

please let us know specifically what information you would like to have removed. 
Please note that we cannot incorporate redactions for any other reasons. Reviewer 
names will be published in the peer review files if the reviewer signed the comments 
to authors, or if reviewers explicitly agree to release their name. For more 
information, please refer to our FAQ page. 
 

https://www.nature.com/documents/nr-transparent-peer-review.pdf
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Thank you again for your interest in Nature Computational Science. Please do not 
hesitate to contact me if you have any questions. 

 
Sincerely, 
 
Ananya Rastogi, PhD 
Senior Editor 
Nature Computational Science 

 
ORCID 
IMPORTANT: Non-corresponding authors do not have to link their ORCIDs but are 
encouraged to do so. Please note that it will not be possible to add/modify ORCIDs at 

proof. Thus, please let your co-authors know that if they wish to have their ORCID 
added to the paper they must follow the procedure described in the following link 
prior to acceptance: https://www.springernature.com/gp/researchers/orcid/orcid-for-

nature-research 
 
Reviewer #1 (Remarks to the Author): 
 
I have reviewed the revisions to the manuscript and am satisfied with the changes 
made. I recommend acceptance. 
 

 
Reviewer #2 (Remarks to the Author): 
 
I have no additional comments - the authors have done an excellent job in addressing 
the queries. 

 

 
Reviewer #3 (Remarks to the Author): 
 
I appreciate the authors' thorough responses to the my comments and the comments 
of the other reviewers and believe that the authors have addressed all of the points. 
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Triggere
d By: 

Ananya Rastogi  

From: ananya.rastogi@nature.com 

To: fkiessling@ukaachen.de 

BCC: 
ananya.rastogi@nature.com,fernando.chirigati@us.nature.com,computationalscience@nat
ure.com,rjsproduction@springernature.com 

Subject: Decision on Nature Computational Science manuscript NATCOMPUTSCI-23-1256C 
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Message
: 

Dear Professor Kiessling, 
 

We are pleased to inform you that your Article "Overcoming Data Scarcity in Biomedical 
Imaging with a Foundational Multi-Task Model" has now been accepted for publication in 
Nature Computational Science. 
 
Once your manuscript is typeset, you will receive an email with a link to choose the 
appropriate publishing options for your paper and our Author Services team will be in 

touch regarding any additional information that may be required. 
 
Please note that Nature Computational Science is a Transformative Journal (TJ). Authors 
may publish their research with us through the traditional subscription access route or 

make their paper immediately open access through payment of an article-processing 
charge (APC). Authors will not be required to make a final decision about access to their 
article until it has been accepted. Find out more about Transformative Journals 

 
Authors may need to take specific actions to achieve compliance with funder and 
institutional open access mandates. If your research is supported by a funder that 
requires immediate open access (e.g. according to Plan S principles) then you should 
select the gold OA route, and we will direct you to the compliant route where possible. For 
authors selecting the subscription publication route, the journal’s standard licensing terms 
will need to be accepted, including self-archiving policies. Those licensing terms will 

supersede any other terms that the author or any third party may assert apply to any 
version of the manuscript. 
 
If you have any questions about our publishing options, costs, Open Access requirements, 
or our legal forms, please contact ASJournals@springernature.com 

 

Acceptance of your manuscript is conditional on all authors' agreement with our 
publication policies (see https://www.nature.com/natcomputsci/for-authors). In particular 
your manuscript must not be published elsewhere and there must be no announcement of 
the work to any media outlet until the publication date (the day on which it is uploaded 
onto our web site). 
 
Before your manuscript is typeset, we will edit the text to ensure it is intelligible to our 

wide readership and conforms to house style. We look particularly carefully at the titles of 
all papers to ensure that they are relatively brief and understandable. 
 
Once your manuscript is typeset, you will receive a link to your electronic proof via email 
with a request to make any corrections within 48 hours. If, when you receive your proof, 
you cannot meet this deadline, please inform us at rjsproduction@springernature.com 
immediately. 

 
If you have queries at any point during the production process then please contact the 
production team at rjsproduction@springernature.com. 
 
You may wish to make your media relations office aware of your accepted publication, in 
case they consider it appropriate to organize some internal or external publicity. Once 

your paper has been scheduled you will receive an email confirming the publication 
details. This is normally 3-4 working days in advance of publication. If you need additional 
notice of the date and time of publication, please let the production team know when you 

https://www.springernature.com/gp/open-research/transformative-journals
https://www.springernature.com/gp/open-research/funding/policy-compliance-faqs
https://www.springernature.com/gp/open-research/plan-s-compliance
https://www.springernature.com/gp/open-research/policies/journal-policies
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receive the proof of your article to ensure there is sufficient time to coordinate. Further 
information on our embargo policies can be found here: 

https://www.nature.com/authors/policies/embargo.html 
 
An online order form for reprints of your paper is available 
at https://www.nature.com/reprints/author-reprints.html. All co-authors, authors' 
institutions and authors' funding agencies can order reprints using the form appropriate to 
their geographical region. 

 
We welcome the submission of potential cover material (including a short caption of 
around 40 words) related to your manuscript; suggestions should be sent to Nature 
Computational Science as electronic files (the image should be 300 dpi at 210 x 297 mm 

in either TIFF or JPEG format). We also welcome suggestions for the Hero Image, which 
appears at the top of our home page; these should be 72 dpi at 1400 x 400 pixels in JPEG 
format. Please note that such pictures should be selected more for their aesthetic appeal 

than for their scientific content, and that colour images work better than black and white 
or grayscale images. Please do not try to design a cover with the Nature Computational 
Science logo etc., and please do not submit composites of images related to your work. I 
am sure you will understand that we cannot make any promise as to whether any of your 
suggestions might be selected for the cover of the journal. 
 
You can now use a single sign-on for all your accounts, view the status of all your 

manuscript submissions and reviews, access usage statistics for your published articles 
and download a record of your refereeing activity for the Nature journals. 
 
To assist our authors in disseminating their research to the broader community, our 
SharedIt initiative provides you with a unique shareable link that will allow anyone (with or 

without a subscription) to read the published article. Recipients of the link with a 

subscription will also be able to download and print the PDF. 
 
As soon as your article is published, you will receive an automated email with your 
shareable link. 
 
We look forward to publishing your paper. 
 

Best regards, 
 
Ananya Rastogi, PhD 
Senior Editor 
Nature Computational Science 
 
 

P.S. Click on the following link if you would like to recommend Nature Computational 
Science to your librarian: https://www.springernature.com/gp/librarians/recommend-to-
your-library 
 
** Visit the Springer Nature Editorial and Publishing website 
at www.springernature.com/editorial-and-publishing-jobs for more information about our 

career opportunities. If you have any questions please click here.** 

 

https://www.nature.com/reprints/author-reprints.html
http://www.nature.com/natcomputsci
https://www.springernature.com/gp/librarians/recommend-to-your-library
https://www.springernature.com/gp/librarians/recommend-to-your-library
http://editorial-jobs.springernature.com/
mailto:editorial.publishing.jobs@springernature.com

