
Visualization of the relationship between ChIP-seq peak and attention weights.

For each genomic region, the figure on the left represents the attention weights and the figure on

the right represents the enrichment of fold changes in ChIP-seq BigWig file in the same region.

Since the lengths of attention weights are reduced by the convolution and pooling layers, their

lengths are less than the fold change values. Thus, the plots are aligned on the X-axis to represent

the relative position of fold change and averaged attention weights.

The attention scores are extracted from both single and pairwise models. For single module, the

dimension of attention scores is 𝐿 × 𝑑𝑚𝑜𝑑𝑒𝑙, and the channel that contains the highest attention

weight is used. Similarly, for pairwise module, the dimension of attention scores is 𝐿 × 𝐿, and the

row sum of these weights are always 1. As a result, we use the row that contains the highest

attention weight.
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