
Additional file 4. The explanation of dataset split and validation methods 

 

Training data is used to train machine learning algorithms. Models create and refine their rules 
using this data. It is a set of data samples used to fit the parameters of a machine learning model to 
train it by example. 
Internal validation: Performance measures calculated from a dataset split from the training 
dataset called internal validation, such as cross-validation. 
External validation: Performance test in a separate dataset called external validation, such as 
temporal validation (these data may be collected by the same investigators, commonly using the 
same predictor and outcome definitions and measurements but sampled from a later period) and 
geographic validation (these data may be collected by other investigators in another hospital or 
country, sometimes using different definitions and measurements).  
Randomly splitting a single data set into a development and a validation data set (test dataset in 
the above figure) is often erroneously referred to as a form of external validation. Actually, it is an 
inefficient form of internal validation. 
Generalization is the process of learning from data and making predictions about new, unseen 
data. A machine learning model is said to generalize well if it can make accurate predictions on 
new data, even data that is different from the training data. 
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