
Supplementary material of Semi-supervised Incremental
Learning with Few Examples for Discovering Medical

Association Rules

Ricardo Sánchez-de-Madariagaa,∗, Juan Martinez-Romob, José Miguel Cantero
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1. Formal Definitions related to Association Rules

A formal definition of an AR [1] is the following:

Association Rule (AR)

Let R be a set of binary attributes. Rule X = x → A = a, where |X| = l,

x ∈ {0, 1}, l and a ∈ {0, 1}, is a dependency rule, if P (X = x,A = a) 6= P (X =

x)P (A = a). The dependency is positive, if P (X = x,A = a) > P (X =

x)P (A = a), and negative, if P (X = x,A = a) < P (X = x)P (A = a).

Otherwise, the rule is called an independence rule.

In this paper we assume that all attributes in X are 1-valued and also a =

1, i.e. we consider rules with an only consequent.

We also give the formal definition of a statistical goodness measure, which

is a function of data size n and frequencies P(XA), P(X) and P(A).

Goodness measure

Let f : R3 ×N → R be a measure function, whose parameters are rule fre-

quency fr = P (XA), frequency of the condition part X, frX = P(X), frequency

of the consequence A, frA = P(A), and the size of the data set n. If high values
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of f (fr, frX, frA, n) indicate good dependency rules, then we say that f is in-

creasing by goodness, and if low values of f (fr, frX, frA, n) indicate good rules,

it is called decreasing by goodness. Different goodness measures are available.

The most used are the χ2-measure, for high absolute frequencies, and Fisher’s

exact test, when these frequencies are low in general.

2. Fisher test

Fisher test provides the significance of the association (contingency) between

the two kinds of classification. The computation of the test is usually based on

the contingency table recording the different classes. The p-value is computed

as the hypergeometric distribution of the numbers contain in the cells of the

table.

These two sets of rules allow us to apply the Fisher test to obtain the p-

values for the rules in the holdout set. This is done by building for each rule R:

A −→ B in the holdout set a contingency table with the following data for the

rule collected in the training set:

rules with B rules without B

(n2) (N − n2)

rules with A rules with A and B rules with A (without B)

(n1) (k) (n1 − k)

rules without A rules with B (without A) rules without A and B

(N − n1) (n2 − k) (N − n1 − n2 + k)

The Fisher test applies a geometric distribution to the data in the table:

p(R) =

(
n1

k

)(
N−n1

n2−k

)(
N
n2

) (1)

where N is the number of rules in holdout set, K is the number of rules in

this set containing A and B, n1 is the number of rules containing A, n2 is the

number of rules containing B.
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3. Data Preprocessing

Narrative notes associated to EHR are written in natural language which

gives them great variability when referring to the same medical condition. Be-

sides, they often contain abbreviations and acronyms, and they also tend to

contain spelling errors, and incorrect syntactic structures. Because of this, the

normalization of clinical texts is paramount for extracting useful information

[2]. We performed some simple preprocessing to our Spanish EHRs aimed at

identifying the references to the same medical condition that is expressed in

different ways. This process increases the number of cases for each condition,

thus helping to obtain more reliable results.

The first transformation step of the normalization process is to convert the

words to a canonical form, including all letters being lower case, removing punc-

tuation, accent marks and other diacritics, reducing sequences of white spaces

to one, and expanding some abbreviations.

The next step was to put medical conditions into their most simple form.

For example, all the expressions like “unobjective respiratory distress”, “Objec-

tive respiratory distress” and “severe respiratory distress” are changed to one

heading, namely “respiratory distress”.

Finally, we have separated some conditions mentioned in the same expres-

sion. For example, “cough and headache”, has given rise to the two conditions

“cough” and “headache”.

After the normalization process, we keep only those medical conditions that

have appeared more than once. In this way, we try to get rid of incorrect expres-

sions that the normalization has not been able to transform into a recognizable

case.
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