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In this additional document, we first present some more discussion about the pro-

posed method. Subsequently, we show the visual results of our approach on DAVIS-

16 [1], YouTube-Objects [2], JumpCut [3] and DAVIS-17 [4] datasets and then discuss

the failure cases. In addition, we randomly choose some sequences from each dataset

and show the visual results of our approach in videos along with this supplementary

document. Please see the html file to browse the video results.

1 Discussion

The objective of our method during training is to learn how to match rather than learn

how to classify [5–9, 8]. This explains why our method generalizes better on differ-

ent datasets. For instance, the experiments on the YouTube-Objects dataset [2, 10] pre-

sented in Section 4.4 of the main paper show that our method outperforms the best

baselines OnAVOS [8], where online adaptive fine-tuning is employed, despite the fact

that our method is not fine-tuned on the groundtruth of the first frame nor trained on this

dataset at all. Similar observation can be found on the JumpCut dataset [3]. In general,

we found our approach without fine-tuning to be very competitive among baselines on

the benchmark datasets, even comparing to methods requiring fine-tuning. In our ex-

periments we found that there is a trade-off between generalization and adaptation. The

performance of our fine-tuned network falls behind a computationally expensive and

meticulously tuned state-of-the-art approach [7] on DAVIS-16 [1], indicating that there

is less capacity in our network to adapt to the provided groundtruth after fine-tuning.

Memory consumption: For a video with resolution 480×854, our approach requires

8.5 GB of GPU memory to train with the original resolution and a batchsize of 1. How-

ever, it only requires 4.9 GB of GPU memory during testing. In contrast, the baseline

OnAVOS [8] requires 10.7 GB GPU memory during online fine-tuning and testing.

Hence, our matching based model reduces the memory on devices during online testing

by a factor of 2.

2 Visual Results on the DAVIS-16 Dataset

We present the visual results of our approach on the DAVIS-16 [1] validation set. There

are 20 video sequences in total in the validation set. We show the results of all sequences

in Figure 1, Figure 2 and we uniformly sample six frames from every sequence. The

performance in mIoU of our approach on every sequence is shown in parentheses.
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BLACKSWAN (IoU = 0.932)

BMX-TREES (IoU = 0.535)

BREAKDANCE (IoU = 0.728)

CAMEL (IoU = 0.805)

CAR-ROUNDABOUT (IoU = 0.950)

CAR-SHADOW (IoU = 0.950)

COWS (IoU = 0.925)

DANCE-TWIRL (IoU = 0.794)

DOG (IoU = 0.930)

DRIFT-CHICANE (IoU = 0.749)

Fig. 1: Results of our approach on the DAVIS-16 dataset. The six frames are uniformly

sampled from each video.
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DRIFT-STRAIGHT (IoU = 0.898)

GOAT (IoU = 0.868)

HORSEJUMP-HIGH (IoU = 0.823)

KITE-SURF (IoU = 0.641)

LIBBY (IoU = 0.785)

MOTOCROSS-JUMP (IoU = 0.715)

PARAGLIDING-LAUNCH (IoU = 0.597)

PARKOUR (IoU = 0.873)

SCOOTER-BLACK (IoU = 0.855)

SOAPBOX (IoU = 0.854)

Fig. 2: Results of our approach on the DAVIS-16 dataset. The six frames are uniformly

sampled from each video.
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3 Visual Results on the YouTube-Objects Dataset

We present the visual results of our approach on the YouTube-Objects dataset [2, 10].

There are 126 video sequences in total in this dataset. We show the results of randomly

sampled sequences in Figure 3, Figure 4, Figure 5. The six frames are uniformly sam-

pled from every sequence. The performance of our approach in mIoU on each sequence

is shown in parentheses.
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AEROPLANE 0001 (IoU = 0.881)

BIRD 0001 (IoU = 0.751)

BIRD 0011 (IoU = 0.888)

BOAT 0001 (IoU = 0.918)

BOAT 0005 (IoU = 0.745)

BOAT 0008 (IoU = 0.853)

BOAT 0011 (IoU = 0.812)

BOAT 0017 (IoU = 0.756)

CAR 0005 (IoU = 0.828)

CAT 0003 (IoU = 0.848)

Fig. 3: Results of our approach on the YouTube-Objects dataset. The six frames are

uniformly sampled from each video.
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CAT 0008 (IoU = 0.815)

CAT 0012 (IoU = 0.908)

CAT 0015 (IoU = 0.706)

CAT 0018 (IoU = 0.909)

COW 0002 (IoU = 0.689)

COW 0005 (IoU = 0.877)

COW 0008 (IoU = 0.785)

COW 0011 (IoU = 0.935)

COW 0016 (IoU = 0.915)

DOG 0006 (IoU = 0.783)

Fig. 4: Results of our approach on the YouTube-Objects dataset. The six frames are

uniformly sampled from each video.
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DOG 0010 (IoU = 0.874)

DOG 0014 (IoU = 0.865)

DOG 0021 (IoU = 0.602)

DOG 0025 (IoU = 0.316)

DOG 0030 (IoU = 0.980)

DOG 0034 (IoU = 0.962)

HORSE 0001 (IoU = 0.338)

HORSE 0011 (IoU = 0.720)

HORSE 0018 (IoU = 0.804)

HORSE 0022 (IoU = 0.282)

Fig. 5: Results of our approach on the YouTube-Objects dataset. The six frames are

uniformly sampled from each video.
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4 Visual Results on the JumpCut Dataset

We present the visual results of our approach on the JumpCut dataset [3]. There are 22

video sequences in total in this dataset. We show the results of all sequences in Fig-

ure 6, Figure 7, Figure 8. We transfer the groundtruth mask from the key frames i ∈
{0,16, ...,96} to frames at i+ d and show the transferring results here. The transfer

distance d is equal to 16. The error rate of our approach on each sequence is shown in

parentheses.

BEAR (error rate = 5.14)

GIRAFFE (error rate = 11.96)

GOAT (error rate = 4.73)

PIG (error rate = 5.12)

BBALL (error rate = 6.19)

CHEETAH (error rate = 7.61)

DANCE (error rate = 17.31)

Fig. 6: Results of our approach on the JumpCut dataset. The six frames are uniformly

sampled from each video.
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HIPHOP (error rate = 10.49)

KONGFU (error rate = 4.05)

SKATER (error rate = 13.57)

SUPERTRAMP (error rate = 22.12)

TRICKING (error rate = 8.32)

COUPLE (error rate = 11.77)

PARK (error rate = 11.42)

STATION (error rate = 9.98)

CAR (error rate = 1.86)

Fig. 7: Results of our approach on the JumpCut dataset. The six frames are uniformly

sampled from each video.
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CUP (error rate = 5.38)

POT (error rate = 5.55)

TOY (error rate = 2.81)

ANIMATION (error rate = 6.15)

FISH (error rate = 12.21)

HORSE (error rate = 8.25)

Fig. 8: Results of our approach on the JumpCut dataset. The six frames are uniformly

sampled from each video.
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5 Visual Results on the DAVIS-17 Dataset

We present the visual results of our approach on the DAVIS-17 [4] validation set. There

are 30 video sequences in total in the validation set. We show the results of all sequences

in Figure 9, Figure 10, Figure 11 and we uniformly sample six frames from every se-

quence. We show the average mIoU of objects in each sequence in parentheses. Note

the results here is the fine-tuned results (OURS-FT).



12 Y.-T. Hu, J.-B. Huang and A. G. Schwing

BIKE-PACKING (IoU = 0.733)

BLACKSWAN (IoU = 0.945)

BMX-TREES (IoU = 0.479)

BREAKDANCE (IoU = 0.837)

CAMEL (IoU = 0.827)

CAR-ROUNDABOUT (IoU = 0.962)

CAR-SHADOW (IoU = 0.951)

COWS (IoU = 0.931)

DANCE-TWIRL (IoU = 0.830)

DOG (IoU = 0.943)

Fig. 9: Results of our approach on the DAVIS-17 dataset. The six frames are uniformly

sampled from each video.



VideoMatch: Matching based Video Object Segmentation 13

DOGS-JUMP (IoU = 0.538)

DRIFT-CHICANE (IoU = 0.820)

DRIFT-STRAIGHT (IoU = 0.906)

GOAT (IoU = 0.875)

GOLD-FISH (IoU = 0.645)

HORSEJUMP-HIGH (IoU = 0.730)

INDIA (IoU = 0.580)

JUDO (IoU = 0.464)

KITE-SURF (IoU = 0.405)

LAB-COAT (IoU = 0.336)

Fig. 10: Results of our approach on the DAVIS-17 dataset. The six frames are uniformly

sampled from each video.
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LIBBY (IoU = 0.826)

LOADING (IoU = 0.690)

MBIKE-TRICK (IoU = 0.592)

MOTOCROSS-JUMP (IoU = 0.457)

PARAGLIDING-LAUNCH (IoU = 0.436)

PARKOUR (IoU = 0.892)

PIGS (IoU = 0.628)

SCOOTER-BLACK (IoU = 0.511)

SHOOTING (IoU = 0.611)

SOAPBOX (IoU = 0.521)

Fig. 11: Results of our approach on the DAVIS-17 dataset. The six frames are uniformly

sampled from each video.
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6 Failure Cases

We show the failure cases of our method in Figure 12. Possible reasons for our method

to fail include similar appearance of different instances and tiny objects.

Fig. 12: Failure cases of our approach.
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